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Creating Connected Representations of Cortical
Gray Matter for Functional MRI Visualization

Patrick C. Teo, Guillermo Sapiro,* Member, IEEE, and Brian A. Wandell

Abstract—We describe a system that is being used to segment
gray matter from magnetic resonance imaging (MRI) and to
create connected cortical representations for functional MRI
visualization (fMRI). The method exploits knowledge of the
anatomy of the cortex and incorporates structural constraints
into the segmentation. First, the white matter and cerebral spinal
fluid (CSF) regions in the MR volume are segmented using a
novel techniques of posterior anisotropic diffusion. Then, the user
selects the cortical white matter component of interest, and its
structure is verified by checking for cavities and handles. After
this, a connected representation of the gray matter is created
by a constrained growing-out from the white matter boundary.
Because the connectivity is computed, the segmentation can be
used as input to several methods of visualizing the spatial pattern
of cortical activity within gray matter. In our case, the connected
representation of gray matter is used to create a flattened repre-
sentation of the cortex. Then, fMRI measurements are overlaid
on the flattened representation, yielding a representation of the
volumetric data within a single image. The software is freely
available to the research community.

Index Terms— Functional MRI, human cortex, segmentation,
structural MRI, visualization.

I. INTRODUCTION

MAGNETIC resonance (MR) scanners are used to mea-
sure various aspects of a source material. In one impor-

tant application, magnetic resonance imaging (MRI) is used
as a noninvasive method of visualizing biological structures
(sMRI). The development of functional magnetic resonance
imaging (fMRI) has provided a method of visualizing a
correlate of neural activity in the brain. This correlate is the
relative amount of oxygen in the surrounding blood flow.
Because 1) the relative amounts of oxygen around active areas
of the cortex are different from those around inactive areas of
the cortex, and 2) the paramagnetic properties of oxygenated

Manuscript received December 30, 1996; revised October 1, 1997. This
work was supported in part by the Hewlett-Packard Labs Grassroots Ba-
sic Research Program, the National Eye Institute (NEI) under Grant ROI
EY03164, the McDonnell Pew Program in Cognitive Neuroscience, the Office
of Naval Research (ONR) under Grant N00014-97-1-0509, and the National
Science Foundation (NSF) Learning and Intelligent Systems. Part of this
work was performed while P. C. Teo and G. Sapiro were at Hewlett-Packard
Laboratories, Palo Alto, CA. The Associate Editor responsible for coordinating
the review of this paper and recommending its publication was X. Hu. Asterisk
indicates corresponding author.

P. C. Teo is with the Computer Science Department, Stanford University,
Stanford, CA 94305 USA.

*G. Sapiro is with the Electrical and Computer Engineering Department,
University of Minnesota, 4-174 EE/CSci Building, 200 Union Street S.E.,
Minneapolis, MN 55455 USA (e-mail: guille@ece.umn.edu).

B. A. Wandell is with the Psychology and Neuroscience Department,
Stanford University, Stanford, CA 94305 USA.

Publisher Item Identifier S 0278-0062(97)09301-4.

and deoxygenated blood differ, MRI can be used as an indirect
measure of neural activity. The ability to measure cortical
activity in addition to structure, is an important breakthrough,
providing us with a new opportunity to study the activity of
single human brains at relatively high spatial resolution [12],
[14], [15], [28], [36].

The human brain is composed mainly of two types of tissue:
gray matter and white matter. Gray matter forms the outer
layer (the cortex), encasing the inner white matter almost
completely. Gray matter tissue contains a high density of
heavily interconnected neurons (approximately 105mm3 [40]).
The activity of these neurons is the computational basis of
sensation, thought and action. White matter is comprised of
nerve fibers that connect different parts of the cortex, as well
as the cortex with other parts of the brain. The activity of
neurons in the gray matter is measured indirectly by fMRI.

Among the various parts of the brain, the cerebral cortex
is the most prominent, and one of the most intensely studied.
The cortex, is divided into two hemispheres that are connected
by many nerve fibers (making up cortical white matter).
Despite its complex outward appearance, the structure of the
gray matter in each hemisphere is quite straightforward and
consistent across human brains. Cortical gray matter is highly
convoluted, and its topology is that of two crumpled sheets
having no holes or self intersections.

There are various ways to visualize gray matter. One
approach is to create a gray matter surface model. In this
approach, some form of segmentation is applied, usually a sim-
ple classification of gray matter from the surrounding cerebral
spinal fluid (CSF) (the fluid that fills the cranial cavity), though
more elaborate labeling of anatomical structures may also be
applied. The gray matter is rendered in three dimensions as a
surface, and the user sees mainly those portions on the exterior
surface.

Much of cortical gray matter, however, is buried deep within
the folds of the brain, called sulci. Visualizing the neural
activity recorded by fMRI within these sulci requires novel
visualization techniques. An increasingly popular way of visu-
alizing such mappings is to superimpose fMRI measurements
on flattened representations of the cortical surface [10], [13],
[14], [41]. One method of creating a flattened representation
is to compute the best planar representation of a region of
gray matter, such that distances on the plane are similar to the
corresponding (geodesic) distances within the gray matter.

Fig. 1 is an example of how fMRI measurements can be
represented on a flattened region of the occipital lobe. Data
from monkey and human studies show that neurons within area
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Fig. 1. A color overlay upon a grayscale representation of the flattened
occipital lobe shows fMRI measurements. The color overlay indicates the
visual field eccentricity of a stimulus that evoked a response at that cortical
position. The visual field eccentricity represented by each color is shown by
the legend on the upper right. Increasingly peripheral stimuli cause responses
at increasingly anterior cortical locations; also, note the large representation of
the foveal region compared to the peripheral. The grayscale value represents
the cortical position along the medial (bright) to lateral (dark) direction prior to
flattening. Human V1 is located within the calcarine sulcus, which ultimately
merges with the occipito-parietal sulcus. While most of calcarine is obscured
by the color activity map, its position is indicated in the figure. The grayscale
image extends beyond the color overlay because the portion of flattened cortex
extends beyond the portion of brain measured during the fMRI experiments.
The fMRI data measure one aspect of the retinotopic organization within
human visual cortex. The experimental methods are described in [14].

V1 are retinotopically organized: Neurons that are responsive
to nearby regions of the visual field are located close to one
another within the gray matter layer. Because of the retinotopic
organization of visual areas, it is possible to create simple
visual stimuli that generate continuous traveling waves of
neural activity in visual cortex [40]. The figure illustrates how
the spatial structure of these traveling waves, represented on
the flattened cortical surface, can be used to determine the
retinotopic organization within the occipital lobe of individual
observers.

Our specific need for a gray matter representation is to create
a flat map for representing activity measured using fMRI. To
create a flat map, like the one shown in Fig. 1, one must be
able to measure distances within the segmented gray matter;
hence, one must identify both the gray matter and its topo-
logical connectivity. For this application, the most important
portion of the connected gray matter representation is the first
layer that falls along the gray/white matter boundary. With a
connected representation of this boundary, one can measure
distances, curvature and other important surface features. The
flattened representation complements conventional methods of
viewing volume data as a series of separate images. Using the
flattened representation, one can appreciate the activity across
a large region of cortex within a single image.

One difficulty in achieving a topologically connected gray
matter segmentation is that MR intensity levels within gray
matter significantly overlap with the levels from both white
matter and nonbrain matter. With the current spatial resolution
of MRI, regions of gray matter voxels can be as narrow as one
or two voxels so that a large percentage of the gray matter

suffers from partial volume effects.1 Partial voluming limits
the effectiveness of intensity-based gray matter segmentation
algorithms.

A second difficulty is determining gray matter topological
connectivity from gray matter segmentation alone. Gray matter
voxels on opposite sides of a sulcus may be adjacent to one
another on the sampling grid. Yet, the gray matter voxels on
opposite sides of the sulcus are not connected. Hence, gray
matter connectivity cannot be discerned from the segmentation
alone; information about the nearby white matter is necessary
to determine connectivity.

Various gray-matter segmentation techniques have been
proposed. Many techniques use image segmentation methods
that do not incorporate knowledge of basic features of cortical
anatomy [2], [8], [38], [39], [42], [43]. Most importantly, it
is difficult to compute accurate gray matter connectivity from
these segmentations. There are techniques that do use some
information about cortical anatomy, the manner in which such
knowledge is employed tends to be local and statistical [21],
[37]. The methods that are closest to ours are those proposed
by Dale and Sereno [10], Joliot and Mazoyer [22], and Mangin
et al. [27]. We discuss the relationship between this work and
ours in Section IV.

Methods using deformable surfaces (so-called snakes or
balloons) can produce connected segmentations [6], [7], [10],
[23], [26], [33], [35] (see [27] for a detailed discussion of
major problems with this technique when used for this task).
These methods have several useful features. They incorporate
smoothness as part of their segmentation criterion; they are
capable of producing subpixel classification (of the boundary
between white and gray matter, for example); when surfaces
are initialized to be topologically equivalent to a sheet, they
will be consistent with the topology of the gray/white matter
boundary, having no holes or self-intersections. These methods
also have a severe problem: the minimization process used to
deform the surface is prone to local minima. This frequently
occurs near deep sulci with narrow openings that are present
in the occipital lobe of human cortex (see [5, Fig. 7] for
an illustration of this problem). Hence, deformable surface
algorithms must begin with a very good initialization. The
segmentation method proposed in this paper can be used to
initialize such algorithms [7], [27].

To evaluate the quality of the system described herein, we
visually compared the system output with manual segmen-
tations produced by trained users. The comparison included
both the gray matter segmentation and the appearance of the
fMRI data on the flattened representation. We describe these
comparisons in Section III.

II. METHOD

The segmentation method is comprised of four steps that we
will explain in this section. First, the white matter and CSF

1 Partial volume effects occur when a voxel contains more than one tissue
type. For example, the intensity of a voxel straddling the gray/white matter
boundary or gray matter/CSF boundary would have a mean intensity value
different from a voxel containing gray matter exclusively.
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regions in the MR volume are segmented.2 Second, the user
selects the desired cortical white matter component. Third, the
white matter structure is verified by checking for cavities and
handles. Fourth, a connected representation of the gray matter
is created by growing out from the white matter boundary.
The gray-matter growing is subject to two main constraints:
1) new gray-matter cannot grow into voxels that have been
already classified as CSF, white matter or gray matter and 2)
connectivity of the segmented gray matter must be maintained
during the growing process.

A. Segmentation of White Matter and CSF

In the first stage, voxels containing white matter tissue and
“nonbrain” material, principally CSF, are segmented. We begin
by segmenting white matter for two main reasons. First, with
the T1-weighted scans that we use the intensity levels of
white matter have smaller variability than gray matter. Second,
beginning with white matter simplifies the computation of
connectivity in gray matter.

At this step, we create three classes: white matter, CSF
(nonbrain), and unknown. The unknown class contains mainly
gray matter, but the segmentation of this class is unreliable
and it contains no connectivity information. Hence, this class
will not be used as the basis for deriving the connected gray
matter representation.

In the first stage of classification, the voxel intensities within
each class are modeled as independent random variables with
normal distributions. Thus, the likelihood of a particular voxel,

, belonging to a certain class, , is

Pr (1)

where is a spatial index ranging over all voxels in the
MR volume, and the index stands for one of the classes

white, unknown, CSF . and correspond to the intensity
and classification of voxel , respectively. To establish the
classification, the user adjusts the parameters and in real
time to obtain a visually satisfactory segmentation, as judged
by examining the segmentation in a few anatomical slices.
The values of these parameters typically remain unchanged
across different MR data sets collected using the same pulse
sequence.

Using the classification parameters, the posterior probabil-
ities of each voxel belonging to each class are computed
using Bayes’ rule and anisotropic smoothing. The posterior
probability is computed for each voxel independently using
Bayes’ rule together with a homogeneous prior

Pr Pr Pr

(2)

where is a normalizing constant independent of . Adopting
a homogeneous prior implies that Pr is the same over
all spatial indices . The prior probability typically reflects

2 The images are obtained from a T1 weighted gradient echo volumetric
acquisition system with TE set to the minimum full (minimum TE with full�

-space acquisition), TR set to 33 ms, NEX set to one, and with 40 � flip
angle.

the relative frequency of each class. For example, if white
matter voxels occur more frequently than gray matter voxels,
the prior probability of white matter is larger than that of gray
matter. The exact prior depends on the part of the cortex being
segmented and can be set in advance by the user. We have
found that the segmentation results are robust to variations in
the value of the priors.

In the second step, the posterior volumes are smoothed
anisotropically in three dimensions, but preserving discon-
tinuities. Fig. 2 shows an example of a posterior derived
from a homogeneous prior and its smoothed counterpart. The
anisotropic smoothing technique applied is a three-dimensional
(3-D) extension of the original two-dimensional (2-D) version
proposed by Perona et al. [29]. This step involves simulating
a discretization of the following partial differential equation
for a small number of iterations3

div (3)

where Pr represents the volume of posterior
probabilities for class .
and represents the rate of diffusion for class . The
function controls the local amount of diffusion, such that
diffusion across discontinuities in the volume is suppressed.
The reason for applying anisotropic smoothing to the posterior
probabilities, rather than to the MR data, is deferred to the
discussion section.

Finally, the white matter and nonbrain classifications are
obtained using the maximum a posteriori probability (MAP)
estimate after anisotropic diffusion. That is

Pr (4)

where Pr corresponds to the posterior
following anisotropic diffusion. The upper panels of Fig. 2
shows the MAP classification prior to anisotropic diffusion.
The lower panels of Fig. 2 show the segmentation after
applying anisotropic diffusion.4 The white matter and CSF
classification in the lower panels are smooth and connected.
The unknown class classification does not correspond to a
plausible description of the gray matter. For this reason, we
retain only the white matter and CSF segmentations. The
accuracy of this white matter and CSF segmentation will be
evaluated later when we compare the overall results of our
algorithm with manual segmentation.

B. Selection of Cortical White Matter

Gray matter segmentation can be obtained from white matter
segmentation, because gray matter surrounds white matter.
Thus, it is important to ensure that we have obtained an

3 For the examples in this paper we use the maximal time step that ensures
stability of the numerical implementation of this type of equation [29], and
normally run five iterations. The parameter �������
	 � for the three classes.
Using the recently developed techniques in [3], it should be possible to
determine ��� automatically from the median absolute deviation [31] of each
class, and to run the equation until its steady state.

4 With our measurement protocol, based on a high-quality head coil, it was
unnecessary to correct for variations in the mean gray matter intensity levels
as described in [42].
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Fig. 2. Top row: (left) Intensity image of MR data. (middle) Image of posterior probabilities corresponding to white matter class. (right) Image of corresponding
maximum a posteriori probability (MAP) classification. Brighter regions in the posterior image correspond to areas with higher probability. White regions in
the classification image correspond to areas classified as white matter; black regions correspond to areas classified as CSF. Bottom row: (left) Image of white
matter posterior probabilities after being anisotropically smoothed; (right) image of MAP classification computed with smoothed posteriors.

accurate white matter segmentation. To verify the quality of
the white matter segmentation, we must investigate some
of the topological properties of the selected white matter.
Because the data are represented on a grid, before beginning
the investigation we must decide upon a digital topology to
define connectedness for each class.

White matter connectivity is defined using 26-neighbor
adjacency; that is, two distinct white matter voxels are adjacent
to each other if their spatial coordinates differ by no more than
one. Two white matter voxels are connected to each other
if there is a path of white matter voxels connecting the two
such that all neighboring pairs of white matter voxels along
the path are 26-neighbor adjacent. Gray matter connectivity is
also defined using 26-neighbor adjacency. CSF connectivity,
on the other hand, is defined using six-neighbor adjacency; that
is, two distinct voxels classified as CSF are adjacent to each
other if exactly one of their spatial coordinates differ by one.
The reason for defining the connectivity of CSF differently
is to prevent intersections between regions of CSF and white
matter (or gray matter) [24].

The initial classification generally yields several uncon-
nected components labeled as white matter. Only one of these
is the main section of white matter, the others being either
parts of the cerebellum, or other nonbrain materials. The
user identifies a voxel in the cortical white matter component
via a graphical user interface, and a flood-filling algorithm
automatically identifies the entire connected component [18].
The flood-filling algorithm begins by marking the user’s
selection and then proceeds iteratively, marking all unmarked

voxels adjacent to existing marked voxels until there are no
more unmarked voxels adjacent to marked ones. The purpose
of this stage is, primarily, to remove extra-cortical components
such as skin or cerebellum. If the MR volume has been cropped
to an appropriate region of interest within the cortex, the
cortical white matter component typically corresponds to the
largest white matter component.

C. Verification of White Matter Topology

Gray matter is a single sheet that encases white matter.
To ensure that there are not multiple gray matter sheets or
self-intersections of the gray matter, we must eliminate gray
matter grown within cavities or through white matter handles.
Cavities are nonwhite matter regions that are completely
surrounded by white matter (for example, the inside of a tennis
ball). Handles are nonwhite matter regions that are partially
surrounded by white matter (for example, the middle of a
doughnut). Fig. 3 shows an example of a white matter cavity
and a white matter handle.

In our application, handles may arise when the classification
inappropriately assigns the white matter label to voxels that
cross a sulcus, cutting through two layers of gray matter and
CSF. We check for this condition in the previewer. Because the
gray matter is several millimeters thick, we rarely encounter
handles. Handles are removed by hand-editing or readjusting
the parameters used to obtain the white matter classification.

It is possible to automatically compute the number of
handles using the Euler characteristic, , which is equal to
the sum of the number of connected components and cavities,
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(a) (b)

Fig. 3. (a) An example of a white matter cavity. Note that the middle cube is missing. (b) Example of a white matter handle.

minus the number of handles. The first two quantities can be
computed using flood-fill algorithms. The Euler characteristic
can be computed as the sum of the local Euler characteristic
over all 2 2 2 voxel neighborhoods5

(5)

where ranges over all 2 2 2 voxel neighborhoods and
represent the number of vertices, edges, faces,

and octants in the th neighborhood, respectively [25]. Thus,
the number of handles can be computed as the sum of the
number of connected components and cavities minus the Euler
characteristic. The computation is not implemented in our dis-
tribution software at this stage because the computation 1) does
not yield the locations of the handles and 2) is rarely needed.

A second type of segmentation error is the presence of
cavities within the white matter. The problem created by
cavities is that gray matter will grow on the boundary of the
cavity and form a surface internal to the white matter. It is
possible to eliminate white matter cavities in a number of
simple ways, for example by repeatedly initiating the flood-
filling algorithm from nonwhite matter voxels on the volume
boundary. All nonwhite matter connected components that are
not filled must be encased entirely by white matter and, thus,
be cavities.

In practice, we have found it simpler to grow gray matter
from all voxels on the white matter surface, potentially creating
gray matter components within cavities. Then, the user selects
a voxel from the gray matter component that surrounds the
white matter. The program identifies all gray matter voxels
connected to the selected voxel. All unconnected gray matter
voxels are deleted; this removes unconnected gray matter
components caused by cavities.

D. Gray Matter Segmentation and Connectivity

In this section we describe how gray matter voxels are
grown from the boundary of the white matter. The gray matter
voxels are identified by growing a sequence of layers that
begin on the white matter boundary. The maximum number

5 There are only 256 possible 2 � 2 � 2 neighborhood configurations, the
local Euler characteristic of each possible configuration is precomputed and
stored in a table. The Euler characteristic and, thus, the number of handles,
is then computed efficiently using table lookups.

of gray matter layers is a parameter of the program that is
set by the user, and is basically determined by the spatial
resolution of the MR and the area of interest in the cortex.
For example, suppose the MR data has a spatial resolution of
1 mm along each spatial dimension and we are identifying
gray matter near calcarine cortex in the occipital pole where
the gray matter is roughly 5-mm thick. Then a maximum of
five layers are grown. There may be fewer than five layers
at any particular location if CSF is encountered before the 5-
mm limit, or if gray matter from the opposite side of a sulcus
is encountered. Thus, the thickness of the final classification
depends on 1) the maximum thickness of gray matter, 2) the
CSF classification, and 3) potential collisions with gray matter
growing from different portions of the white matter.

Fig. 4 shows an example of gray matter classification. A
simple case, in which only two layers are grown from the
boundary of the white matter component, is illustrated.

For our application, it is very important to compute the
connectivity of the gray matter voxels. Each layer of gray
matter grows upon the previous layer (or from the boundary
of the white matter component for the first layer) in the same
fashion. Adding a layer of gray matter voxels is carried out
in two steps: first, new gray matter voxels are identified and
labeled; second, connectivity of the new gray matter voxels
is determined.

For the first layer, unclassified voxels that are six-neighbor
adjacent to some white matter boundary voxel are classified as
gray. Each new voxel is classified as gray only if all its parents
are connected. Connectivity in this case is determined from
the 26-neighbor adjacency of white matter voxel parents. For
layer 1, unclassified voxels that are six-neighbor adjacent
to gray matter in layer are classified as gray matter voxels
belonging to layer 1. The connected gray matter voxels
in layer are known as parents of the voxels in layer

1. Again, a new voxel is classified as gray only if all its
parents are connected. The reason for requiring connectivity
amongst the parents is this: a voxel must not be assigned a
gray classification if doing so results in a contention among
unconnected voxels in the previous layer. For example, a voxel
falling between two gray matter voxels on opposite sides of a
sulcus will not be classified as gray matter.

During the second step, connectivity of the newly classi-
fied gray matter voxels is computed. Connectivity of gray
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(a) (b)

Fig. 4. (a) (top row, left) MRI image with white matter and CSF classification overlaid. (top row, right) MRI image with gray matter classification overlaid.
(bottom row, left) white matter classification. (bottom row, right) two layers of gray matter classification grown out from white matter classification. (b)
Schematic showing two layers of gray matter grown out from the white matter boundary. The connectivity of the white matter boundary and the first
layer of gray matter is represented by the links between adjacent filled circles.

matter voxels is divided into two categories: interlayer and
intralayer. Gray matter voxels between different layers are
considered connected if they are six-neighbor adjacent. This
occurs precisely when one gray matter voxel is a parent
of the other. Ascertaining the connectivity of gray matter
voxels within the same layer is a little more involved as it
requires examining the connectivity of the voxels’ parents.
Fig. 5(a)–(c) shows the parents of pairs of gray matter voxels
in all possible configurations. Two gray matter voxels within
the same layer are considered connected if they are 1) 26-
neighbor adjacent and 2) have a common parent or have
parents that are connected (as computed in the previous
connectivity step). Moreover, the connectivity so determined
cannot result in intersecting regions. Fig. 5(d) and (e) shows
different configurations of voxels that result in intersecting
regions. In Fig. 5(d), for example, if the dark shaded cubes
(gray matter) were labeled as connected, then the digital
region formed by these two cubes would intersect the digital
region formed by the two other cubes (white matter parents
or gray matter parents from the previous layer). Fig. 5(e)
shows all the other remaining cases. For the first layer, since
connectivity of white matter voxels is determined using 26-
neighbor adjacency, two 26-neighbor adjacent gray matter
voxels are considered connected if they either share a common
white matter parent or have white matter parents that are 26-
neighbor adjacent. Despite the complexity of the connectivity
algorithm, it can be efficiently implemented with tables.

The results of this segmentation processing are contained in
two files. One file represents results of the classification step,
including the labels of white matter, CSF, and unknown voxels
in the MR volume. The classification file contains the results
of the automatic segmentation and the hand edits. The second
file contains the connected representation of the gray matter
that is derived from the classification file. The connected repre-
sentation consists of nodes representing the 3-D coordinates of
the gray matter voxels and edges representing the connections
between gray matter voxels. Subsequent application software
measures distances (geodesics) between pairs of gray matter
voxels using the shortest paths between pairs of vertices [9].

Fig. 6 shows the distance between a collection of gray
matter voxels and a single selected gray matter voxel mea-
sured in several ways. Fig. 6(a) represents the 3-D Euclidean
distance between the voxels. Fig. 6(b) represents the shortest
distance along the gray matter segmentation within the selected
slice. Fig. 6(c) shows the distance measured along the shortest
path within the full 3-D gray matter segmentation. For each
voxel in the slice, the distance from the selected gray matter
voxel is shortest when the Euclidean distance is used. The
distance measured using the full connected representation is
no greater than the distance measured within the selected slice.
For applications involving flattening cortex, distance within the
full 3-D connected representation is the appropriate measure.
To measure these distances, it is essential then to obtain the
topological connectivity between gray matter voxels.
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(a) (b) (c)

(d) (e)

Fig. 5. Representation of 3-D gray and white matter connectivity. Dark shaded cubes represent gray matter voxels; light shaded cubes represent white matter
voxels from which these gray matter voxels could have been grown. (a)–(c) Different configuration of pairs of gray matter voxels and their white matter
parents are shown. (d) Two-dimensional (2-D) exception to the connectivity rule and (e) 3-D exceptions to the connectivity rule. See text for details.

(a) (b) (c)

Fig. 6. Representation of distance within the gray matter measured using different metrics. The intensity within the shaded contours in each image represents
the distances from the same selected gray matter voxel (at bottom, center). Bright points represent shorter distances and darker areas denote longer distances:
(a) plots the Euclidean distances; i.e., the distances between two gray matter voxels in the image is the length of the straight line segment between them,
(b) plots distance as the shortest distance within the gray matter connectivity graph restricted to this plane [one-dimensional (1-D) manifold], and (c) plots
distance as the shortest distance within the original gray matter connectivity graph (2-D manifold). Thus, in the latter, the shortest distance between two gray
matter voxels may be a path that is partially outside of the plane. The respective distances are ordered such that the Euclidean distance is necessarily the
shortest, followed by the 2-D manifold distance, and finally, by the 1-D manifold distance which is the longest of the three.

III. RESULTS

The segmentation technique described in this paper has
been implemented and is being used to identify gray matter
voxels in MR data. The segmented gray matter voxels and
their connectivity are used together with functional MR data
to visualize the spatial pattern of neural activity within the gray
matter layer. Prior to the development of the method described
here, gray matter was identified manually. Identifying gray
matter in a single occipital lobe of one hemisphere, using rudi-
mentary segmentation tools, required about 18 h for an experi-
enced person. Much of the time was spent visually inspecting
connectivity and ensuring topological correctness. This was
because directly segmenting gray matter often produces self-
intersections in the gray matter. With the present method, the
entire procedure takes about 1/2 h. The time spent in the
segmentation algorithm is about 2 min; the rest of the time
is spent manually verifying the segmentation on each slice.

The segmentation and visualization schemes have been
implemented in a simple windowing system that permits the
user to select volume regions of interest, apply the methods
described in this paper, verify and edit the automatic seg-
mentation. Fig. 7 shows an example of the windows in the
system.

How might we evaluate the quality of the methods? One
measure is the utility of the method in laboratories that use
it as an application tool. Apart from our lab, where the
method is in use every day, the tool has already been used
to create published material by other groups, e.g., [11], and
was made public to the research community for testing. A
second measure is to compare the gray matter segmentation
obtained from the algorithm with post-mortem material in
which gray matter can be identified more certainly. We have
initiated such a project, but the results will not be available
for several years. A third measure is to compare this method
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Fig. 7. Example of the windows-based interactive system used to implement
the algorithms described in this paper. The user interactively performs a
large number of operations. Through this software automatic segmentation
and unfolding are combined with manual corrections.

with those published by other groups with the same goal. We
have made efforts to obtain software from other groups, but
we have not yet succeeded. What we can do at this stage then
is to compare the method described here with the results from
manual segmentation obtained by trained users.

Fig. 8 shows several comparisons between gray matter
segmentation results derived manually and those computed
using the current method. In this, and in all other comparisons
shown in this paper, no manual editing of the automatic
segmentation was carried out. The automatic segmentation
results are (qualitatively) similar to those obtained manually
despite the large number of deep and narrow folds in this
region of the cortex. The current method has difficulties when
the white matter is extremely thin, roughly one voxel thick. In
this case, the anisotropic smoothing algorithm tends to remove
the narrow regions of white matter in favor of larger regions
of CSF.

Fig. 9 shows flattened representations of a portion of the
same occipital lobe of the cortex. Fig. 9(a) shows the results
computed from a manual segmentation of the gray matter
while Fig. 9(b) shows the results computed from gray matter
that was automatically segmented. In each case, once the
gray matter voxels have been segmented and connectivity
determined, a flattening algorithm [41] is then applied to
compute the best possible flattened representation of the gray
matter layer such that distances between pairs of gray matter
voxels within the gray matter layer are as similar as possible
to their (Euclidean) distances in the flattened representation.
The different intensities in the figures represent different
Euclidean distances in three dimensions of the corresponding
gray matter voxel from a fiducial plane; in this case, it is
the distance from the left-most sagittal plane. Brighter regions
indicate larger distances while darker regions indicate shorter
distances. Although the flattened representation derived from

manual segmentation is smoother, the two representations are
qualitatively very similar in shape as well as in size. The two
bright regions in both figures correspond to the lips of the
sulcus around which they border. The sulcus itself (known as
the calcarine sulcus) is represented by the dark region in the
middle.

In Fig. 10, fMRI measurements from two different ex-
periments are overlaid on the flattened representations. The
images in the left and right columns correspond to overlays
on flattened representations of gray matter that have been
segmented manually and automatically respectively. The top
and bottom rows show results obtained using different visual
stimuli [14]: A rotating wedge [Fig. 10(a)] and an expanding
ring [Fig. 10(b)]. The color diagrams are as in Fig. 1 for the
wedge and similar to it for the ring (green represents the inner
ring, moving toward purple on the outside). The overlay on
each flattened representation shows the temporal phase of the
neural activity caused by a periodic, moving visual stimulus
that induces a traveling wave within several different cortical
regions [14]. The figure shows that the results obtained using
the automatic segmentation technique is visually similar to
that obtained with manual segmentation. The spatial pattern
of these phase maps are used to determine the locations of
several different retinotopically organized visual areas.

IV. DISCUSSION

In this section, we first discuss the segmentation methods
proposed in [10], [22], and [27]. These methods are closely
related to the method introduced here. Then, we review the
main decisions made at each stage of our method. Finally, we
speculate on alternatives and extensions.

A. Related Papers

The algorithm for gray matter segmentation proposed by
Joliot and Mazoyer [22], shares several common features with
the method described here. These authors favor white matter
segmentation as a preliminary step, and gray matter is defined
from the boundary of the white matter segmentation. There
are two main differences. First, the white matter segmentation
process we use is based on a novel application of anisotropic
smoothing on the posterior probabilities. Second, we compute
connectivity relationships of the segmented gray matter voxels.
This connectivity is essential for the visualization of cortical
activity from fMRI measurements.

Dale and Sereno [10], also begin by classifying white
matter, but they do not specify their white matter segmentation
methods in enough detail for us to comment upon. Rather than
growing gray matter from the white matter boundary, they use
the boundary to locate a deformable surface that they then
flatten (see [27] for a critique of using deformable models for
segmentation of MRI). Dale and Sereno do not segment gray-
matter. The white matter segmentation we obtain could also
be used to initialize the shape of a deformable surface (see
e.g., [6] and [7]).

The segmentation method proposed by Mangin et al. [27],
is similar to our method in that white matter segmentation pre-
cedes gray matter segmentation. But, the two methods address
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Fig. 8. Comparison of manual and automated segmentation procedures. Images are presented in pairs: The left column of images show manual gray matter
segmentation results; the right column of images show the automatically computed gray matter segmentation. (a)–(f) Sagittal slices of the occipital lobe.
(g)–(j) The two pairs are axial and coronal slices of the same region of cortex.

the difficulties inherent in cortical segmentation quite differ-
ently. First, Mangin et al. compute white matter segmentation
using discrete mathematical morphology. This contrasts with
our method of using continuous anisotropic smoothing, which
is an approximation to a Markov random field formulation
with an additional discontinuity field [34]. Second, Mangin
et al. group the gray matter and CSF together while we
segment the data into three groups (gray matter, white matter,

and CSF). Because the connectivity relationship of the gray
matter is essential to us, their method does not solve our main
application problem.

Mangin et al. make an important contribution by introducing
homotopy constraints that prevent self intersections in the
deformable surface. The topology of the segmented gray/white
matter boundary is ensured by dilating inwards a deformable
region which is initialized to a bounding box containing the
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(a) (b)

Fig. 9. Qualitative test of the automatic segmentation via flattened representations of a portion of the same occipital lobe. (a) The flattened representation
computed from a manual segmentation of the gray matter; (b) the flattened representation computed using the automatic segmentation technique proposed
in this paper. The intensity represents the position in three dimensions along the medial to lateral dimension. Brighter regions indicate medial positions,
while darker regions indicate lateral positions.

Fig. 10. Comparison of functional activity on flattened representations created manually (left) and created using the automated method (right). The color
overlay represents the temporal phase of the fMRI signal. (a)–(b) Shows the temporal phase of the signal in response to a rotating wedge; (c)–(d) shows
results obtained using an expanding ring stimulus.
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initial white matter segmentation. The growing process devel-
oped here is also designed to prevent self-intersections. Our
growing process dilates outwards to identify the gray matter.

B. Design Decisions

An important feature of our method is that gray matter
is calculated from the white matter segmentation. Because
cortical gray matter voxels border either on white matter or on
CSF, MR signals from the gray matter often suffer from partial
volume effects so that segmentation based on the level of the
MR gray matter signal is poor. White matter segmentation
does not suffer from these problems to the same extent.
The signal-to-noise ratio (SNR) of the MR data is adequate
to achieve good white matter segmentation using only local
spatial constraints. Had the SNR been much lower, algorithms
that promote global (hierarchical) spatial constraints would
probably be required [4].

A second reason for growing gray matter from white matter
segmentation is that it simplifies the computation of gray
matter connectivity, a main goal for our application. If one
begins with a gray matter segmentation, making decisions
about the connectivity of gray matter voxels on opposite sides
of a sulcus is very difficult, perhaps impossible. By growing
gray matter from white matter, we can keep track of which
sulcal wall each gray matter voxel is on and thus develop the
proper connectivity relationships.

There are several reasons for applying anisotropic smooth-
ing to the posterior probabilities instead of directly on the
MR data. First, anisotropic smoothing applied directly to the
MR data would not take into consideration that only three
classes are being segmented. Second, anisotropic diffusion
applied to the raw data is well-motivated only when the noise
is additive and class independent. For example, if two classes
have the same mean and differ only in variance, anisotropic
smoothing of the raw data is ineffective. Using anisotropic
diffusion on the posterior probabilities to capture local spatial
constraints was motivated by the intuition that posteriors
with piecewise uniform regions result in segmentations with
piecewise uniform regions. Applying anisotropic smoothing
on the posterior probabilities is feasible even if the classes are
described by general probability distribution functions. This
novel application is related to (anisotropic) relaxation labeling
[16], [20], [30], and is further discussed in [34].

Our implementation of anisotropic diffusion is a 3-D ex-
tension of Perona and Malik’s method. Other anisotropic
smoothing techniques, when applied to the posterior, are likely
to be effective as well and should be explored [1], [3], [19],
[32].

The MR data we acquire and segment is scalar-valued;
the proposed segmentation method could be readily adapted
to segment vector-valued (multispectral) measurements [17].
Because anisotropic smoothing is applied to the posterior
probabilities, scalar anisotropic smoothing techniques can still
be used. The only modification would be to generalize the
calculation of class likelihoods.

System performance was evaluated using visual compar-
isons with results obtained by manual segmentation performed

by trained users. For the main goal of this work, visualization
of fMRI, the very similar qualitative results obtained between
the two approaches are sufficient to adopt the automatic system
over the manual one, which takes more than 18 hours of human
labor.
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