
Non-Negative Matrix Factorization
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Common Technique: Alternating Minimization



Challenge: How to distribute?

Optimizing H parallelizes across columns of A 
Optimizing W parallelizes across rows of A

Naive Algorithm:
Partition A in blocks row-wise and col-wise
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Partition A in a grid, partition W and H as before

Improved Algorithm: Kannan et al. (2016)
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