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Open source repository for training 1B+ parameter base models

I 500 lines of python; funded by Google’s TPU Research Cloud; check out on Github !

I like nanoGPT, but with fully-sharded data parallelism (FSDP)

I easy to experiment with new initializations, optimizers, architectures

I JAX sharding utilities remove friction like hydrofoils on a boat
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Reproduce GPT-2 (124M) in 8 hours using midGPT and 128 TPUs

I FSDP saves time and money

I TPU v3 128 slice: 8 hours/$2,250 vs. TPU v3 8 slice: 10 days/$4,224;

I 60,000 steps � 2,048 batch size � 1024 block size � 126B tokens; 124M parameters
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Sampling from midGPT trained model: “midGPT is a project to...”
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Sampling from midGPT trained model: “innovation endeavors is...”
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midGPT: a simple hackable repo for 1B+ base parameter models

I check it out on Github!

I challenge: debugging on multihost environments can be tough

I insight: keeping code as simple and flexible as possible helps
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