Using NLP to Quantify Program Decomposition in CS1

Charis Charitis  
charis@stanford.edu  
Stanford University  
Stanford, CA, USA

Chris Piech  
piech@cs.stanford.edu  
Stanford University  
Stanford, CA, USA

John C. Mitchell  
jcm@stanford.edu  
Stanford University  
Stanford, CA, USA

ABSTRACT

Decomposition is a problem-solving technique that is essential to software development. Nonetheless, it is perceived as the most challenging programming skill for learners to master [31]. Researchers have studied decomposition in introductory programming courses through guided experiments, case studies, and surveys. We believe that the rapid advancements in scientific fields such as machine learning and natural language processing (NLP) opened up opportunities for more scalable approaches.

We study the relationship between problem-related entities and functional decomposition. We use an automated system to collect 78,500 code snapshots from two CS1 programming assignments of 250 students and then apply NLP techniques to quantify the learner’s ability to break down a problem into a series of smaller, more straightforward tasks. We compare different behaviors and evaluate at scale the impact of decomposition on the time it takes to deliver the solution, its complexity, and the student’s performance in the assignment and the course exams. Finally, we discuss the implications of our results for teaching and future research.

CCS CONCEPTS
• Software and its engineering → Software development methods; • Social and professional topics → CS1.
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1 INTRODUCTION

One of the fundamental human processes in software development is problem-solving. It is a cognitive process of the brain that searches or infers a solution for a given problem in the form of paths to reach expected goals [34]. Researchers in computer science education have long been interested in the relationship between problem-solving skills and programming abilities [25]. The strategies that novices adopt while solving a problem affect their performance significantly [17, 32].

Researchers and educators have studied various problem-solving approaches to software development (Section 2). The two most recognized design paradigms are top-down and bottom-up programming. The top-down development starts by implementing the most general modules and works toward those that provide specific functionality. The bottom-up development first implements the modules that provide specific functionality and then integrates them into more general modules. Research to evaluate their impact on introductory programming courses is structured around case studies, experiments, and tools [20, 23, 30, 36]. Although these scientific studies are undeniably helpful, they pose limitations. First, they use practices (i.e., interviews, surveys, etc.) that do not scale. Second, they guide students to exhibit prelabeled behaviors, enabling comparison between those behaviors. Thus, they lack generality. For example, researchers have a consensus about the connection of top-down programming with abstraction and problem decomposition, two of the essential skills in software development. In practice, there is no pure bottom-up or pure top-down design, even in CS1, where the programs are simple. A problem solver attempts several approaches on the path to the final solution [10, 14].

Problem decomposition is not binary. As a higher-layer cognitive process, it interacts with many other cognitive processes such as abstraction, decision making, inference, analysis, and synthesis. It manifests to a different extent among individuals. Similarly, there is a spectrum for the time it unveils. In some solutions, decomposition becomes apparent early on, while it is not evident until later in others. It would be immensely beneficial if we could find where a student’s solution lies in the spectrum and compare it with the solutions of other learners. This motivated our study, which tries to answer two research questions:

1. How can we quantify the student’s ability to break a problem into simpler tasks from the source code?
2. How does this metric relate to the time it takes to deliver the solution, its complexity, and the student’s performance?

Our collected data consists of code snapshots taken for two CS1 programming assignments. We developed a model to apply natural language processing (NLP) techniques and learn the main entities associated with the programming challenge under investigation. We tracked how a student’s program evolved with respect to these entities. Learners with an early perspective about the end goal decompose the program into functions that address the main entities sooner than learners with a narrower view of the problem. We used a model to quantify this ability and compare different solutions. We clustered the students into two groups: i) those who have a
more abstract view of the problem to solve and ii) those who focus on specific subtasks of the problem first and then integrate them. Finally, we analyzed the effect of those behaviors regarding the time it takes to complete the program, its complexity, and the student performance in both the programming assignments and the course exams. The following sections elaborate on our method and our evaluation results. The primary contributions of this paper are the following:

- Application of NLP concepts to a new domain
- Conversion of a labor-intense human process to a machine task
- Gained insights and potential applications in CS education

This work is particularly pertinent to introductory programming classes with a large audience, lecture-based or online.

2 RELATED WORK

Researchers consider problem decomposition a critical skill in software development. McCracken et al. developed a five-step framework of expectations for learning from CS1 courses: 1) abstract the problem from its description, 2) generate subproblems, 3) transform subproblems into sub-solutions, 4) re-compose the sub-solutions into a working program, and 5) evaluate and iterate [22].

Keen and Mammen detail a term-long course project. Students are given clear direction on program decomposition at early milestones and progressively less direction at later milestones [13]. They compare the cyclomatic complexity [21] of final assignment submissions between students in a course with the term-long project and their cohorts in courses with stand-alone projects. Their analysis supports that long-term projects are more beneficial. Sooriamurthi discusses a learning exercise where CS1 students have to break a large programming assignment into smaller pieces and concludes that it emphasizes abstraction, decomposition, incremental and iterative development compared to simpler independent programming problems [33].

Pearce et al. implement a guided inquiry-based learning approach to teach students strategies for problem decomposition in a CS1 course [26]. They utilize a rubric to measure the student’s ability to decompose problems. They examine the final projects from two offerings of the CS1 course: one with and one without explicit instruction on problem decomposition. Their findings suggest that the students in the section with the additional scaffolding were significantly more adept at breaking down the problem into subproblems.

Our method differs in two ways. First, it does not require the formation of two groups, one guided toward problem decomposition and one not [13, 17, 24, 26, 33]. Instead, we analyze submissions from the same pool of students and try to identify the ones where the presence or absence of decomposition relative to their peers is evident. We believe that this approach is generic and has more practical implications. Although surveys, think-aloud experiments, and guided-based research techniques are undeniably insightful, it takes a lot of effort to apply them at scale. One can argue that the safest way to reach objectiveness is not to rely primarily on what the students think but on their actual source code and analyze the student program structure. Doing so by hand is inefficient and time-consuming, but we believe we have the tools for a computer-assisted exploration of programming solutions nowadays.

Natural Language Processing (NLP) is widely integrated with many educational contexts such as linguistics, e-learning, evaluation systems, etc. [1, 7] However, its use in programming is limited to extracting useful information from the source code. Matskevich and Gordon present a method to generate informative comments from the source code using NLP [19]. Fowler et al. utilize NLP techniques to automatically grade plain-text answers to code reading questions. Charitis et al. introduce a method to detect poor function names and recommend replacements [4]. We apply NLP to a new domain. We build a system that parses the student code and uses a model to detect the main problem entities, a key step in our method to determine how students decompose their programs.

3 METHOD

The foundation of our method is to examine how the novice learner addresses key problem tasks in the development phase. Figure 1 uses a program written in Java to demonstrate two opposite approaches. On the left side, a student uses stub functions to draft an initial solution (step 1) and then adds the implementation for each function (steps 2-6). On the right side, a second student implements tasks with specific functionality first and then integrates those functions into the final solution. The end product, which may be identical in both cases, does not reveal the software development path.

In object-oriented programming, objects (entities) are often referred to as nouns and actions that determine their behavior as verbs. Function names systematically couple these verbs to the entity associated with the action. The program on the left introduces all functions in the beginning, and therefore all nouns (i.e., game, board, cell, player) are present. The program on the right adds the functions incrementally. The student implements initGame() first and then moves to the subsequent function, printBoard(). Figure 1 shows at the bottom how nouns are introduced over time in both programs.

The example made two simplifications to highlight the basic concept of our method. First, novice programmers do not develop their programs using either a top-down or a bottom-up approach but a combination of both. Second, not all functions use nouns, and if they do, those do not always reflect on key problem tasks (i.e., the entities are not main entities). Helper functions can also refer to nouns unrelated to the problem and must be ignored. We will address both later in this paper. Figure 2 presents our system’s architecture to quantify program decomposition from the source code (stages 1-4) and analyze its impact on program complexity and student performance (stage 5).

3.1 Data Collection

We modified the Integrated Development Environment (IDE) that CS1 students use to develop their programs to commit a source code snapshot to a local repository every time a student saves or tries to run the program. When students submit the assignment solution, they can opt-in to also submit the repository with the snapshots taken in their problem-solving journey. For this investigation, we analyzed the submissions for two assignments by 250 students, a total of 78,500 code snapshots written in the Java programming
Figure 1: The two opposite approaches to write a program that plays Tic Tac Toe: a) The top-down starts by implementing the general function `playGame()` and works toward functions that implement specific subtasks. b) The bottom-up implements helper functions in the beginning (steps 1-5), and in the end, (step 6) calls them in function `playGame()`. We plot the number of nouns that appear in the function names in every step in each approach.

3.2 Parser

A parser processes every snapshot retrieved from the local repository. The role of the parser is dual: 1) it creates a list with the function names in the program, and 2) it captures metrics related to the program’s complexity to evaluate decomposition (Section 4). There are many code-based software complexity measures [11, 15, 16, 21, 35]. Like Keen and Mammen [13], we used McCabe’s cyclomatic complexity metric and tracked the software lines of code (SLOC). Moreover, we identified a potential inconsistency in
Figure 2: Simplified pipeline to quantify the student’s ability to identify general concepts and break a problem into simpler tasks from the source code.

Figure 3: Our software system parses the code, constructs an AST model, and then applies standard stylistic formatting conventions to generate output code that does not depend on the student’s code-style.

Figure 4: Part-of-Speech Tagger/Analyzer

3.3 Part-of-Speech Tagger/Analyzer

Figure 4 summarizes the next step, detecting the most common nouns. We begin by processing the final snapshots for all students. We then split the function names into component words (e.g., play and game for playGame()). The tokenization rules (i.e., camel case, snake case, etc.) are subject to the chosen programming language. Part-of-speech (POS) tagging is a popular NLP process that refers to marking up words in a corpus. A POS tagger learns how to tag unlabeled data from a corpus of pre-annotated data and has high accuracy (95% or more). Most POS taggers are trained from treebanks in the newswire domain, such as the Wall Street Journal corpus of the Penn Treebank. Tagging performance degrades on out-of-domain data. To make matters worse, the lack of sentence structure in function names poses further challenges, and traditional approaches underperform.

Our solution takes advantage of domain-specific characteristics. On average, 66.5% of the function identifiers that we collected from various CS1 assignments had at least one verb and one noun, and the verbs were second-person singular 98% of the time. Unlike nouns, verbs are easily detectable. We considered only three tags (noun, verb, and other) and created an unsupervised model to locate the nouns from the position of the verbs. An entity can be singular or plural (i.e., functions addBall and addBalls refer to the same assignment-related entity ball). Therefore, our system singularizes the tokens. Moreover, it ignores stopwords.

The model identifies the nouns in function names with 62.6% accuracy, much lower than the POS tagger performance on full-text articles. However, the goal is to identify the main entities which are the most frequently shared nouns among students. We process the

how SLOC is measured. The code (formatting) style varies among programmers, and simply counting lines of code is not enough. Our parser constructs an abstract syntax tree (AST) from the program to address this issue. ASTs separate parsing (i.e., how the code is represented) from implementation (i.e., how the code is written). Nevertheless, we cannot count the number of lines directly from ASTs. First, we apply standard stylistic formatting conventions to every AST (i.e., pretty-printing [5]) and then capture the SLOC from the output source code (Figure 3).
Figure 4: Example that illustrates how the main entities are detected. The part-of-speech tagger/analyzer first tokenizes the function names that are extracted from the final program snapshot. It then detects and singularizes the nouns. Finally, it aggregates the nouns from every student and creates a histogram with their total frequencies. The most popular nouns account for the main entities.

Figure 5: Example that illustrates how to count the main entities in a random program snapshot. The part-of-speech tagger/analyzer performs the same tasks as in Figure 4 to detect the nouns in the snapshot and then uses the histogram to keep only the popular nouns.

Figure 6: Both models converge to the full set of main entities. The supervised bigram model requires fewer submissions (N=100), but for N>190 the unsupervised model works just as well. The example is taken from the first assignment (Breakout) in our study.

3.4 Classifier

Once the main entities are identified, our system analyzes the program snapshots for every submission. We count the main entities found in the function names (Figure 5) and calculate the time spent on the assignment as an aggregate of relative timing information between a snapshot and the previous one, excluding breaks. A break occurs when two consecutive snapshots’ timestamps differ by more than ten minutes. To quantify the student’s ability to introduce early the main entities that are found in their final submission, we define the entity progress ratio (EPR) as the ratio of main entities in the last snapshot over the main entities in the first snapshot:

\[
EPR = \frac{Main\ Entity\ Count_{last\ snapshot}}{Main\ Entity\ Count_{first\ snapshot}}
\]

Both the numerator and denominator use linear regression fitted values. The mathematical expression for EPR is:

\[
EPR = 1 + \frac{\sum_{i=1}^{N} (E_i \cdot t_i) - \sum_{i=1}^{N} (E_i) \sum_{i=1}^{N} (t_i)}{\sum_{i=1}^{N} (E_i) \sum_{i=1}^{N} (t_i) - \sum_{i=1}^{N} (t_i) \sum_{i=1}^{N} (E_i \cdot t_i)}
\]

where \(N\) is the number of snapshots, \(E_i\) is the number of main entities for the i-th snapshot, and \(t_i\) is the total time spent on the assignment.

Figure 7 uses an example to visualize the relationship between EPR and problem-solving approaches from different students. Lower EPR means that the student introduces earlier the main entities that appear in the final solution (better temporal decomposition).
Figure 7: Example that visualizes how our method captures two student approaches for the same programming challenge [2]. We track when a main entity appears in a function name for the first time (Wall appears first in function buildWall() for student A and checkForWall() for student B). None of them follows a top-down or bottom-up approach but a mix of the two. However, student A creates a partial skeleton of the solution (i.e., function playGame() calls stub functions buildWall(), buildRow(), and createRow(), which are implemented later). Student B focuses on one subtask at a time. The respective EPR values suggest that student A has a broader perspective of the problem. Note: Figure 4 and Figure 5 use student B as an example.

4 EVALUATION

The EPR measurements are used in the last stage (performance analysis) to compare submissions (Figure 2). Each solution is evaluated on three criteria: 1) the time to develop it, 2) its complexity, and 3) the student’s grades. To find the net time that the learner worked on the problem, we processed the snapshot timestamps. To capture the problem complexity, we used a) McCabe’s cyclomatic complexity and b) the software lines of code (Section 3.2). For the student grades, we considered both the assignment grades and the score of the exam that is closer to the assignment (i.e., midterm for the first assignment and final exam for the second).

We clustered the students into two groups: i) those with EPR at least half a standard deviation below the median ($EPR \leq \text{median} - \frac{1}{2} \sigma_{EPR}$) who exhibit signs of decomposition compared to their peers and ii) those with EPR at least half a standard deviation above the median ($EPR \geq \text{median} + \frac{1}{2} \sigma_{EPR}$) who do the opposite. Table 1 summarizes our results.

The analysis suggests that program decomposition reduces substantially the time it takes to solve the problem. In both programming assignments, the students with low EPR finished much sooner than the other group. The difference in time between low EPR and high EPR is statistically significant ($p$-value = 0.039 for the assignment before the midterm and $p$-value = 0.027 for the assignment before the final exam). Our findings are in agreement with other researchers [13, 21] whereas the effect size is moderate. Though cyclomatic complexity and SLOC are not strictly measures of decomposition quality, high complexity correlates with opportunities for further decomposition. Piech et al. observed a higher correlation of the student development paths with their exam scores than their assignment grades [28]. They believe the underlying reason for this phenomenon is that the development path provides rich information regarding students’ understanding of concepts beyond simply their final product. Our investigation backs up their explanation and also reveals a second reason. A weekly programming assignment imposes substantially more relaxed time constraints compared to a three-hour exam. As mentioned, decomposition helps solve a problem faster and therefore increases time efficiency leading to higher exam scores.

5 THREATS TO RELIABILITY

We took a number of precautions to preserve the generality of our method:

- We emphasized objectivity. Our analysis relies on source code analysis rather than other, more subjective methods (e.g., surveys, think-aloud experiments, etc.).
We used an unsupervised learning model to detect the main entities without prior knowledge of the programming assignment specifics.

- The source code parser does not depend on the programmer's formatting style.
- The metric to quantify decomposition (i.e., EPR) is normalized to allow comparison between students.

Despite our efforts, there are still threats to the reliability of our work. First, we observed frequently that the first snapshot contains only the main function. Therefore, even if the next includes a complete list of stub functions, the EPR value will be deceptively high. We found that in most cases, skipping the first 5% of the snapshots compensates for the early, transient development stage. Nevertheless, the threshold choice is arbitrary. Similarly for the threshold for the main entities (i.e., at least one standard deviation above the median popularity).

Second, we found that students with high EPR perform slightly better in the programming assignments than those with low EPR (Table 1). However, it remains unclear if the difference is statistically significant (i.e., p-score < 0.05). In the first program, the p-score is barely below 0.05 and in the second is 0.077. On the other hand, we can draw safer conclusions about the relationship between the EPR and the course exam score. A greater concern is the effect size. We used Cohen’s d to calculate the magnitude of the difference between the two groups (i.e., low and high EPR). The effect size is moderate for the problem-solving time, the cyclomatic complexity, and the exam score and low for the lines of code and the assignment score.

Third, although the sample size (N=250 students) was sufficient to derive statistically significant results, a larger data set in terms of sample size and the number of assignments can be helpful for validation. It is reasonable to expect that the entities increase linearly with time. The two programming challenges we analyzed are quite different, yet the linear regression model fits both. Although the model selection is not the focal point in our work, considering more examples can increase our confidence in its generality.

6 DISCUSSION

What are the implications of our results for teaching and future research? The composition of the student body in CS1 is heavily diversified [27]. Predicting achievement includes many factors such as math background, programming experience, and previous academic performance [29]. Mastering program decomposition is no exception. Nevertheless, the distinction between correct and incorrect is not as apparent as in other cases (e.g., a program with a syntax error cannot even execute, an algorithmic mistake results in unexpected behavior, etc.).

Our findings establish that students who decompose their programs do not necessarily introduce fewer bugs and do not get substantially better assignment grades than their peers who do not. Therefore, many novice programmers with relatively strong background may still not fully comprehend the significance of decomposition. On the other hand, it becomes evident from our analysis that splitting complicated tasks into simpler subtasks acts as a catalyst for the program development. How can CS1 instructors convince the learners that decomposition is beneficial for everyone?

One idea is to give out short yet time-constrained programming challenges in class. Under time pressure, many will jump directly into coding. On the other hand, one has to break down the challenge into smaller, simpler tasks to complete it on time.

Building automation tools around EPR can potentially lead to improved learning at scale. A software development tool (i.e., IDE) that calculates the EPR from the source code in real-time can notify the novice programmer to break down the problem into simpler tasks before the code becomes too complicated to handle. This is an example of a preventive intervention to keep the program complexity within reasonable levels. Inexperienced programmers tend to jump into coding without thinking about how to structure their programs around a simple design. Reminding the students to break down complex functions into subtasks is vital to ensure progress and avoid bugs. The logical next step to understand better how EPR can affect the programming time, the code complexity and the overall course performance is a research study with a treatment group (i.e., students who use the automation tool in an introductory programming class with a large audience).

7 CONCLUSION

Online courses and MOOC providers opened up learning opportunities to a wide audience and are now trying to keep up with the steep rise in enrollment. This paper presents a systematic approach to detect and quantify the student’s ability to identify the main problem tasks and break them down into subtasks. It evaluates also its effects on the student’s performance, the time it takes to solve a programming challenge and the complexity of the solution. Our findings suggest that the development path to the solution has an impact beyond the scope of the programming assignment itself.

Educators and researchers agree that program decomposition is a crucial software development skill that the novice learner must acquire. Nonetheless, it remains undetectable by the existing automated assessment tools (AATs), which analyze only the final product. We believe that the rapid advancements in machine learning and NLP opened up opportunities and hope that our work can contribute to more scalable solutions.
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