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ABSTRACT
We study the problem of minimizing the delay between when an issue comes up in a course and when the instructors get feedback about it. The widespread practice of obtaining midterm and end-of-term feedback from students is suboptimal in this regard, especially for large courses: it over-samples at a specific point in the course and can be biased by factors irrelevant to the teaching process. As a solution, we release High Resolution Course Feedback (HRCF), an open-source student feedback mechanism that builds on a surprisingly simple idea: survey each student on random weeks exactly twice per term. Despite the simplicity of its core idea, when deployed to 31 courses totaling a cumulative 6,835 students, HRCF was able to detect meaningful mood changes in courses and significantly improve timely feedback without asking for extra work from students compared to the common practice. An interview with the instructors revealed that HRCF provided constructive and useful feedback about their courses early enough to be acted upon, which would have otherwise been unobtainable through other survey methods. We also explore the possibility of using Large Language Models to flexibly and intuitively organize large volumes of student feedback at scale and discuss how HRCF can be further improved.
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ACM Reference Format:
In this work, we study the problem of obtaining timely feedback from students throughout the course while avoiding the complications of over-sampling. Our approach, which we call High-Resolution Course Feedback (HRCF), is one that is surprisingly simple and straightforward: request feedback from a small random subset of the students each week, but survey each student exactly twice throughout the course (Figure 1). Despite the simplicity of this approach, what the instructors gain through it is immense: they can understand their students accurately at a much higher temporal fidelity and make necessary adjustments to the course early on.

Our study is based on the result of deploying HRCF to 31 college courses over 3 terms with a cumulative total of 6,835 enrolled students. Concretely, our work presents the following contributions:

- **The HRCF Insight.** We demonstrate both the qualitative and statistical utility of distributing feedback sampling over time without requiring extra efforts from students. In particular, we study the effectiveness of HRCF in obtaining time-sensitive comments from students and detecting significant mood changes throughout the course.

- **Public Release of the HRCF Tool.** We open-source our web-based implementation of the HRCF system. Instructors are welcome to adopt the tool and use it for their courses.

- **Instructor Perspectives on HRCF.** We interviewed 9 users of HRCF to study how college instructors perceived HRCF and what tangible impact it had in their courses.

- **LLM Based Summarization of Comments.** We discuss the possibility of using Large Language Models (LLMs) to flexibly summarize student comments and organize them by semantic relevance.

We believe HRCF will lead to improvements for education at scale and serve as a valuable resource for timely feedback in classrooms.

### 1.1 Related Works

Student evaluations and feedback are widely used by many universities around the world to monitor the quality of education [8, 29], and various stakeholders in the education ecosystem rely on them for various reasons [28]. Many schools and school departments refer to them as measures of teaching effectiveness when making administrative decisions such as granting tenure, adjusting pays, and determining promotion [35]. For students, not only is student feedback a channel to make their voices be heard, but evaluations from other students can also provide them key information to be used in selecting courses and instructors [27–29]. Lastly, instructors and course designers often rely on student evaluations to analyze their teaching and make improvements to their courses [16, 23, 28, 31]. This work primarily concerns the last “formative” use of student feedback, and we leave the impact of our tool for other uses as future research.

The literature on the nature of student evaluations and feedback on teaching is rich, and researchers have engaged in profound debates over decades about its validity [2, 25, 31, 44], connections to academic achievements [10, 31], and potential sources of bias and correlations with factors irrelevant to teaching effectiveness such as course structure, grading leniency, instructor’s gender, and student background factors [10, 15, 18, 39]. Overall, many studies support the idea that student evaluations generally convey helpful assessments of teaching performance and improvements to be
made [9, 29, 31, 36], and that they are capable of capturing multiple aspects of good teaching practice [44]. Instructors also often view student evaluations as useful resources for improving their teaching [4, 41].

Yet, the motivation of students to provide meaningful and authentic feedback is greatly contingent on their belief that their feedback will be valued by their teaching staff [6, 26, 44, 45]. [9] has shown that students consider improvements in the instructor’s teaching practice as their most desired outcome for providing feedback, and improvements in course content and format as the second more desired. However, while many students possess the desire to express opinions and have influence on teaching, their lack of confidence on whether their feedback would be taken seriously by the teaching staff often results in their apathy towards providing careful feedback [43].

In this regard, end-of-term feedback is summative and retrospective by nature and often cannot benefit the current students providing feedback [24, 32], whereas midpoint feedback can elicit useful formative feedback that can be acted upon earlier in the course [1, 10, 24, 34]. The literature supports the usefulness of formative feedback in improving teaching performance [9] and course content and structure [13, 42]. Midterm feedback has also been reported to have resulted not only in more favorable student ratings on instructional skills at the end of term [10, 34], but also in better learning achievements, more favorable affective outcomes [34], and increased student satisfaction with the feedback process [1, 48, 48]. [12] showed that student feedback obtained during the course also promotes a “two-way communication with learners on instructional skills at the end of term [10, 34], but also in better performances in the course [13, 42]. Midterm feedback has also been reported to have resulted not only in more favorable student ratings on instructional skills at the end of term [10, 34], but also in better learning achievements, more favorable affective outcomes [34], and increased student satisfaction with the feedback process [1, 48, 48]. [12] showed that student feedback obtained during the course also promotes a “two-way communication with learners on instructional design and decision making.”

On maximizing the positive effects that formative feedback can have on the instructor’s teaching quality and students’ learning experience, studies [11, 26, 30] emphasize the importance of soliciting a well-timed and specific feedback on teaching behaviors and course structures. This study concerns the development of an instrument for improving timeliness of student feedback and its effects on improving the teaching and learning experience.

## 2 HIGH-RESOLUTION COURSE FEEDBACK SYSTEM

High-Resolution Course Feedback (HRCF) works by soliciting feedback each week from a random subset of the students, enough to understand the common opinions and expectations in a classroom. Given the number $S$ of total feedback surveys to request per student,$^{2}$ we schedule each student to be surveyed in $S$ randomly chosen weeks, conditioned on the surveys being at least 2 weeks apart to reduce survey fatigue and prevent the previous week’s response from affecting the current week’s response. Assuming a uniformly random selection of survey weeks for each student, for a week in a $W$-week course with $N$ enrolled students and response rate $p$, the number of feedback responses received $R$ is

$$R \approx \frac{pSN}{W} \quad (1)$$

on average.

A single week of HRCF survey operates in the following 3 phases:

**Monday (Noon): Send Survey Requests.** The HRCF system sends out a survey email to all students scheduled to receive a survey that week. The email includes a link to an anonymous survey page where students provide answers to 4 default questions and additional custom questions chosen by the instructors each week.

**Thursday (Noon): Remind Students and Instructors.** Midway through the week, the HRCF system sends out a reminder email with a link to the survey page to the students who were sent a survey but haven’t yet responded. The HRCF system also sends out reminders to the instructors to update the custom questions and the roster of enrolled students for the upcoming week’s survey through the survey settings dashboard page.

**Sunday (4pm): Collect and Report Responses.** At the end of the week, student surveys are closed and the responses are collected and sent to the instructors in a weekly digest email. The email reports the total rate of participation for that week, the visualizations and compilations of the collected responses, and a “class mood” graph (Figure 1) showing the estimated class mood across weeks. See the next section (Section 2.1) for more details about the digest email.

All responses are presented anonymously, but the frequency of each student’s participation is reported to the instructors at the end of the term. Students are informed of this procedure in the notification and reminder emails they receive.

### 2.1 Survey Questionnaire and Weekly Digests

All surveys sent out to the students include the four “default” questions listed in Table 1, which were chosen to promote a constructive and civil interaction for both the students and instructors. In addition to the default questions, the instructors are given the option to add custom questions of their choosing each week. The custom questions were added to allow the instructors to ask about specific events in the course that they wished to focus feedback on. All

<table>
<thead>
<tr>
<th>Question Prompt</th>
<th>Intended Outcome</th>
<th>Response Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 “What did you like about the course so far?”</td>
<td>Encouragement to the teaching staff</td>
<td>Text</td>
</tr>
<tr>
<td>Q2 “Is anything from class still confusing to you?”</td>
<td>Self-reflections on the learning progress</td>
<td>Text</td>
</tr>
<tr>
<td>Q3 “Is there anything the teaching team should know?”</td>
<td>Foster an open-communication</td>
<td>Text</td>
</tr>
<tr>
<td>Q4 “How would you rate your course experience so far?”</td>
<td>To gauge the “mood” of the class</td>
<td>Qualitative Rating</td>
</tr>
</tbody>
</table>

Table 1: 4 Default questions used in HRCF surveys. “Class mood” refers to the average student rating for question Q4.
We deployed the HRCF system to 31 courses for 3 consecutive terms. The tool was used only by instructors who directly reached out to the authors after having used the tool or hearing about the tool from colleagues. A typical course survey lasted for 84 questions asked in the survey are allowed to have either a text response, a numerical response, an integer rating between 1 ~ 5, and a corresponding qualitative rating from [Poor, Below Average, Ok, Good, Excellent]. At the end of each week, instructors receive a weekly digest email which contains the following 3 entries:

- **Weekly Participation Rate.** The total number of students surveyed and the number of students who responded are reported, along with their ratio.
- **Collection of Responses.** For each question, the responses are collected and listed in a single file. Responses to rating questions are additionally visualized as a histogram.
- **Weekly “Class Mood” Graph.** In HRCF, the average student rating for the question “How would you rate your course experience so far? (Q4)” is referred to as the weekly “class mood.” The estimated weekly class mood is plotted (Figure 1, Right) for all weeks as a violin plot, along with the standard error of the mean (SEoM). To help contextualize the class mood, the plot also showed the average mood across all classes that use the tool along with its SEoM.

3 DEPLOYMENT

We deployed the HRCF system to 31 courses for 3 consecutive terms. 14,329 surveys were sent to a cumulative total of 6,835 enrolled students, and 6,140 responses were received, resulting in an overall response rate of 42.9% (Figure 2).

During the first 2 terms, a department-wide email was sent to the computer science faculty on the first day of classes. The email which contains the following 3 entries:

- **Ok, Good, Excellent**.
- **Poor, Below Average, Average, Good, Excellent**.
- **0%–50%, 51%–74%, 75%–94%, 95%**: Response Rate

14,329 Surveys Sent
6,140 Responses
42.9% (Cumulative)

6,835 Total Students

42% Term 1
15 Term 2
11 Term 3

Class Sizes

Figure 2: Deployment Statistics

During the last two weeks of the course, in which only 10~20% of the feedback were considered timely for all but the last two weeks of the course, in which only 10~20% of the feedback were timely and a large fraction of it were deferrable. Topics brought up in timely comments from earlier in the course included instructor behaviors during lectures (e.g., asking to repeat questions that were asked quietly), requests for small adjustments in lecture style (e.g., pausing after heavy content, or having a short break during heavy lectures), inefficiencies related to the office hour structure, and early requests for reference materials that may take time to prepare. During the last two weeks of the course, most of the timely observations is small and examine the ability of HRCF to detect significant class mood changes throughout the course.

4.1 Timeliness of Written Feedback

For HRCF to be helpful in quickly addressing course-level issues, it should be able to elicit feedback that instructors would prefer to be aware of promptly to allow a timely consideration. In this section, we address the question of how much of student-provided feedback in HRCF is “timely” from an instructor’s perspective.

With HRCF, the instructors can choose to ask a different custom question each week, and this feature can be used to ask targeted questions of their choosing to obtain as timely and actionable feedback as they want. To set aside the effect of using targeted questions and analyze what students proactively inform the instructors, we selected a course with 273 students that did not use any custom question throughout the term and studied the student responses to the following two questions: “Is anything from class still confusing to you?” and “Is there anything the teaching team should know?”

The two authors made an initial pass through the comments together and discussed a coding scheme for timeliness. Although the notion of “timeliness” of feedback is necessarily subjective and open to interpretation, emphasis was placed on the following two criteria for a class-level issue that instructors would value being informed of without delay: (1) the issue is currently causing difficulties in a student’s course experience, and (2) the issue can either be immediately resolved by the instructor, or should be brought to attention now to allow a timely resolution later if the instructor decides to take action. This resulted in the 3-way code shown in Table 2. Based on this coding scheme, the two authors independently coded each comment and resolved inconsistencies through discussions to arrive at a coherent labeling.

Figure 3 shows the number and fraction of student comments classified by timeliness for each week of the course. Most notably, 25~50% of the feedback were considered timely for all but the last two weeks of the course, in which only 10~20% of the feedback were timely and a large fraction of it were deferrable. Topics brought up in timely comments from earlier in the course included instructor behaviors during lectures (e.g., asking to repeat questions that were asked quietly), requests for small adjustments in lecture style (e.g., pausing after heavy content, or having a short break during heavy lectures), inefficiencies related to the office hour structure, and early requests for reference materials that may take time to prepare. During the last two weeks of the course, most of the timely
Learn more about the accuracy of estimated class mood estimates for varying values of $N$ and $\rho = \frac{R}{N}$ of number of observed responses to class size.

With this property, we can characterize the standard error of HRCF’s weekly course mood estimates if we know the population size $N$, number of observed ratings $R$, and the population standard deviation $\sigma$ of the true ratings. Although we do not have access to the ground-truth population standard deviation $\sigma$, we can instead compute the sample standard deviation and use it to approximate the standard error of the class mood estimates for each week of a course.

To illustrate what the standard error of the HRCF estimates for a “typical” course would look like, we selected the course with the median average standard deviation for all weeks$^5$ and assumed that the standard deviation of the ratings would be the same as the chosen course. We then calculated the weekly standard error as we varied the ratio $\rho = \frac{R}{N}$ of the number of observed responses to the total class size.$^6$ (See Equation 1.)

Figure 4 plots the average standard error$^7$ of the weekly class mood estimates for varying values of $N$ and $\rho$. From this we immediately notice that spreading the samples achieves high sample efficiency at the cost of only 0.12 and 0.17 error in estimation for

---

**Table 2: Codebook used for assessing timeliness of feedback.**

<table>
<thead>
<tr>
<th>No Issue</th>
<th>Timely</th>
<th>Deferrable</th>
</tr>
</thead>
<tbody>
<tr>
<td>No course-level issue to be addressed by the instructor.</td>
<td>Expresses a difficulty that can be resolved immediately or should be brought to attention now for timely resolution later.</td>
<td>Suggests a consideration for a non-immediate action, possibly in the long-term or for future course offerings.</td>
</tr>
</tbody>
</table>

Conceived Examples:
- "Thank you for the thorough course materials!"
- "I'm a bit worried about the midterm, but that’s normal.”
- "Please repeat the questions when they’re asked quietly.”
- "The lecture recordings are really bad. I couldn’t hear anything that the professor was saying.”
- "I found the course somewhat fast-paced.”
- "The course contents are dense.”
- "The first homework was a bit hard.”
- "I found the course somewhat fast-paced.”

**Figure 3: Fraction and number of comments for a select course by timeliness scale.** Notice the spike in the number of observed responses in weeks 2-5 due to upsampling. (Section 4.1)

**Figure 4: Average estimated standard error of the HRCF weekly class mood estimates for different class sizes $N$ and ratio $\rho = \frac{R}{N}$ of number of observed responses to class size.**

---

$^4$This assumes that $n/N \rightarrow C \in (0, 1)$. Note the difference between the standard error for i.i.d. samples.

$^5$We limited our search to courses that had at least 10 ratings for all weeks to avoid degenerate cases.

$^6$To get a rough sense of the magnitude of $\rho$, a week with a 50% response rate in a 10-week course where students are surveyed in 2 uniformly random weeks yields an average of $\rho = 0.1$.

$^7$A standard error of $\sigma$ roughly means that the estimates are within $2\sigma$ of the true mood around 95% of the time.
\( N = 400 \) and \( N = 200 \), and the standard error continues to decrease as more students respond.

### 4.3 Improving Class Mood Estimation When the Number of Observations Is Small

When the number of observed responses is small for a particular week, the standard error of HRCF’s weekly class mood estimate becomes large. How can we reduce estimation error when we have only a small number of observed ratings for a given week?

**Bayesian inference** is a useful paradigm for achieving small-sample robustness in parameter estimation. In this paradigm, we treat the parameter to be estimated \( \theta \) as a random variable drawn from the prior probability distribution \( p(\theta) \), and \( \theta \) gives rise to the observations \( X \) through \( p(X|\theta) \). Once \( p(\theta) \) and \( p(X|\theta) \) have been chosen, estimating \( \theta \) based on observation \( X \) corresponds to computing the posterior distribution \( p(\theta|X) \) given by Bayes’ Theorem:

\[
p(\theta|X) = \frac{p(X|\theta)p(\theta)}{p(X)} = \frac{p(X|\theta)p(\theta)}{\int p(X|\theta)p(\theta)d\theta}.
\]

We study two Bayesian approaches to estimating the weekly class mood, which we call \( \text{Indep} \) and \( \text{Markov} \). In both approaches, we make the (coarse and approximating) assumption that each of the observed ratings \( X_{w,i} \) for week \( w \) are independent and identically distributed (i.i.d.) samples from a Gaussian distribution with mean \( \theta_w \) and fixed standard deviation \( \sigma_X \):

\[
X_{w,i}|\theta_w \sim N(\theta_w, \sigma_X^2).
\]

\( \text{Indep} \) and \( \text{Markov} \) each make different choices for the prior distribution \( p(\theta) \). \( \text{Indep} \) assumes that \( \theta_w \)’s are i.i.d. samples from a Gaussian with fixed mean and standard deviation:

\[
\theta_1, \ldots, \theta_W \sim \text{i.i.d. } N(\mu_0, \sigma_0).
\]

\( \text{Markov} \), on the other hand, assumes that the \( \theta_w \)’s are drawn from a Markovian random walk that depends on the previous week’s mean \( \theta_{w-1} \), which embodies the assumption that class mood doesn’t change dramatically across weeks:

\[
\theta_w|\theta_{w-1} \sim N(\theta_{w-1}, \sigma_0), \quad \theta_1 \sim N(\mu_0, \sigma_0).
\]

Given all observed ratings up to the current week, both of these assumptions nicely yield closed-form Gaussian posterior distributions for the weekly class mood

\[
\theta_w|X_{1,1}, \ldots, X_{W,N} \sim N(\overline{\mu_w}, \overline{\sigma_w^2}),
\]

whose parameters are given as

\[
\begin{align*}
\overline{\mu_w} &= \frac{\sigma_X \mu_0 + \sigma_0 \sum_i X_{w,i}}{\sigma_X + N\sigma_0} \quad \text{(Indep)} \\
\overline{\sigma_w^2} &= \frac{\sigma_0^2}{\sigma_X} + \frac{N}{\sigma_X + N\sigma_0} \overline{\sigma_w^2}
\end{align*}
\]

for \( \text{Indep} \), and as

\[
\begin{align*}
\overline{\mu_w} &= \frac{\sigma_X \mu_{w-1} + (\sigma_w^2 + \sigma_0^2) \sum_i X_{w,i}}{\sigma_X^2 + N(\sigma_w^2 + \sigma_0^2)} \\
\overline{\sigma_w^2} &= \frac{\sigma_X^2 + N(\sigma_w^2 + \sigma_0^2)}{\sigma_X + N(\sigma_w^2 + \sigma_0^2)} \quad \text{(Markov)}
\end{align*}
\]

for \( \text{Markov} \). We take the mean of these Gaussian posterior distributions as our point estimate of class mood.

**Estimation error with Bayesian inference.** We compared the estimation error of \( \text{Markov} \) and \( \text{Indep} \) against 3 baseline methods of estimation: \( \text{Average} \), \( \text{Median} \), and \( \text{Constant} \). \( \text{Average} \) and \( \text{Median} \) each compute the average and median of the observed ratings for each week, and \( \text{Constant} \) takes the average over all observed ratings across all courses and makes a constant estimate throughout the course. Similar to our study on standard error, the exact error of the estimates are unobtainable since we do not have access to the true class mood. In this experiment, we used the average of the observed mood ratings for a given week as an approximation to the unknown true mood, and limited our experiment to 16 courses that had at least 10 responses for all weeks to ensure the quality of approximation.

For each course, we varied the number of ratings to be observed each week \( (k = 1, \ldots, 10) \) and compared the class mood estimated by each method against the approximated ground-truth mood. For each value of \( k \), we simulated 5,000 uniform samples of \( k \) responses for each course and computed the root-mean-squared error (RMSE) of the estimates across all courses, weeks, and samples. Figure 5 shows the RMSE for each method of estimation. Note that \( \text{Markov} \) achieves the lowest RMSE for all values of \( k \), with up to 0.1 improvement over \( \text{Indep} \) for \( k = 5, 6 \). \( \text{Indep} \) also has lower RMSE than \( \text{Average} \) for \( k \leq 5 \), which provides evidence for the robustness of Bayesian methods for small samples.

### 4.4 Capturing Significant Changes in Class Mood Throughout the Course

Are samples from a random subset of students enough for HRCF to detect significant changes in class mood throughout the course? From a statistical perspective, a pair of weeks in a given course has a significant difference in mood if the result of a two-sample Student’s \( t \)-Test with finite population correction\(^8\) for the equality

\[
\frac{(X_{w,1} - X_{w,2})^2}{
\frac{\sigma_X^2}{N_1} + \frac{\sigma_X^2}{N_2} + \frac{(\sigma_1^2 + \sigma_2^2) (N_1 - 1) (N_2 - 1)}{(N_1 + N_2 - 2)^2 (N_1 + N_2 - 1)}
}
\]

\( \text{Figure 5: Evaluating different methods of class mood estimation for small sample sizes.} \)

\(^8\)We applied finite population correction since the observed ratings are samples with replacement from a finite population, not an i.i.d. sample.
large magnitude of differences in true class mood could be present. While this is a noisy estimate of the difference in true class mood, an interesting and important future research lies in characterizing the dynamics of the average course ratings with greater precision.

5 INSTRUCTOR EXPERIENCE WITH HIGH-RESOLUTION COURSE FEEDBACK

Having analyzed the characteristics of student responses in HRCF, we now turn to perhaps the most important question from a practical point of view: what concrete impact can HRCF have in everyday classrooms?

To answer this question, we interviewed 9 instructors who used HRCF (Table 3) and asked about their experiences with the tool and how it impacted their courses in ways that other feedback mechanisms could not. The interview consisted of 6 questions which focused on (1) what concrete changes the instructors made in response to the feedback and the estimated class mood, (2) what differences they noticed between HRCF and other student feedback mechanisms they used in the past, (3) what new insights HRCF helped them learn about the class, and (4) their process of reading and addressing the feedback. 6 of the interviews were conducted orally, and 3 of the interviews occurred over email. In both oral and written interviews, we followed-up with more questions in response to the instructor’s answers if we needed a clarification or a more in-depth analysis of their experience.

5.1 Early and Actionable Feedback

The instructors noted that HRCF helped them understand the frequent pain points and opinions of the students early on, allowing them to evaluate in a timely manner whether adjustments need to be made to their course or teaching behaviors. Even when students wrote about events that had already concluded (such as an exam or a recent assignment), the instructors found those feedback noteworthy to act on for the next similar event or future offerings of the course. The instructors also found HRCF useful in quickly and proactively probing student opinions.

5.1.1 Early Detection of Ongoing Student Pain Points. The most prominent impact that HRCF had on the instructors was to help them detect and potentially mitigate student pain points at an early stage. The following list highlights the areas where HRCF feedback
was considered in making adjustments and the specific types of adjustments that were made:

Lecture Styles (5 out of 9 instructors): Adjusting the pace of the lecture. Adding a short recap in the beginning of lecture. Having short breaks during long lectures. Providing additional clarification to prior week’s lectures. Introducing more worked examples of most confusing contents. Improving the readability of whiteboard handwriting.

Course Content (6 out of 9): Addressing in lectures or sections the contents that students found most confusing in the previous week. Providing additional reading materials and worked examples during classes or around exam periods. Adjusting course load for the rest of the quarter depending on how much time students spent per week.

Course Structure (5 out of 9): Adjusting office hour structures. Introducing virtual office hours or additional office hours during high-demand periods. Requesting more TA support to the department.

Assignments (5 out of 9): Assessing levels and topics of student interest in assignments. Making adjustments to future homework based on reactions to on past homework. Determining whether to provide a class-wide deadline extension.

Several instructors (5 out of 9) noted that when multiple students repeatedly raised a particular issue, those comments were considered more heavily when determining the need to address the issue. For instance, the following account made by I9 was representative of and similar to several other instructor experiences:

We saw that students found the first homework confusing. In later homeworks, we added some homework-specific OH, where we highlighted parts of lecture that would be relevant and worked through similar problems. We were also extra careful in future homeworks to make sure our language was clear and TAs were on the same page when answering questions. - I9

5.1.2 Quick and Inexpensive Probing of Student Opinions. The instructors also found HRCF useful in proactively inspecting the general student opinions to help gauge their teaching moves (2 out of 9). The modifiable custom questions of the week were used to inexpensively and actively probe diverse aspects of the course:

Some students told me offline that my lectures were too fast, but I wasn’t sure if most students felt that way. So I asked this question on another survey, and students were mixed evenly between “too fast” and “too slow” so it was helpful to know I’m actually balancing well! - I7

This was particularly useful when experimenting with new course activities or assignments and making consistent changes to them. For instance, I5 noted:

I’m pretty regularly making updates to the assignments, trying to get them to converge on something that works really well that get students interested and excited. [...] When I would ask people, like, how are the assignments going, I’d get a huge amount of feedback [...] And a lot of it is also just like, every time there’s something new, “okay, let’s see how this is going” [...] and getting that sample is very helpful there. - I5

5.2 Increased Participation
Response rates are critical to the quality of student feedback surveys. When only few students provide feedback, the conclusions drawn from the responses may not generalize to the population of students in question [3, 39]. The problem of low response rates has been shown to be more prevalent in online surveys, which makes web-based surveys even more susceptible to errors [5, 40, 46].

In this regard, many instructors (5 out of 9) noted a much higher rate of participation and constructive feedback in HRCF compared to other methods of formative feedback surveys that they have used before at a course level. This included public discussion forums (such as EdStem or Piazza), anonymous surveys administered during the midterm and end-of-term (e.g., using Google Forms), and anonymous weekly surveys that were open throughout the term. The higher rate of participation, along with the fact that the surveys targeted all students an equal number of times, gave several instructors more confidence in how representative the HRCF comments are of the general student opinion (3 out of 9):

It was also useful to get feedback from a larger sample of the class. That helped us understand which concerns were general and affecting many students. - I9

5.2.1 Factors that can promote participation. While a rigorous study would need to be carried out to analyze the patterns of student participation in HRCF, one potential factor that can affect participation is transparency. 4 out of 9 instructors said that they brought up the comments during class and openly discussed which comments could and would be addressed and which comments could not (e.g., due to irreversible structures of the course). Providing students with the confidence that their feedback will be taken seriously and ensuring that their opinion is heard have been known to result in a greater voluntary participation of students in providing feedback [6, 26, 44, 45]. We hypothesize that a weekly cadence of such transparency will result in a more positive impact on participation.

Additionally, some instructors (2 out of 9) hypothesized that the act of directly soliciting feedback at different points of the term led to higher participation, which would be an interesting hypothesis to test in future research:

I think just putting something in their inbox makes it more likely for them to do it instead of posting a link and saying “please fill out the survey”. So, it’s just that little layer of personalization, like just putting it in their inbox that maybe they are prone to submit it more, also because not everyone’s surveyed at the same time. - I2

5.3 Weekly Mood Ratings as a Preliminary Screening
The instructors found the weekly mood ratings to be a useful measure of the general sentiment of the class and said that they reacted to them in some way (8 out of 9). 5 instructors said that they used the ratings for preliminary screening, to be followed by an in-depth analysis of the root causes of the changes in the mood if a significant change was present. For instance, I2 noted:

Our institution didn’t offer official midterm evaluations, so we could not compare HRCF against a systematized, institution-wide midterm evaluation system.
It gives us like a general idea of how the students are feeling and also kind of a preliminary gateway. Like, if the rating was really low in that particular week, we would spend a lot more time reading through every single feedback and just kind of see what we can do. If it’s in general higher, we also noticed that the comments were more positive.

Similarly, 2 instructors said that the mood ratings were used to “validate their teaching moves” to quickly diagnose whether the students in the class faced any difficulties.

Ratings were also useful (2 out of 9) as a way to prioritize and triage which written comments to focus attention to:

*The only time when I would be concerned is when I would see a student that would rate the class ‘poor’, in which case, my first indication would be well, maybe let’s talk about that same person’s other response as to see if there’s like a really big [class-level] pain point that we’ve just been missing.*

Yet, concern was also raised about potentially over-fitting to the weekly ratings in ways that does not enhance student learning, which is a common issue in student ratings of teaching [50] that could be amplified by the increased frequency of HRCF feedback:

“My one concern is that we may have become too fixated on the scores, which turned our goal into trying to please students. [...] Overly fixating on scores made simple solutions like making assignments easier appealing”

6 TOWARDS AUTO-SUMMARIZING COMMENTS WITH LARGE LANGUAGE MODELS

To effectively address student feedback in massive classes that scale well beyond the size of a typical university classroom, it becomes critical to organize and present student comments with an intuitive and accessible structure. In fact, even in a typical university setting, most instructors we interviewed (6 out of 9) mentioned that they read the feedback comments by grouping them by topics, and that they would like to see a feature that organizes semantically similar comments together. In this section, we explore the possibilities of using Large Language Models (LLMs) to automate the organization and presentation of student comments according to their semantic relevance.

Earlier studies [19, 21, 38] have developed methods for organizing and visualizing written student feedback using sentiment analysis, topic modeling, and aspect extraction. Topic models and aspect extractors can be used to group comments that discuss the same aspects of the course, either for a pre-defined set of aspects such as lectures, assignments, or office hours, or for an unsupervised set of topics that would later be annotated by hand post-hoc.

While these methods could provide a coarse first-order summary and semantic grouping of feedback, what instructors need could often be more than just the aspect or the topic of the feedback comments, especially when the course is massive and feedback arrives in bulks. In addition to clustering together feedback on lectures, for instance, we might be interested in feedback that talk about the pace of the lectures. Among the comments on lecture pace, we might further consider grouping together comments that say that the lectures were too fast and compare them against those that say they were too slow. For such a wide range of abstraction levels, we practically cannot obtain a fine-grained enough training set to train an aspect extractor or use topic models that work for our targeted level of granularity.

Can we be more flexible in how we summarize and organize comments, perhaps by using a manageable number of demonstrations of our desired output style? State-of-the-art Large Language Models such as the latest GPT series [7, 33] are known to be "few-shot" learners that can generalize to many tasks after seeing just a few examples. These models achieve rapid generalization through “in-context learning,” which uses the text of the input prompt as
a specification of a task. By providing few demonstrations of the style of summary that we desire, LLMs could generalize to provide summaries in the right level of abstraction, and we would be able to more easily and effectively organize comments based on them.

Figure 8 demonstrates the possibility of using in-context learning to generate different styles of summary for 3 author-constructed example comments. While a “subject” style summary extracts the fine-grained topic of the comment, the “description” style summary is designed to also retain the opinion expressed in the comments. The template of the input to the LLM (which was GPT-3 text-davinci-003 in this demonstration) contains 5 (constructed) example comment-summary pairs followed by a prompt, where the provided summaries were in the desired style of summary. The resulting “subject” style output has enough detail to potentially be easily clustered together, and the “description” style output concisely delivers the main opinion.

Moreover, LLMs could also be used to control the tone of the output summary. Notice in all examples of Figure 8 (especially in Example 2) that emotional and potentially offensive language has been toned down to neutral. We may also explicitly state in our input prompt a description of the tone for the summary. A promising direction for future research is to find the best input template for generating the most useful abstractions of the comments, and a mechanism for semantically organizing the comments thereof.

7 DISCUSSIONS AND LIMITATIONS

7.1 Frequency of Survey

For our deployment, both the survey and the feedback digest report were all conducted with the same cadence of once per week. For typical university courses, a weekly cadence may be appropriate considering the workload of each student and the frequency of lectures. For much larger courses at scale such massive open online courses that take place every day for a short span of weeks, however, a different, potentially much shorter cadence of once every 2 or 3 days could be more suitable. Yet, as we discussed in Section 5.3, feedback administered too frequently may cause instructors to feel pressured to over-fit to the feedback or ratings, as changes made to the course are reflected almost instantaneously in the next round of feedback. An important direction for future research is to explore which cadence of surveys works best under which settings.

7.2 Potential Downsides of Anonymous Feedback

Although the anonymity provided by HRCF encourages candid and constructive feedback, it can also lead to comments that are hurtful and emotionally challenging to read as many anonymous feedback mechanisms do. Instructors are known to have very different emotional reactions to confronting anonymous student feedback [16]. Many instructors feel nervous and anxious about reading student comments [49], and it is not uncommon for instructors to take student feedback personally and feel devastated by the most extreme comments [4]. Several (4 out of 9) instructors also reported having had some level of emotional reaction to the student comments, ranging from feeling nervous to read the comments to feeling “crummy” to face a week with negative feedback or “targeted by the comments” as they read them.

Unlike typical student feedback systems, however, HRCF occurs on a weekly basis. An important topic for future research is to understand in what ways a high dosage of feedback from a subset of students can emotionally affect the instructors and how it differs from feedback given during midterm or end-of-term surveys.

A possible strategy to minimize emotional impact is to have a 3rd person (or possibly even a machine learning agent, as discussed in Section 6) paraphrase unnecessarily hurtful feedback into less harmful language. 4 out of 9 instructors we interviewed said that they had a teaching assistant initially read the comments and summarize the main points for them, and while there were many reasons for doing this (e.g., for the efficiency of time), it had a buffer effect of focusing on constructive criticism. An important direction for future research is to automate the process of converting an emotionally hurtful comment to constructive criticism.

7.3 Student Perspectives on HRCF

The primary focus of our study was on the instructors’ perspectives on HRCF when using it to make adjustments to their courses. Since students are the ones who provide these feedback, it is very important to explore the patterns in which students interact with HRCF and how they feel about it. Moreover, as the goal of using student feedback is ultimately to enhance student learning, it is also important to explore what downstream effects HRCF has on the quality of student learning experiences and their learning outcomes.

8 CONCLUSION

We proposed High-Resolution Course Feedback (HRCF), an open-source framework for obtaining timely student feedback with no extra burden on the students compared to the common practice of midterm and end-of-term feedback surveys. HRCF works by requesting feedback from a random subset of the students each week while keeping the number of surveys per student constant, typically at twice per term. This reduces the delay between when an issue comes up in a course and when the students get a chance to provide feedback about it, and allows instructors to make changes early enough to enhance student learning experience.

Based on our deployment of HRCF to 31 courses with a cumulative total of 6,835 students, we analyzed both the qualitative and statistical merits of HRCF in obtaining timely and representative feedback from courses. User interviews showed that HRCF collected constructive and actionable feedback from a wider pool of students than other methods they used, and that the average weekly course experience ratings were good summaries of the class mood. We further studied the possibilities of using Large Language Models (LLMs) to automatically provide fine-grained and controllable summary and organization of large volumes of feedback at scale. Understanding the student perceptions of HRCF and studying the emotional impacts these surveys have on instructors remain as important directions for future research.
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