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- Does Learning Require Memorization? A Short Tale about a Long Tail Feldman, 2019.
- When Is Memorization of Irrelevant Training Data Necessary for High-Accuracy Learning? Brown, Bun, Feldman, Smith, Talwar, 2021.


## Takeaways

- Heavy-tailed distributions.
- Need to memorize each class.
- Combinatorial setup.
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## A simpler model

- Linear model for $X \in \mathbb{R}^{n \times d}$

$$
y=X \theta+w
$$

- $d \geq n$ so we can interpolate
- "memorization": if we have to fit substantially below the inherent noise floor
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- Derive asymptotics using RMT. With the exact form of the (approximate) minimizer, we derive asymptotic limits of threshold value $\epsilon_{\sigma}$, cost of not-fitting $\operatorname{Cost}_{X}(\epsilon)$ by random matrix theory.
- Upgrade by functional strong duality. Finally, we upgrade to any square integrable estimator $\widehat{\theta}(X, y)$ by showing a functional strong duality result.
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Ridge estimator when $\rho=0$, optimal with $\epsilon_{\sigma}^{2}$ training error.
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$$

## Limit of Lagrange multiplier

Since $\mathcal{T}\left(A\left(\rho_{n}\right)\right)=\epsilon^{2}$, would expect $\rho_{n} \rightarrow \rho_{\epsilon}$

$$
\int \frac{\sigma^{4}}{\left(1-\rho_{\epsilon} s\right)^{2}\left(s+\sigma^{2}\right)} d H(s)=\epsilon^{2}
$$
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## Limit of threshold

Taking $\rho_{\epsilon}=0$ gives

$$
\epsilon_{\sigma}^{2}=\mathcal{T}(A(0)) \rightarrow \int \frac{\sigma^{4}}{s+\sigma^{2}} d H(s)=\frac{\sigma^{4}}{\sigma^{2}+1-1 / \gamma}+o\left(\sigma^{4}\right)
$$
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\epsilon_{\sigma}^{2}=\mathcal{T}(A(0)) \rightarrow \int \frac{\sigma^{4}}{s+\sigma^{2}} d H(s)=\frac{\sigma^{4}}{\sigma^{2}+1-1 / \gamma}+o\left(\sigma^{4}\right)
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## Limit of cost of not-fitting

$$
\begin{aligned}
\operatorname{Cost}_{X}(\epsilon) & =\mathcal{P}\left(A\left(\rho_{n}\right)\right)-\mathcal{P}(A(0))=\mathcal{P}\left(A\left(\rho_{\epsilon}\right)\right)-\mathcal{P}(A(0))+o_{n}(1) \\
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## Asymptotics by RMT

## Limit of threshold

Taking $\rho_{\epsilon}=0$ gives

$$
\epsilon_{\sigma}^{2}=\mathcal{T}(A(0)) \rightarrow \int \frac{\sigma^{4}}{s+\sigma^{2}} d H(s)=\frac{\sigma^{4}}{\sigma^{2}+1-1 / \gamma}+o\left(\sigma^{4}\right)
$$

## Limit of cost of not-fitting

$$
\begin{aligned}
\operatorname{Cost}_{X}(\epsilon) & =\mathcal{P}\left(A\left(\rho_{n}\right)\right)-\mathcal{P}(A(0))=\mathcal{P}\left(A\left(\rho_{\epsilon}\right)\right)-\mathcal{P}(A(0))+o_{n}(1) \\
& \rightarrow \frac{\rho_{\epsilon}^{2}}{\gamma} \int \frac{\sigma^{4} s}{\left(1-\rho_{\epsilon} s\right)^{2}\left(s+\sigma^{2}\right)} d H(s)
\end{aligned}
$$

## Theorem 1 (Cheng, Duchi, Kuditipudi '22)

Under proportional asymptotics $d / n \rightarrow \gamma>1$,

- (no-cost phase) $\lim _{n \rightarrow \infty} \operatorname{Cost}_{X}(\epsilon)>0$ iff $\epsilon^{2}>\epsilon_{\sigma}^{2}:=\frac{\sigma^{4}}{\sigma^{2}+1-1 / \gamma}+o\left(\sigma^{4}\right)$
- (linear-growth phase) $\lim _{n \rightarrow \infty} \operatorname{Cost}_{X}(\epsilon) \geq \mathrm{C}_{\gamma} \epsilon^{2}$ for $\epsilon^{2} \geq \mathrm{c}_{\gamma} \sigma^{4}$.
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It only remains to show the same conclusion holds for $\widehat{\theta}(X, y)$ square integrable given Gaussianity.

## Upgrade to general hypothesis class

It only remains to show the same conclusion holds for $\widehat{\theta}(X, y)$ square integrable given Gaussianity.

$$
\begin{array}{ll}
\underset{\widehat{\theta}(X, y) \in L^{2}}{\operatorname{minimize}} & \int\left\|\widehat{\theta}-\left(X^{\top} X+d \sigma^{2} I\right)^{-1} X^{\top} y\right\|_{2}^{2} d \mu \\
\text { subject to } & \int\|X \widehat{\theta}-y\|_{2}^{2} d \mu \geq \epsilon^{2}
\end{array}
$$

where $\mu \stackrel{d}{=} \mathrm{N}\left(0, \frac{1}{d} X X^{\top}+\sigma^{2} I\right)$.
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## Upgrade to general hypothesis class

It only remains to show the same conclusion holds for $\widehat{\theta}(X, y)$ square integrable given Gaussianity.

$$
\begin{array}{ll}
\underset{\widehat{\theta}(X, y) \in L^{2}}{\operatorname{minimize}} & \int\left\|\widehat{\theta}-\left(X^{\top} X+d \sigma^{2} I\right)^{-1} X^{\top} y\right\|_{2}^{2} d \mu \\
\text { subject to } & \int\|X \widehat{\theta}-y\|_{2}^{2} d \mu \geq \epsilon^{2}
\end{array}
$$

where $\mu \stackrel{d}{=} \mathrm{N}\left(0, \frac{1}{d} X X^{\top}+\sigma^{2} I\right)$. Strong duality in Hilbert space?

$$
\widehat{\theta}-\left(X^{\top} X+d \sigma^{2} I\right)^{-1} X^{\top} y-\rho X^{\top}(X \widehat{\theta}-y) / d=0
$$

We exactly have

$$
\widehat{\theta}=A(X) y
$$

## Upgrade to general hypothesis class

Functional strong duality

## Upgrade to general hypothesis class

## Functional strong duality

$$
\begin{gathered}
\underset{\widehat{\theta}\left(X, y_{i}\right) \in \mathbb{R}^{d}, 1 \leq i \leq m}{\operatorname{minimize}} \int\left\|\widehat{\theta}-\left(X^{\top} X+d \sigma^{2} I\right)^{-1} X^{\top} y\right\|_{2}^{2} d \mu_{m} \\
\text { subject to } \int\|X \widehat{\theta}-y\|_{2}^{2} d \mu_{m} \geq \epsilon^{2}
\end{gathered}
$$

where $\mu_{m}$ are empirical distributions for i.i.d. samples of $y \mid X$.

## Upgrade to general hypothesis class

## Functional strong duality

$$
\begin{array}{cl}
\underset{\widehat{\theta}\left(X, y_{i}\right) \in \mathbb{R}^{d}, 1 \leq i \leq m}{\operatorname{minimize}} \int\left\|\widehat{\theta}-\left(X^{\top} X+d \sigma^{2} I\right)^{-1} X^{\top} y\right\|_{2}^{2} d \mu_{m} \\
\text { subject to } \int\|X \widehat{\theta}-y\|_{2}^{2} d \mu_{m} \geq \epsilon^{2}
\end{array}
$$

where $\mu_{m}$ are empirical distributions for i.i.d. samples of $y \mid X$. Strong duality applies to finite dimensional problems! Take $m \rightarrow \infty$ and conclude by SLLN.

## Cost of not-interpolating

## Cost of not-interpolating

## Cost of not-fitting

$$
\operatorname{Cost}_{X}(\epsilon):=\min _{\widehat{\theta} \in \mathcal{H}(\epsilon)} \operatorname{Pred}_{X}(\widehat{\theta})-\min _{\widehat{\theta} \in \mathcal{H}} \operatorname{Pred}_{X}(\widehat{\theta})
$$

## Cost of not-interpolating

## Cost of not-fitting

$$
\operatorname{Cost}_{X}(\epsilon):=\min _{\widehat{\theta} \in \mathcal{H}(\epsilon)} \operatorname{Pred}_{X}(\widehat{\theta})-\min _{\widehat{\theta} \in \mathcal{H}} \operatorname{Pred}_{X}(\widehat{\theta})
$$

Cost of not-interpolating

$$
\overline{\operatorname{Cost}}_{X}(\epsilon):=\min _{\hat{\theta} \in \mathcal{H}(\epsilon)} \operatorname{Pred}_{X}(\widehat{\theta})-\min _{\hat{\theta} \in \mathcal{H}_{0}} \operatorname{Pred}_{X}(\widehat{\theta})
$$

The optimal interpolant is the OLS estimator $\widehat{\theta}_{\text {ols }}=X^{\top}\left(X X^{\top}\right)^{-1} y$.

## Cost of not-interpolating

## Cost of not-fitting

$$
\operatorname{Cost}_{X}(\epsilon):=\min _{\widehat{\theta} \in \mathcal{H}(\epsilon)} \operatorname{Pred}_{X}(\widehat{\theta})-\min _{\widehat{\theta} \in \mathcal{H}} \operatorname{Pred}_{X}(\widehat{\theta})
$$

Cost of not-interpolating

$$
\overline{\operatorname{Cost}}_{X}(\epsilon):=\min _{\widehat{\theta} \in \mathcal{H}(\epsilon)} \operatorname{Pred}_{X}(\widehat{\theta})-\min _{\widehat{\theta} \in \mathcal{H}_{0}} \operatorname{Pred}_{X}(\widehat{\theta})
$$

The optimal interpolant is the OLS estimator $\widehat{\theta}_{\text {ols }}=X^{\top}\left(X X^{\top}\right)^{-1} y$.

## Theorem 2 (Cheng, Duchi, Kuditipudi '22)

Under proportional asymptotics $d / n \rightarrow \gamma>1$,

- (no-cost phase) $\lim _{n \rightarrow \infty} \overline{\operatorname{Cost}}_{X}(\epsilon)>0$ iff $\epsilon^{2}>\epsilon_{\sigma, \text { ols. }}^{2}$.
- (linear-growth phase) $\lim _{n \rightarrow \infty} \overline{\operatorname{Cost}}_{X}(\epsilon) \geq \overline{\mathrm{C}}_{\gamma} \epsilon^{2}$ for $\epsilon^{2} \geq \overline{\mathrm{c}}_{\gamma} \sigma^{4}$.
- (threshold value) $\epsilon_{\sigma}<\epsilon_{\sigma, \mathrm{ols}} \leq \kappa_{\gamma} \epsilon_{\sigma}$.


## Relax assumptions

## Relax assumptions

General covariance

## Relax assumptions

## General covariance

- The empirical spectral distribution of $\Sigma$ converges.


## Relax assumptions

## General covariance

- The empirical spectral distribution of $\Sigma$ converges.
- The condition number of $\Sigma$ is bounded.


## Relax assumptions

## General covariance

- The empirical spectral distribution of $\Sigma$ converges.
- The condition number of $\Sigma$ is bounded.

General prior and noise distributions

## Relax assumptions

## General covariance

- The empirical spectral distribution of $\Sigma$ converges.
- The condition number of $\Sigma$ is bounded.

General prior and noise distributions

## Relax assumptions

General covariance

- The empirical spectral distribution of $\Sigma$ converges.
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General prior and noise distributions

- Gaussianity ensures model complexity. A counterexample when memorization does not happen is $\theta=e_{j} / \sqrt{d}$ with equal probability.


## Relax assumptions

## General covariance

- The empirical spectral distribution of $\Sigma$ converges.
- The condition number of $\Sigma$ is bounded.


## General prior and noise distributions

- Gaussianity ensures model complexity. A counterexample when memorization does not happen is $\theta=e_{j} / \sqrt{d}$ with equal probability.
- For $\theta \sim\left(0, I_{d} / d\right)$ and $w \sim\left(0, \sigma^{2} I_{n}\right)$, we restrict to linear estimators

$$
\mathcal{H}=\{\widehat{\theta}(X, y): \widehat{\theta}=A(X) y\}
$$

## Relax assumptions

## General covariance

- The empirical spectral distribution of $\Sigma$ converges.
- The condition number of $\Sigma$ is bounded.


## General prior and noise distributions

- Gaussianity ensures model complexity. A counterexample when memorization does not happen is $\theta=e_{j} / \sqrt{d}$ with equal probability.
- For $\theta \sim\left(0, I_{d} / d\right)$ and $w \sim\left(0, \sigma^{2} I_{n}\right)$, we restrict to linear estimators

$$
\mathcal{H}=\{\widehat{\theta}(X, y): \widehat{\theta}=A(X) y\}
$$

## Theorem 3 (Cheng, Duchi, Kuditipudi '22)

(Informal) Under above conditions, we have to train till below $O\left(\sigma^{4}\right)$ error to generalize well.
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## Conclusions

Necessity of memorization in linear regression


Similar results for other problems?
Implications for data cleaning and security. Can we have both?
Motivation to construct datasets with multiple labels

- Theory of dataset with multiple labels. Hilal Asi, Chen Cheng, John Duchi.
- Surrogate consistency with data aggregation. Chen Cheng, John Duchi.
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