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Abstract

We consider a simple home energy system consisting of a (net) load, an energy storage device, and a grid connection. We focus on minimizing the cost for grid power that includes a time-varying usage price and a tiered peak charge that depends on the average of the largest $N$ daily powers over a month. When the loads and prices are known, the optimal operation of the storage device can be found by solving a mixed-integer linear program (MILP). This prescient charging policy is not implementable in practice, but it does give a bound on the best performance possible. We propose a simple model predictive control (MPC) method that relies on simple forecasts of future prices and loads. The MPC problem is also an MILP, but it can be solved directly as a linear program (LP) using simple enumeration of the tiers for the current and next months, and so is fast and reliable. Numerical experiments on real data from a home in Trondheim, Norway, show that the MPC policy achieves a cost that is only 1.7% higher than the prescient performance bound.
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1 Introduction

Peak power tariffs, also known as capacity or demand charges, are a type of electricity rate structure where consumers are charged based on their peak power demand during a billing period. The purpose of these charges is to fairly distribute the cost of maintaining grid capacity for peak loads among consumers, in line with their individual contributions to these peaks [BS83; Sim16; Hen83].

Over the past two decades, the peak-to-average power demand ratio has increased significantly across the US. This trend implies a decrease in the average utilization of power generators, which need to maintain sufficient capacity to accommodate expected peak loads plus a reserve margin. As the peak-to-average ratio increases, generators meeting peak-hour demand operate fewer hours or at lower output levels during non-peak periods. This situation carries substantial financial implications for regional transmission organization (RTO) systems, where energy payments form the main revenue source for generators [She14].

Utilities are responding to this issue by implementing demand charges and dynamic tariffs such as Time-of-Use (TOU) tariffs and Real-Time Pricing (RTP). These tariffs promote off-peak consumption and align charges for consumers with the costs utilities incur in delivering electricity [NFH18; Wol07]. Demand charges, most common among large commercial and industrial consumers, are increasingly applied to residential consumers in the US, particularly those with photovoltaic generation systems [Pas+17]. In addition, some countries, like Norway, have recently introduced demand charges for all residential consumers [NVE16].

Demand charges vary in terms of complexity. The simplest, the non-coincident demand charge, is based solely on peak power demand, without considering when this peak occurs. More complex tariff structures take into account factors such as the timing of peak demand, seasonality, and averaging intervals for peak loads. The calculation of peak power costs also differs: a linear function of peak power is most common, but tiered structures, incorporating progressive levels of charges, are also used frequently [MGM17; OM12]. In this paper, we consider the demand charge structure recently introduced by Norway for all its residential consumers. This demand charge is based on the average of the largest $N$ hourly usage values on different days over the monthly billing period, and quantized or tiered into fixed levels.

For consumers, load is relatively inflexible, making energy storage devices in combination with automated energy management systems a direct approach to minimize the impact of demand charges and time-varying electricity tariffs. These systems can manage power flows based on real-time information, such as current battery
charge levels and forecasts of loads and prices, reducing costs for consumers without changing their consumption patterns [Far09; Moh+08; DKT11].

1.1 This paper

We consider the problem of managing a storage device in a residential energy network with a (net) load and a grid connection. We focus on minimizing the cost for grid power that includes a time-varying usage price and a tiered peak charge that depends on the average of the largest $N$ daily powers over a month. When the loads and prices are known, the optimal operation of the storage device can be found by solving a mixed-integer linear program (MILP). This prescient charging policy is not implementable in practice, but it does give a bound on the best performance possible. We propose a simple model predictive control (MPC) method that relies on simple forecasts of future prices and loads. The MPC problem is also an MILP, but it can be solved directly as a linear program (LP) by simple enumeration of the possible tiers for the current and next months, and so is fast and reliable. Numerical experiments on real data from a home in Trondheim, Norway, show that the MPC policy achieves a cost that is only 1.70% higher than the prescient performance bound.

1.2 Related work

The application of mathematical optimization to energy storage problems has a long history and extensive literature. A comprehensive review of optimization methods and their application to energy storage systems can be found in [Byr+17].

Convex optimization. The application of convex optimization to dynamic energy management has been studied by [Moe+19; WMB17; Kra+13]. However, these works do not consider tiered peak power charges, which are not convex.

Prescient analysis. Peak power charges have been considered by [Oud+06; WZ11; AAJ97; SLR13; LC16; Seb16]. These studies assume perfect foresight, i.e., what we call the prescient case, which while helpful in understanding the economic value of storage, is not implementable as a real time policy.

Model predictive control. Model predictive control for operating batteries in settings with time-varying usage charges and peak power charges has been studied in [CEN12; Ma+12]. In [Kum+18] the authors consider a stochastic MPC based on two stage stochastic programming to determine real-time commitments in energy
and frequency regulation markets for a stationary battery while also considering peak power charges. In [Cai+21; CKG23], the authors propose the use of a parametrized MPC tuned via reinforcement learning for the management of peak power charges in residential microgrids. From a more theoretical perspective, the asymptotic performance and stability of economic MPC for time-varying cost and peak power charges is studied in [RR19]. These works are closely related to the work presented in this paper, but they only consider linear peak power charges.

Dynamic programming. Energy storage is a variation of inventory control, which is the original stochastic control problem used by Bellman to motivate his work on dynamic programming [BGG55]. In [JP17], the authors study the use of dynamic programming with supremum terms in the objective for solving energy management problems with linear peak power charges.

1.3 Outline

This paper is organized as follows. In §2, we present the problem of managing a storage device in a home connected to the grid, with the objective of minimizing the cost for grid power that includes a time-varying usage price and a tiered peak charge. In §3, we introduce a running example used throughout the paper to illustrate our methods. This example uses real data from a home in Trondheim, Norway. In §4, we specify and solve the prescient optimization problem, which provides a bound on the best performance possible. In §5, we present an implementable policy based on model predictive control (MPC). In §6, we discuss a simple method to generate forecasts for MPC. Finally, we provide some conclusions in §7.

2 Home energy system description

We consider a simple energy management system for a home connected to the grid and equipped with a battery or other storage device, as shown in figure 1.

2.1 Power balance

We consider hourly values of various quantities, and denote the hour by a subscript \( t = 1, 2, \ldots, T \). The load in period \( t \) is given by \( l_t \). This is a net value, which can include for example PV (photovoltaic) generation, and is typically nonnegative. The storage power is represented by positive values \( c_t \) for charging and \( d_t \) for discharging the storage device. The grid power is \( p_t \), which denotes the power we extract from
Figure 1: Grid-connected home with a storage device: $l_t$ is the (net) load, $p_t$ is the grid power, $c_t$ is the charging power, and $d_t$ is the storage power, at time period $t$.

the grid. We will assume that $0 \leq p_t \leq P$, $t = 1, \ldots, T - 1$, where $P > 0$ is the maximum possible grid power. The power must balance, i.e., we have

$$p_t + d_t - l_t - c_t = 0, \quad t = 1, \ldots, T - 1.$$ 

2.2 Storage device

We associate a charge level $q_t$ with the storage device. The storage dynamics are given by

$$q_{t+1} = \eta_s q_t + h(\eta_c c_t - (1/\eta_d)d_t), \quad t = 1, \ldots, T - 1,$$

where $\eta_s \in [0, 1]$ represents the per-period storing efficiency, $\eta_c \in [0, 1]$ is the charging efficiency, $\eta_d \in (0, 1]$ is the discharging efficiency, and $h$ is time period in hours. The initial charge level at the start of the first period is denoted as $q_1 = q_{\text{init}}$, where $q_{\text{init}}$ is given. We can impose a terminal constraint on the final charge level, i.e., $q_T = q_{\text{final}}$. The storage charge must satisfy

$$0 \leq q_t \leq Q, \quad t = 1, \ldots, T,$$

where $Q \geq 0$ is the storage capacity. The charging and discharging rates must satisfy

$$0 \leq c_t \leq C, \quad 0 \leq d_t \leq D, \quad t = 1, \ldots, T - 1,$$

where $C$ and $D$ are the (positive) maximum charge and discharge rates, respectively.

2.3 Cost function

Our cost function consists of two components: an energy charge and a peak power charge.
Energy charge. The energy charge has two components: time-of-use prices $\lambda_{t}^{\text{tou}}$ and day-ahead spot prices $\lambda_{t}^{\text{spot}}$. The former are predetermined and vary throughout the day, reflecting peak and off-peak periods as well as seasonal fluctuations. Spot prices, on the other hand, are established a day in advance through an auction-based market where electricity suppliers and consumers submit bids for specific hours of the following day. The energy cost is given by $h \sum_{t=1}^{T-1} (\lambda_{t}^{\text{tou}} + \lambda_{t}^{\text{spot}}) p_{t}$.

Peak power charge. The second cost term is a peak power cost, assessed over a billing period, typically monthly. It is a complex function of the hourly power used over the month. We will assume that the hours $t = 1, \ldots, T - 1$ span $K$ whole months, denoted $k = 1, \ldots, K$, and denote the peak power cost in month $k$ as $P_{k}$. The total peak power cost is $\sum_{k=1}^{K} P_{k}$.

To define the peak power cost $P_{k}$, we start by letting the vector $m_{k}$ denote the daily maximum power over each of the days in month $k$, for $k = 1, \ldots, K$. (Since the months have different numbers of days, these daily maximum vectors have different dimensions.) We let $z_{k}$ denote the average of the $N$ largest entries of $m_{k}$, where $N$ is a given parameter, such as $N = 3$. (When $N = 1$, $z_{k}$ is simply the maximum hourly power over the whole month.) In words, $z_{k}$ is the average of the largest $N$ hours of power across different days in a month. For future use, we introduce the sum-largest function: $\psi(u, N)$ is the sum of the largest $N$ components of the vector $u$. With this notation we have $z_{k} = \psi(m_{k}, N)/N$.

The peak power cost in month $k$ is given by $P_{k} = \varphi(z_{k})$, where $\varphi$ is the peak power cost function. It is piecewise constant, with the form

$$\varphi(z) = \begin{cases} 
\beta_{1} & 0 \leq z \leq T_{1} \\
\beta_{2} & T_{1} < z \leq T_{2} \\
\vdots & \\
\beta_{L-1} & T_{L-2} < z \leq T_{L-1} \\
\beta_{L} & z > T_{L-1}, 
\end{cases} \quad (1)$$

where $0 < \beta_{1} < \beta_{2} < \cdots < \beta_{L}$ are the charges, and $0 < T_{1} < T_{2} < \cdots < T_{L-1}$ are the thresholds. When $\varphi(z_{k}) = j$, we say that the peak power cost is in tier $j$. We set $T_{L} = P$, so the last condition in (1) can be expressed as $T_{L-1} < z \leq T_{L}$.

Total cost. The overall cost is

$$h \sum_{t=1}^{T-1} (\lambda_{t}^{\text{tou}} + \lambda_{t}^{\text{spot}}) p_{t} + \sum_{k=1}^{K} \varphi(z_{k}).$$
The first term, the energy charge, is a simple linear function of the power values, while the second term, the peak charge, is very complex.

### 2.4 Policies

**Information pattern.** We assume that the following quantities are known.

- The system parameters $P$ (max grid power), $Q$ (battery capacity), $C$ (max charge rate), $D$ (max discharge rate), and the efficiency parameters $\eta_s$, $\eta_c$, and $\eta_d$.
- The initial and final charge levels, $q_{\text{init}}$ and $q_{\text{final}}$.
- Time-of-use prices $\lambda_{1}^{\text{tou}}, \ldots, \lambda_{T-1}^{\text{tou}}$.
- The number $N$ that defines the peak power over a billing period.
- The costs $\beta_1, \ldots, \beta_L$ and thresholds $T_1, \ldots, T_{L-1}$ specifying the tiers of the peak power cost function.

The day-ahead spot electricity prices $\lambda_{t}^{\text{spot}}$ are announced every day at 13:00 for the subsequent day. This gives us a known spot price window that ranges from a minimum of 12 hours (at 12:00) to a maximum of 35 hours (at 13:00). The load $l_t$ is known at the beginning of period $t$, but future loads are not known.

For knowledge of the load and day-ahead prices, we consider two cases.

**Prescient case.** In the prescient case we ignore the information pattern and assume that the loads $l_1, \ldots, l_{T-1}$ and spot prices $\lambda_{1}^{\text{spot}}, \ldots, \lambda_{T-1}^{\text{spot}}$ are all known. (Prescient means we know the future.) In this case all parameters are known, and the problem becomes a (large and complex) optimization problem: We choose the charging and discharging storage power flows $c_1, \ldots, c_{T-1}$ and $d_1, \ldots, d_{T-1}$ respectively, to minimize the total cost, subject to the constraints described above. This is of course not practically implementable, since we generally do not know all future loads and spot prices. But this analysis gives us a performance limit that we can compare an implementable policy to.

**Implementable policy.** An implementable policy respects the information pattern. In period $t$, the policy chooses $c_t$ and $d_t$, based on knowledge of the loads $l_1, \ldots, l_t$ and spot prices $\lambda_{1}^{\text{spot}}, \ldots, \lambda_{t}^{\text{spot}}$ up to the end of day or next day (depending on the current time). Unlike in the prescient case, an implementable policy does not
have access to future values. (It can, of course, make a prediction or forecast of the future, based on past and current values.)

3 Running example

We will illustrate the methods of this paper on a running example that uses real data from a home in Trondheim, Norway, over the period 1 January 2020 to 31 December 2022. We will use data from 2020 and 2021 to fit forecast models for MPC (see §6) and data from 2022 to evaluate our policies. These data, along with all the source code needed to re-create all the results in this paper, are available at

https://github.com/cvxgrp/home-energy-management.

3.1 System parameters

We use intervals that are one hour long, so \( h = 1 \). The hourly loads \( l_t \) are shown in figure 2, over the full three years (top) and zoomed in to one week in January 2022 (bottom).

The system parameters are

\[
P = 20 \text{ kW}, \quad Q = 40 \text{ kWh}, \quad C = 20 \text{ kW}, \quad D = 20 \text{ kW},
\]

and the efficiency parameters are

\[
\eta_s = 0.99998, \quad \eta_c = 0.95, \quad \eta_d = 0.95.
\]

With these parameters, a complete charge or discharge of the battery will take 2 hours. The storage efficiency \( \eta_s \) corresponds to the per-hour equivalent of a 1.5\% monthly self-discharge rate, which is typical for lithium-ion batteries. The charging and discharging efficiencies represent a loss of 5\%. We take the initial and final charge levels as both half full, i.e., \( q_{\text{init}} = q_{\text{final}} = Q/2 \). In some numerical experiments we will vary the storage capacity \( Q \) from its nominal value 40 kW specified above, to study the effect of cost saving versus storage capacity.

3.2 Price parameters

Figure 3 displays the day-ahead spot electricity prices \( \lambda_{\text{spot}} \) for Trondheim, Norway, expressed in Norwegian Krone (NOK) per kW, sourced from Nord Pool [NP23]. The
Figure 2: Hourly loads from a home in Trondheim, Norway. Top. Three-year period from 1 January 2020 to 31 December 2022. Bottom. One week in January 2022.
Figure 3: Day-ahead spot electricity prices $\lambda_t^{\text{spot}}$ for Trondheim, Norway. Top. Three-year period from 1 January 2020 to 31 December 2022. Bottom. One week in January 2022.
Figure 4: Time-of-use electricity prices $\lambda_{tou}$ with distinct rates for day (6:00–22:00) and night (22:00–6:00) as well as for the period of January–March and April–December.

top figure covers the three-year period from 1 January 2020 to 31 December 2022, while the bottom figure zooms in on a particular week in January 2022. Day-ahead prices are announced daily at 13:00 for the following day.

Figure 4 shows time-of-use prices, which fluctuate according to the time of day and season, with distinct rates for the daytime period (6:00–22:00) and nighttime period (22:00–6:00), as well as different rates for January–March and April–December.

The tiered cost values for the peak power cost $\beta_l$ are

$$\beta_1 = 83, \quad \beta_2 = 147, \quad \beta_3 = 252, \quad \beta_4 = 371, \quad \beta_5 = 490,$$

and the corresponding thresholds $T_l$ are

$$T_1 = 2, \quad T_2 = 5, \quad T_3 = 10, \quad T_4 = 15,$$

with $T_5 = P = 20$. Figure 5 shows the peak power cost function.

3.3 Baseline

For reference we consider a baseline scenario without storage. Using load and price data from 2022, we obtain a total annual cost of 25,037 NOK, broken down into 8,677 NOK for the time-of-use energy charges, 13,336 NOK for the spot price energy charges, and 3,024 NOK for the peak charges. A breakdown of the charges by month is shown in figure 6. The greatest variation in monthly cost is in the day-ahead spot price charges.
Figure 5: Peak power cost as a function of $z_k$, the average of the $N = 3$ largest peak daily powers over a month.

Figure 6: Monthly costs without storage for 2022, broken down into three components: energy cost related to time-of-use prices (blue), energy cost related to day-ahead spot prices (orange), and peak power cost (green).
4 Prescient problem

In the prescient problem, we assume all parameters are known, including future loads and spot prices. The prescient problem can be expressed as the optimization problem

\[
\begin{align*}
\text{minimize} & \quad h \sum_{t=1}^{T-1} (\lambda_t^{\text{tou}} + \lambda_t^{\text{spot}}) p_t + \sum_{k=1}^{K} \sum_{l=1}^{L} \beta_l s_{lk} \\
\text{subject to} & \quad p_t + d_t - l_t - c_t = 0, \quad t = 1, \ldots, T - 1 \\
& \quad q_{t+1} = \eta_s q_t + \eta_c c_t - (1/\eta_d) d_t, \quad t = 1, \ldots, T - 1 \\
& \quad q_1 = Q/2, \quad q_T = Q/2 \\
& \quad 0 \leq q_t \leq Q, \quad t = 1, \ldots, T \\
& \quad 0 \leq p_t \leq P, \quad t = 1, \ldots, T - 1 \\
& \quad 0 \leq c_t \leq C, \quad t = 1, \ldots, T - 1 \\
& \quad 0 \leq d_t \leq D, \quad t = 1, \ldots, T - 1 \\
& \quad m_k = \text{daily max power in month } k, \quad k = 1, \ldots, K \\
& \quad z_k = \psi(m_k, N)/N, \quad k = 1, \ldots, K \\
& \quad z_k \leq \sum_{l=1}^{L} T_l s_{lk}, \quad k = 1, \ldots, K \\
& \quad \sum_{l=1}^{L} s_{lk} = 1, \quad k = 1, \ldots, K \\
& \quad s_{lk} \in \{0, 1\}, \quad l = 1, \ldots, L, \quad k = 1, \ldots, K
\end{align*}
\]

with continuous variables \( p \in \mathbb{R}^{T-1} \), \( c \in \mathbb{R}^{T-1} \), \( d \in \mathbb{R}^{T-1} \), \( q \in \mathbb{R}^{T} \), and the integer variables \( s_{lk} \in \{0, 1\} \) for \( l = 1, \ldots, L \) and \( k = 1, \ldots, K \). We write out the description of \( m_k \) in words, to simplify notation. Each entry is the maximum of 24 contiguous values of \( p \), corresponding to one day. These are assembled into one vector with dimension equal to the number of days in month \( k \). Our problem contains a total of around \( 4T \) continuous scalar variables, and \( LK \) integer variables. Note that the integer variables are really selection variables, since for each month \( k \), exactly one \( s_{lk} \) is equal to one, with the others equal to zero. If \( s_{lk} = 1 \), \( z_k \) falls into the tier associated with cost \( \beta_l \).

4.1 MILP formulation

The problem (2) is a mixed-integer convex problem (MICP). To see this, we ignore the constraints that \( s \in \{0, 1\} \), and recognize the objective above as linear, and most of the constraints as linear equality and inequality constraints. The subtleties are that \( m_k \) are convex expressions (since they are the max of subsets of \( p \)), and \( z_k \) are also convex expressions, since \( \psi(m_k, N) \) is a convex nondecreasing function [BV04, §3.2.3]. It follows that all constraints except \( s_{lk} \in \{0, 1\} \) are convex, so the prescient policy problem (2) is a MICP.
The two functions appearing in the problem, max and sum-largest, are each piecewise linear convex and can be represented via linear programming by various reductions. It follows that the problem (2) can be transformed to an equivalent MILP. These reductions can be done automatically by domain specific languages (DSLs) for convex optimization such as CVXPY [DB16]. To solve the resulting MILPs, a wide range of solvers are available, both commercial and open-source. CVXPY can interface with commercial solvers such as MOSEK [AA00], CPLEX [Cpl], and Gurobi [Gur23], as well as open-source solvers such as GLPK MI [Fre12], CBC [FLH05], SCIP [Ach09], and HiGHs [HH18].

4.2 CVXPY implementation

We specify and solve problem (2), for our running example, using CVXPY as outlined in the code below. We assume that vectors containing hourly loads $l$, time-of-use prices $tou\_prices$, day-ahead spot prices $spot\_prices$, and a pandas [PDT20] datetime index $dt$ spanning $T-1$ time periods have been defined.

We start by defining constants and parameters in lines 4–9. We then define the optimization variables $p$, $c$, $d$, $q$, and $s$ in lines 12–16. We then specify the following constraints: power balance (line 19), storage dynamics (line 20), initial and final charge levels (line 21), maximum storage capacity, maximum grid power, and maximum charging and discharging rates (line 22). The total energy charge, denoted as $energy\_cost$, is defined in line 25.

In lines 28–35, we specify the constraints and the cost term related to peak power charges. For each month, we compute the vector of daily maximum powers $m_k$ (line 30–31). We then compute the average of the $N$ largest daily maximum powers, denoted as $z_k$ (line 32). With this, we define the peak power charge (line 33) and add constraints to ensure that $z_k$ does not exceed the tier thresholds, and that exactly one tier is selected per month (line 34–35).

Finally, we specify and solve the optimization problem in lines 38–39.
CVXPY code for prescient problem.

```python
import cvxpy as cp, numpy as np, pandas as pd

# Define constants and parameters
P, N, Q = 20, 3, 40
q_init, q_final, C, D = Q/2, Q/2, Q/2, Q/2
etas, etac, etad = 0.99998, 0.95, 0.95
tier_costs = np.array([83, 147, 252, 371, 490])
tier_thresholds = np.array([2, 5, 10, 15, P])
T, K, L = len(l)+1, len(set(dt.month)), len(tier_costs)

# Define variables
p = cp.Variable(T-1, nonneg=True)
c = cp.Variable(T-1, nonneg=True)
d = cp.Variable(T-1, nonneg=True)
q = cp.Variable(T, nonneg=True)
s = cp.Variable((K, L), boolean=True)

# Define constraints
cons = [p + d - l - c == 0,
        q[1:] == etas * q[:-1] + etac * c - (1/etad) * d,
        q[0] == q_init, q[-1] == q_final,
        q <= Q, p <= P, c <= C, d <= D]

# Define energy usage charge
energy_cost = cp.sum(cp.multiply(tou_prices + spot_prices, p))

# Define constraints and cost related to peak power charges
peak_pwr_cost = 0
for k in range(K):
    m_k = [cp.max(p[(dt.date == day) & (dt.month == k+1)])
            for day in pd.unique(dt[dt.month == k+1].date)]
    z_k = cp.sum_largest(m_k, N) / N
    peak_pwr_cost += cp.matmul(tier_costs, s[k, :])
    cons += [z_k <= cp.matmul(tier_thresholds, s[k, :]),
             cp.sum(s[k, :) == 1)]

# Define problem and solve
problem = cp.Problem(cp.Minimize(energy_cost + peak_pwr_cost), cons)
problem.solve()
```
Table 1: Cost comparison: Baseline (no storage) and a prescient policy with 40 kWh storage capacity. Costs are in NOK.

<table>
<thead>
<tr>
<th></th>
<th>Energy charge</th>
<th>Peak power charge</th>
<th>Total cost</th>
<th>Savings w.r.t. baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOU prices</td>
<td>Spot prices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8,677</td>
<td>13,336</td>
<td>3,024</td>
<td>25,037</td>
</tr>
<tr>
<td>Prescient</td>
<td>8,365</td>
<td>11,018</td>
<td>1,805</td>
<td>21,188</td>
</tr>
</tbody>
</table>

4.3 Running example

Computation. We solve the prescient problem (2) using load and price data from 2022, using CVXPY with the solver Gurobi 10.0.1. After compilation by CVXPY, the problem has 35781 continuous variables and 48 integer variables. On a computer with Apple M1 Pro processor and 16 GB of RAM, it takes around 3 seconds to solve. (With the other MILP solvers mentioned above, it takes a bit longer.)

Results. The optimal cost is 21,188 NOK, which corresponds to savings of 3,849 NOK (or 15.4%) compared to the no-storage baseline. A cost comparison with a breakdown of charges is shown in Table 1. We can see that the greatest fractional savings is in the peak power charge, while the greatest savings is in the spot prices energy charge. Figure 7 gives a detailed monthly breakdown of this annual cost, broken down into energy charges from time-of-use and day-ahead prices, and peak power charges. We can see that the greatest savings occur in the highest cost months November and December.

Optimal power flows. Figure 8 illustrates the prescient optimal power flows over a full year. The top left and right figures show the power drawn from the grid and the load, respectively. Without storage, the grid power profile matches the load profile. With storage, we can see that the optimal grid power profile typically peaks at a lower monthly level to minimize the peak power charge, an effect commonly referred to as peak shaving. The middle left and right figures show the charging and discharging storage power, respectively. The bottom left figure provides a view of the battery’s charge level over the full year. In the bottom right figure, we show \( z_k \), \( i.e., \) the average of the \( N = 3 \) largest maximum daily powers each month. We can see that the optimal tiers are tier 1 for July, tier 3 for December, and tier 2 for all other months.
Figure 7: Comparison of monthly costs for baseline (left) and prescient policy (right). Each broken down into time-of-use charges (blue), spot charges (orange), and peak power charges (green).

Figure 9 provides a detailed view of one week in July 2022. The figures follow the same order as in Figure 8. In addition to the peak shaving effect mentioned previously, we can observe that power is often drawn from the grid during periods of lower prices, an effect commonly referred to as load shifting.

Savings versus storage capacity. We solve the prescient problem for a range of values of storage capacity $Q$. Figure 10 shows the annual savings versus capacity. Without the integer constraints, this curve would be piecewise linear concave; but here we see that with these constraints, it is very close to concave. With half the nominal storage, 20 kWh, we achieve a reduction of around 12.5%, around 80% of the nominal savings 15.5%.
Figure 8: Optimal power flows over 2022 assuming perfect foresight, with tier thresholds shown as dashed black lines. Top left. Power drawn from the grid. Top right. Load. Middle left. Charging storage power. Middle right. Discharging storage power. Bottom left. Charge level. Bottom right. Average of the $N = 3$ largest maximum daily power flows in each month, $z_k$, with and without storage.
**Figure 9:** Optimal power flows over one week in July 2022 assuming perfect foresight, with tier thresholds shown as dashed black lines. Hourly electricity prices, $\lambda_{\text{tou}}^t + \lambda_{\text{spot}}^t$, are shown as dotted black lines. **Top left.** Power drawn from the grid. **Top right.** Load. **Middle left.** Charging storage power. **Middle right.** Discharging storage power. **Bottom.** Charge level.
Figure 10: Annual savings versus storage capacity.
5 Model predictive control

In this section we describe a standard method, model predictive control (MPC), also known as receding horizon control (RHC), that can be used to develop a real-time strategy or policy.

In each time period $t$, we consider a horizon that extends $H$ time periods into the future, $t, t+1, \ldots, t+H-1$. We solve an optimal power flow problem over this horizon, replacing unknown quantities by predictions or forecasts. We then execute the first power flow in that plan and repeat this process at the next time step, incorporating any new information into our forecasts. Below, we describe these steps in more detail.

**Forecast.** At time $t$, we make predictions of future loads, denoted by $\hat{l}_{\tau|t}$, and spot prices, denoted by $\hat{\lambda}^{\text{spot}}_{\tau|t}$. These predictions extend from $\tau = t, t+1, \ldots, t+H-1$. Note that all quantities at time $t$ are known, i.e., $\hat{l}_{t|t} = l_t$ and $\hat{\lambda}^{\text{spot}}_{t|t} = \lambda^{\text{spot}}_t$. (We use the hat to indicate that the quantity is an estimate.) In §6, we describe how to generate simple forecasts from historical data. In each time period, some future spot prices are known, so these ‘forecasts’ are perfect.

**Plan.** At time $t$, we make a power flow plan over the next $H$ time periods, from $\tau = t$ to $\tau = t+H-1$. These periods span a total of $M$ months, from $j = k$ to $j = k + M - 1$. To make this plan we solve problem (2), with time periods shifted from $t = 1, \ldots, T$ to $\tau = t, \ldots, t+H$, month indices shifted from $k = 1, \ldots, K$ to $j = k, \ldots, k + M - 1$, spot prices and loads replaced by their estimated values at time $t$, and the initial charge set to the known value $q_t$.

To compute the peak power cost in the current month, we consider the $N$ largest maximum daily powers executed from the start of the month up to the current day, including the maximum power for the current day itself. These are state variables in the MPC formulation, which we use to compute $m_k$ and $z_j = \psi(m_k, N)$. For the remaining months within the horizon, $m_j$ is computed based on the predicted power flows for each month. If a given month has less than $N$ days in our horizon, we set $N$ to the number of days in that month for the calculation of $z_j$.

**Execute.** We implement the first power flow in the plan, i.e., the power flows corresponding to time period $t$. Note that the planned power flows from $\tau = t+1$ to $\tau = t+H-1$ are never executed. Their purpose is only to improve the choice of power flows in the first step, which we do execute.


5.1 Running example

We run MPC with planning horizon $H = 720$ hours (30 days). This planning horizon straddles a maximum of two months. We have found that considering a surrogate peak power charge with $N = 1$ in the MPC formulation instead of $N = 3$ works better, i.e., we penalize the peak power in each month instead of the average of the $N = 3$ largest peak powers in different days, which is the true peak power charge. (Of course our analysis of the cost uses the correctly computed peak power.) We use forecasts of load and spot prices described in §6.

Computation. The MPC problem can be solved using an MILP solver. But since there are only a small number of integer variables in it, we can just as well solve it globally by solving individual LPs corresponding to the possible choices of tiers for the current and next month. It takes around 0.07 seconds to solve the MILP problem with the commercial solver Gurobi 10.0.1 and around 0.03 seconds to solve the LP problem with the commercial solver MOSEK 10.0.40. (With the other solvers it takes a bit longer.)

Results. With the MPC policy we achieve a cost of 21,549 NOK, which corresponds to savings of 3,488 NOK (or 13.9%) with respect to the no-storage baseline. This means that the MPC policy achieves more than 90% of the cost reduction that can be achieved using perfect foresight. The MPC policy is at most 1.7% suboptimal.

A cost comparison with a breakdown of charges is shown in table 2. Figure 11 gives a detailed monthly breakdown of this annual cost, further differentiating between energy charges (calculated from time-of-use and day-ahead prices) and peak power charges. We observe that in this example peak power charges contribute only minimally to the total cost, emphasizing that load shifting plays a more significant role in cost reduction than peak shaving.

MPC power flows. Figure 12 presents the power flows executed by the MPC policy over 2022. The top left figure shows the power drawn from the grid, while the top right figure depicts the load. The middle left and right figures show the charging and discharging storage power, respectively. We observe that the peak power using MPC exceeds that of the prescient case in several months, as can be seen in the bottom right figure, where we show the monthly $z_k$ values. This figure illustrates the average of the $N = 3$ largest daily powers in each month, both with and without storage. The $z_k$ values fall into tier 2 in 7 out of the 12 months (from March to
Table 2: Cost comparison: Baseline (no storage), prescient policy, and MPC policy with 40 kWh storage capacity. Costs are in NOK.

<table>
<thead>
<tr>
<th></th>
<th>Energy charge</th>
<th>Peak power charge</th>
<th>Total cost</th>
<th>Savings w.r.t. baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOU prices</td>
<td>Spot prices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8,677</td>
<td>13,336</td>
<td>3,024</td>
<td>25,037</td>
</tr>
<tr>
<td>Prescient</td>
<td>8,365</td>
<td>11,018</td>
<td>1,805</td>
<td>21,188</td>
</tr>
<tr>
<td>MPC</td>
<td>8,227</td>
<td>11,033</td>
<td>2,289</td>
<td>21,549</td>
</tr>
</tbody>
</table>

Figure 11: Comparison of monthly costs for baseline (left), prescient policy (middle), and MPC policy (right). Each broken down into time-of-use charges (blue), spot charges (orange), and peak power charges (green).
September) and into tier 3 the remaining 5 months. The bottom left figure shows the battery’s charge level over the year.

Figure 13 provides a detailed view of one week in July 2022. We observe again the load shifting and peak shaving effects of the battery. However, the peak power usage is 5 kW, contrasting with 2 kW in the prescient case.

Comparison with simpler forecasts. The MPC results in table 2 were obtained using forecasts generated from historical data described in §6. For comparison, we tested MPC with simpler forecasts that eliminate the need for historical data. For load prediction, we assume that the load over the next 23 hours will match the load from the last 23 hours (given that we know the current load at time $t$). This 24-hour prediction is then repeated over the rest of the horizon. Therefore, we only need to store 24 hours of load data to generate this forecast.

In the case of spot prices, they are disclosed daily at 13:00 for the following day, providing us with an advanced window of between 12 (at 12:00) to 35 hours (at 13:00) of known prices at any given hour. We use this perfect forecast within the MPC whenever it is available. When the MPC horizon surpasses the period of known prices, we extend the forecast by assuming constant prices, matching the last known value.

Using these forecasts, MPC achieves a cost of 21,892 NOK, which translates to savings of 3146 NOK (or 12.6%) compared to the no-storage baseline. The gap between the MPC cost and the prescient performance bound increases from 1.7% to 3.3%. It is worth noting that even with such a basic forecast, MPC is able to deliver reasonably good performance.
Figure 12: Power flows executed over 2022 using MPC, with tier thresholds shown as dashed black lines. Top left. Power drawn from the grid. Top right. Load. Middle left. Charging storage power. Middle right. Discharging storage power. Bottom left. Charge level. Bottom right. Average of the $N = 3$ largest maximum daily power flows in each month, $z_k$, with and without storage.
Figure 13: Power flows executed over one week in July 2022 using MPC, with tier thresholds shown as dashed black lines. Hourly electricity prices, $\lambda_t^{\text{tou}} + \lambda_t^{\text{spot}}$, are shown as dotted black lines. Top left. Power drawn from the grid. Top right. Load. Middle left. Charging storage power. Middle right. Discharging storage power. Bottom. Charge level.
6 Forecasting

In this section we describe a simple method to forecast a scalar time series $x_1, x_2, \ldots$ using historical data, based on the methods suggested in [Moe+19, Appendix A].

6.1 The baseline-residual forecast

The baseline-residual forecast is given by

$$\hat{x}_{\tau|t} = b_{\tau} + \hat{r}_{\tau|t},$$

where $\hat{x}_{\tau|t} \in \mathbb{R}$ is the prediction of quantity $x$ at time $\tau$ made at time $t < \tau$. The forecast $\hat{x}_{\tau|t}$ consists of two components: a seasonal baseline $b_{\tau}$ that captures periodically repeating patterns (e.g., diurnal, weekly, and seasonal variations), and an autoregressive residual term $\hat{r}_{\tau|t}$ that accounts for short-term deviations from the baseline based on recent past observations. The baseline prediction depends only on the time $\tau$ of the predicted quantity, and not the time $t$ at which the prediction is made. The forecast of the residual at time $\tau$, on the other hand, depends on $t$, the time at which the forecast is made. We describe below how to compute each of these components.

**Multi-sine baseline forecast.** A simple model for the baseline is a sum of $K$ sinusoids,

$$b_t = \beta_0 + \sum_{k=1}^{K} \alpha_k \sin \left( \frac{2\pi t}{P_k} \right) + \beta_k \cos \left( \frac{2\pi t}{P_k} \right),$$

where $\alpha_k$ and $\beta_k$ are the coefficients and $P_k$ are the periods. In the usual case of Fourier series, the periods have the form $P_k = P/k$, where $P$ is the fundamental period. But here we will introduce terms that model seasonal variation, weekly variation, and daily or diurnal variation.

To fit the vector of $2K + 1$ coefficients $\beta_0, \alpha_1, \beta_1, \ldots, \alpha_K, \beta_K$ to some historical training data $x_1, \ldots, x_T$, we use a pinball or quantile loss function with ridge regularization. (The pinball loss is robust, and allows us to create conservative forecasts that are more likely to overestimate or underestimate the true value, depending on the choice of a parameter.) The pinball loss function for quantile $\eta \in [0, 1]$ is defined as

$$L_\eta(u) = \max\{(1-\eta)u, \eta u\} = (\eta - 1/2)|u| + (1/2)u.$$
To find the coefficients we minimize

\[ \sum_{t=1}^{T} L \eta (b_t - x_t) + \lambda \sum_{k=1}^{K} \nu_k (\alpha_k^2 + \beta_k^2), \]

where \( \lambda > 0 \) is the regularization parameter, and \( \nu_k > 0 \) are parameters set to the square of the harmonics (e.g., 1, 4, 9, 16 for the 1st, 2nd, 3rd, and 4th harmonics, respectively) across all variation types, including daily, weekly, and annual. This choice implies a higher penalty for higher harmonics, thereby dampening their influence in the model. This is a convex problem and readily solved. Good values for \( \eta \) and \( \lambda \) can be chosen via out-of-sample or cross-validation [HTF01, §7.10], [BV18, §13.2].

**Auto-regressive residual forecast.** Once we have the baseline forecast, we subtract it from our historical data to obtain the sequence of historical residuals, \( r_t = x_t - b_t, \ t = 1, \ldots, T \). We fit an auto-regressive (AR) model to predict the residual \( r_t \) over the next \( L \) time periods, given the previous \( M \). The residual AR model has the form

\[ (\hat{r}_{t+1}\mid | t, \ldots, \hat{r}_{t+L}\mid | t) = \Gamma (r_{t-M+1}, \ldots, r_t), \]

where \( \Gamma \in \mathbb{R}^{L \times M} \) is the AR parameter matrix. To fit \( \Gamma \) we minimize

\[ \sum_{t=1}^{T} \sum_{\tau=t+1}^{t+L} L \eta (\hat{r}_{\tau \mid | t} - r_{\tau}) + \lambda \| \Gamma \|_F^2, \]

where \( \| \cdot \|_F \) denotes the Frobenius norm, i.e., square root of the sum of the squares of the entries, and \( \lambda > 0 \) is the regularization parameter. Good values for \( \eta \) and \( \lambda \) can be chosen via out-of-sample or cross-validation.

### 6.2 Running example

**Load forecasting.** We use the baseline-residual forecast describe above to predict the load. In the baseline component we model diurnal (24 hours), weekly, and seasonal (annual) periodicities, with 4 harmonics each. Therefore, we choose periods

\[
\begin{align*}
P_1 &= 24/1, & P_2 &= 24/2, & P_3 &= 24/3, & P_4 &= 24/4, \\
P_5 &= 168/1, & P_6 &= 168/2, & P_7 &= 168/3, & P_8 &= 168/4, \\
P_9 &= 8760/1, & P_{10} &= 8760/2, & P_{11} &= 8760/3, & P_{12} &= 8760/4.
\end{align*}
\]
We fit these 25 parameters on historical hourly data spanning two years (2020-2021). Figure 14 shows a comparison of the load and the baseline prediction for one week in both January (top) and July (bottom) of 2022.

In addition to the baseline, we fit an auto-regressive (AR) model to predict the residuals over the next 23 hours, given the previous 24. We fit the $23 \times 24$ matrix of model parameters $\Gamma$ using quantile regression with (weighted) ridge regularization on historical hourly data collected over the same two-year period (2020-2021). A comparison between a baseline forecast with and without auto-regressive residual component is shown in figure 15 for a test day in January 2022.

**Forecasting day-ahead spot prices.** We generate a baseline-residual forecast as before. In the case of spot prices, this forecast is used to extend the window of known prices, that ranges between 12 (at 12:00) to 35 hours (at 13:00) at any given hour. Figure 16 shows a comparison of spot prices and the baseline prediction for one week in both January (top) and July (bottom) of 2022. A comparison between a baseline forecast with and without auto-regressive residual component is shown in figure 17.
Figure 15: Comparison of forecasts for a test day in January 2022. The vertical line indicates the hour the forecast is made. The solid black line represents the load in the last 24 hours, while the dashed black line represents the load in the next 23 hours. The blue line represents a forecast that uses only a seasonal baseline model and the orange line corresponds to a forecast with both a seasonal baseline and an auto-regressive residual component.
for a test day in January 2022.

7 Conclusions

We propose an MPC policy to manage a storage device in a home connected to the grid, with the objective of minimizing the cost for grid power that includes a time-varying usage price and a tiered peak charge that depends on the average of the largest $N$ daily powers over a month. Numerical experiments on real data from a home in Trondheim, Norway, show that the MPC policy achieves a cost that is only 1.7% higher than the prescient performance bound.
Figure 17: Comparison of forecasts for a test day in January 2022. The vertical line indicates the hour the forecast is made. The solid black line represents spot prices in the last 24 hours, while the dashed black line represents spot prices in the next 23 hours. The blue line represents a forecast that uses only a seasonal baseline model and the orange line corresponds to a forecast with both a seasonal baseline and an auto-regressive residual component.
Acknowledgments

David Pérez-Piñeiro was supported by the Research Council of Norway and High-EFF, an eight-year Research Center operating under the FME-scheme (Center for Environment-friendly Energy Research, Grant No. 257632). Stephen Boyd was partially supported by ACCESS (AI Chip Center for Emerging Smart Systems), sponsored by InnoHK funding, Hong Kong SAR, and by Office of Naval Research grant N00014-22-1-2121.
References


