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Preface

This book is about convex optimization, a special class of mathematical optimization problems, which includes least-squares and linear programming problems. It is well known that least-squares and linear programming problems have a fairly complete theory, arise in a variety of applications, and can be solved numerically very efficiently. The basic point of this book is that the same can be said for the larger class of convex optimization problems.

While the mathematics of convex optimization has been studied for about a century, several related recent developments have stimulated new interest in the topic. The first is the recognition that interior-point methods, developed in the 1980s to solve linear programming problems, can be used to solve convex optimization problems as well. These new methods allow us to solve certain new classes of convex optimization problems, such as semidefinite programs and second-order cone programs, almost as easily as linear programs.

The second development is the discovery that convex optimization problems (beyond least-squares and linear programs) are more prevalent in practice than was previously thought. Since 1990 many applications have been discovered in areas such as automatic control systems, estimation and signal processing, communications and networks, electronic circuit design, data analysis and modeling, statistics, and finance. Convex optimization has also found wide application in combinatorial optimization and global optimization, where it is used to find bounds on the optimal value, as well as approximate solutions. We believe that many other applications of convex optimization are still waiting to be discovered.

There are great advantages to recognizing or formulating a problem as a convex optimization problem. The most basic advantage is that the problem can then be solved, very reliably and efficiently, using interior-point methods or other special methods for convex optimization. These solution methods are reliable enough to be embedded in a computer-aided design or analysis tool, or even a real-time reactive or automatic control system. There are also theoretical or conceptual advantages of formulating a problem as a convex optimization problem. The associated dual problem, for example, often has an interesting interpretation in terms of the original problem, and sometimes leads to an efficient or distributed method for solving it.

We think that convex optimization is an important enough topic that everyone who uses computational mathematics should know at least a little bit about it. In our opinion, convex optimization is a natural next topic after advanced linear algebra (topics like least-squares, singular values), and linear programming.
Goal of this book

For many general purpose optimization methods, the typical approach is to just try out the method on the problem to be solved. The full benefits of convex optimization, in contrast, only come when the problem is known ahead of time to be convex. Of course, many optimization problems are not convex, and it can be difficult to recognize the ones that are, or to reformulate a problem so that it is convex.

Our main goal is to help the reader develop a working knowledge of convex optimization, i.e., to develop the skills and background needed to recognize, formulate, and solve convex optimization problems.

Developing a working knowledge of convex optimization can be mathematically demanding, especially for the reader interested primarily in applications. In our experience (mostly with graduate students in electrical engineering and computer science), the investment often pays off well, and sometimes very well.

There are several books on linear programming, and general nonlinear programming, that focus on problem formulation, modeling, and applications. Several other books cover the theory of convex optimization, or interior-point methods and their complexity analysis. This book is meant to be something in between, a book on general convex optimization that focuses on problem formulation and modeling.

We should also mention what this book is not. It is not a text primarily about convex analysis, or the mathematics of convex optimization; several existing texts cover these topics well. Nor is the book a survey of algorithms for convex optimization. Instead we have chosen just a few good algorithms, and describe only simple, stylized versions of them (which, however, do work well in practice). We make no attempt to cover the most recent state of the art in interior-point (or other) methods for solving convex problems. Our coverage of numerical implementation issues is also highly simplified, but we feel that it is adequate for the potential user to develop working implementations, and we do cover, in some detail, techniques for exploiting structure to improve the efficiency of the methods. We also do not cover, in more than a simplified way, the complexity theory of the algorithms we describe. We do, however, give an introduction to the important ideas of self-concordance and complexity analysis for interior-point methods.

Audience

This book is meant for the researcher, scientist, or engineer who uses mathematical optimization, or more generally, computational mathematics. This includes, naturally, those working directly in optimization and operations research, and also many others who use optimization, in fields like computer science, economics, finance, statistics, data mining, and many fields of science and engineering. Our primary focus is on the latter group, the potential users of convex optimization, and not the (less numerous) experts in the field of convex optimization.

The only background required of the reader is a good knowledge of advanced calculus and linear algebra. If the reader has seen basic mathematical analysis (e.g., norms, convergence, elementary topology), and basic probability theory, he or she should be able to follow every argument and discussion in the book. We hope that
readers who have not seen analysis and probability, however, can still get all of the essential ideas and important points. Prior exposure to numerical computing or optimization is not needed, since we develop all of the needed material from these areas in the text or appendices.

**Using this book in courses**

We hope that this book will be useful as the primary or alternate textbook for several types of courses. Since 1995 we have been using drafts of this book for graduate courses on linear, nonlinear, and convex optimization (with engineering applications) at Stanford and UCLA. We are able to cover most of the material, though not in detail, in a one quarter graduate course. A one semester course allows for a more leisurely pace, more applications, more detailed treatment of theory, and perhaps a short student project. A two quarter sequence allows an expanded treatment of the more basic topics such as linear and quadratic programming (which are very useful for the applications oriented student), or a more substantial student project.

This book can also be used as a reference or alternate text for a more traditional course on linear and nonlinear optimization, or a course on control systems (or other applications area), that includes some coverage of convex optimization. As the secondary text in a more theoretically oriented course on convex optimization, it can be used as a source of simple practical examples.
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Chapter 1

Introduction

In this introduction we give an overview of mathematical optimization, focusing on the special role of convex optimization. The concepts introduced informally here will be covered in later chapters, with more care and technical detail.

1.1 Mathematical optimization

A mathematical optimization problem, or just optimization problem, has the form

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq b_i, \quad i = 1, \ldots, m.
\end{align*}
\]  

(1.1)

Here the vector \( x = (x_1, \ldots, x_n) \) is the optimization variable of the problem, the function \( f_0 : \mathbb{R}^n \to \mathbb{R} \) is the objective function, the functions \( f_i : \mathbb{R}^n \to \mathbb{R}, \quad i = 1, \ldots, m \), are the (inequality) constraint functions, and the constants \( b_1, \ldots, b_m \) are the limits, or bounds, for the constraints. A vector \( x^\star \) is called optimal, or a solution of the problem (1.1), if it has the smallest objective value among all vectors that satisfy the constraints: for any \( z \) with \( f_1(z) \leq b_1, \ldots, f_m(z) \leq b_m \), we have \( f_0(z) \geq f_0(x^\star) \).

We generally consider families or classes of optimization problems, characterized by particular forms of the objective and constraint functions. As an important example, the optimization problem (1.1) is called a linear program if the objective and constraint functions \( f_0, \ldots, f_m \) are linear, i.e., satisfy

\[
f_i(\alpha x + \beta y) = \alpha f_i(x) + \beta f_i(y)
\]  

(1.2)

for all \( x, y \in \mathbb{R}^n \) and all \( \alpha, \beta \in \mathbb{R} \). If the optimization problem is not linear, it is called a nonlinear program.

This book is about a class of optimization problems called convex optimization problems. A convex optimization problem is one in which the objective and constraint functions are convex, which means they satisfy the inequality

\[
f_i(\alpha x + \beta y) \leq \alpha f_i(x) + \beta f_i(y)
\]  

(1.3)
for all \( x, y \in \mathbb{R}^n \) and all \( \alpha, \beta \in \mathbb{R} \) with \( \alpha + \beta = 1, \alpha \geq 0, \beta \geq 0 \). Comparing (1.3) and (1.2), we see that convexity is more general than linearity: inequality replaces the more restrictive equality, and the inequality must hold only for certain values of \( \alpha \) and \( \beta \). Since any linear program is therefore a convex optimization problem, we can consider convex optimization to be a generalization of linear programming.

1.1.1 Applications

The optimization problem (1.1) is an abstraction of the problem of making the best possible choice of a vector in \( \mathbb{R}^n \) from a set of candidate choices. The variable \( x \) represents the choice made; the constraints \( f_i(x) \leq b_i \) represent firm requirements or specifications that limit the possible choices, and the objective value \( f_0(x) \) represents the cost of choosing \( x \). (We can also think of \( -f_0(x) \) as representing the value, or utility, of choosing \( x \).) A solution of the optimization problem (1.1) corresponds to a choice that has minimum cost (or maximum utility), among all choices that meet the firm requirements.

In portfolio optimization, for example, we seek the best way to invest some capital in a set of \( n \) assets. The variable \( x_i \) represents the investment in the \( i \)th asset, so the vector \( x \in \mathbb{R}^n \) describes the overall portfolio allocation across the set of assets. The constraints might represent a limit on the budget (\( i.e. \), a limit on the total amount to be invested), the requirement that investments are nonnegative (assuming short positions are not allowed), and a minimum acceptable value of expected return for the whole portfolio. The objective or cost function might be a measure of the overall risk or variance of the portfolio return. In this case, the optimization problem (1.1) corresponds to choosing a portfolio allocation that minimizes risk, among all possible allocations that meet the firm requirements.

Another example is device sizing in electronic design, which is the task of choosing the width and length of each device in an electronic circuit. Here the variables represent the widths and lengths of the devices. The constraints represent a variety of engineering requirements, such as limits on the device sizes imposed by the manufacturing process, timing requirements that ensure that the circuit can operate reliably at a specified speed, and a limit on the total area of the circuit. A common objective in a device sizing problem is the total power consumed by the circuit. The optimization problem (1.1) is to find the device sizes that satisfy the design requirements (on manufacturability, timing, and area) and are most power efficient.

In data fitting, the task is to find a model, from a family of potential models, that best fits some observed data and prior information. Here the variables are the parameters in the model, and the constraints can represent prior information or required limits on the parameters (such as nonnegativity). The objective function might be a measure of misfit or prediction error between the observed data and the values predicted by the model, or a statistical measure of the unlikeliness or implausibility of the parameter values. The optimization problem (1.1) is to find the model parameter values that are consistent with the prior information, and give the smallest misfit or prediction error with the observed data (or, in a statistical
framework, are most likely).

An amazing variety of practical problems involving decision making (or system design, analysis, and operation) can be cast in the form of a mathematical optimization problem, or some variation such as a multicriterion optimization problem. Indeed, mathematical optimization has become an important tool in many areas. It is widely used in engineering, in electronic design automation, automatic control systems, and optimal design problems arising in civil, chemical, mechanical, and aerospace engineering. Optimization is used for problems arising in network design and operation, finance, supply chain management, scheduling, and many other areas. The list of applications is still steadily expanding.

For most of these applications, mathematical optimization is used as an aid to a human decision maker, system designer, or system operator, who supervises the process, checks the results, and modifies the problem (or the solution approach) when necessary. This human decision maker also carries out any actions suggested by the optimization problem, e.g., buying or selling assets to achieve the optimal portfolio.

A relatively recent phenomenon opens the possibility of many other applications for mathematical optimization. With the proliferation of computers embedded in products, we have seen a rapid growth in embedded optimization. In these embedded applications, optimization is used to automatically make real-time choices, and even carry out the associated actions, with no (or little) human intervention or oversight. In some application areas, this blending of traditional automatic control systems and embedded optimization is well under way; in others, it is just starting. Embedded real-time optimization raises some new challenges: in particular, it requires solution methods that are extremely reliable, and solve problems in a predictable amount of time (and memory).

### 1.1.2 Solving optimization problems

A solution method for a class of optimization problems is an algorithm that computes a solution of the problem (to some given accuracy), given a particular problem from the class, i.e., an instance of the problem. Since the late 1940s, a large effort has gone into developing algorithms for solving various classes of optimization problems, analyzing their properties, and developing good software implementations. The effectiveness of these algorithms, i.e., our ability to solve the optimization problem (1.1), varies considerably, and depends on factors such as the particular forms of the objective and constraint functions, how many variables and constraints there are, and special structure, such as sparsity. (A problem is sparse if each constraint function depends on only a small number of the variables).

Even when the objective and constraint functions are smooth (for example, polynomials) the general optimization problem (1.1) is surprisingly difficult to solve. Approaches to the general problem therefore involve some kind of compromise, such as very long computation time, or the possibility of not finding the solution. Some of these methods are discussed in §1.4.

There are, however, some important exceptions to the general rule that most optimization problems are difficult to solve. For a few problem classes we have
effective algorithms that can reliably solve even large problems, with hundreds or thousands of variables and constraints. Two important and well known examples, described in §1.2 below (and in detail in chapter 4), are least-squares problems and linear programs. It is less well known that convex optimization is another exception to the rule: Like least-squares or linear programming, there are very effective algorithms that can reliably and efficiently solve even large convex problems.

1.2 Least-squares and linear programming

In this section we describe two very widely known and used special subclasses of convex optimization: least-squares and linear programming. (A complete technical treatment of these problems will be given in chapter 4.)

1.2.1 Least-squares problems

A least-squares problem is an optimization problem with no constraints (i.e., $m = 0$) and an objective which is a sum of squares of terms of the form $a_i^T x - b_i$:

$$\text{minimize } f_0(x) = \|Ax - b\|_2^2 = \sum_{i=1}^{k} (a_i^T x - b_i)^2. \quad (1.4)$$

Here $A \in \mathbb{R}^{k \times n}$ (with $k \geq n$), $a_i^T$ are the rows of $A$, and the vector $x \in \mathbb{R}^n$ is the optimization variable.

Solving least-squares problems

The solution of a least-squares problem (1.4) can be reduced to solving a set of linear equations,

$$(A^T A)x = A^T b,$$

so we have the analytical solution $x = (A^T A)^{-1} A^T b$. For least-squares problems we have good algorithms (and software implementations) for solving the problem to high accuracy, with very high reliability. The least-squares problem can be solved in a time approximately proportional to $n^2 k$, with a known constant. A current desktop computer can solve a least-squares problem with hundreds of variables, and thousands of terms, in a few seconds; more powerful computers, of course, can solve larger problems, or the same size problems, faster. (Moreover, these solution times will decrease exponentially in the future, according to Moore’s law.) Algorithms and software for solving least-squares problems are reliable enough for embedded optimization.

In many cases we can solve even larger least-squares problems, by exploiting some special structure in the coefficient matrix $A$. Suppose, for example, that the matrix $A$ is sparse, which means that it has far fewer than $kn$ nonzero entries. By exploiting sparsity, we can usually solve the least-squares problem much faster than order $n^2 k$. A current desktop computer can solve a sparse least-squares problem...
with tens of thousands of variables, and hundreds of thousands of terms, in around a minute (although this depends on the particular sparsity pattern).

For extremely large problems (say, with millions of variables), or for problems with exacting real-time computing requirements, solving a least-squares problem can be a challenge. But in the vast majority of cases, we can say that existing methods are very effective, and extremely reliable. Indeed, we can say that solving least-squares problems (that are not on the boundary of what is currently achievable) is a (mature) technology, that can be reliably used by many people who do not know, and do not need to know, the details.

### Using least-squares

The least-squares problem is the basis for regression analysis, optimal control, and many parameter estimation and data fitting methods. It has a number of statistical interpretations, e.g., as maximum likelihood estimation of a vector $x$, given linear measurements corrupted by Gaussian measurement errors.

Recognizing an optimization problem as a least-squares problem is straightforward; we only need to verify that the objective is a quadratic function (and then test whether the associated quadratic form is positive semidefinite). While the basic least-squares problem has a simple fixed form, several standard techniques are used to increase its flexibility in applications.

In **weighted least-squares**, the weighted least-squares cost

$$
\sum_{i=1}^{k} w_i (a_i^T x - b_i)^2,
$$

where $w_1, \ldots, w_k$ are positive, is minimized. (This problem is readily cast and solved as a standard least-squares problem.) Here the weights $w_i$ are chosen to reflect differing levels of concern about the sizes of the terms $a_i^T x - b_i$, or simply to influence the solution. In a statistical setting, weighted least-squares arises in estimation of a vector $x$, given linear measurements corrupted by errors with unequal variances.

Another technique in least-squares is **regularization**, in which extra terms are added to the cost function. In the simplest case, a positive multiple of the sum of squares of the variables is added to the cost function:

$$
\sum_{i=1}^{k} (a_i^T x - b_i)^2 + \rho \sum_{i=1}^{n} x_i^2,
$$

where $\rho > 0$. (This problem too can be formulated as a standard least-squares problem.) The extra terms penalize large values of $x$, and result in a sensible solution in cases when minimizing the first sum only does not. The parameter $\rho$ is chosen by the user to give the right trade-off between making the original objective function $\sum_{i=1}^{k} (a_i^T x - b_i)^2$ small, while keeping $\sum_{i=1}^{n} x_i^2$ not too big. Regularization comes up in statistical estimation when the vector $x$ to be estimated is given a prior distribution.

Weighted least-squares and regularization are covered in chapter 6; their statistical interpretations are given in chapter 7.
1.2.2 Linear programming

Another important class of optimization problems is linear programming, in which the objective and all constraint functions are linear:

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad a_i^T x \leq b_i, \quad i = 1, \ldots, m.
\end{align*}
\] (1.5)

Here the vectors \(c, a_1, \ldots, a_m \in \mathbb{R}^n\) and scalars \(b_1, \ldots, b_m \in \mathbb{R}\) are problem parameters that specify the objective and constraint functions.

Solving linear programs

There is no simple analytical formula for the solution of a linear program (as there is for a least-squares problem), but there are a variety of very effective methods for solving them, including Dantzig’s simplex method, and the more recent interior-point methods described later in this book. While we cannot give the exact number of arithmetic operations required to solve a linear program (as we can for least-squares), we can establish rigorous bounds on the number of operations required to solve a linear program, to a given accuracy, using an interior-point method. The complexity in practice is order \(n^2 m\) (assuming \(m \geq n\)) but with a constant that is less well characterized than for least-squares. These algorithms are quite reliable, although perhaps not quite as reliable as methods for least-squares. We can easily solve problems with hundreds of variables and thousands of constraints on a small desktop computer, in a matter of seconds. If the problem is sparse, or has some other exploitable structure, we can often solve problems with tens or hundreds of thousands of variables and constraints.

As with least-squares problems, it is still a challenge to solve extremely large linear programs, or to solve linear programs with exacting real-time computing requirements. But, like least-squares, we can say that solving (most) linear programs is a mature technology. Linear programming solvers can be (and are) embedded in many tools and applications.

Using linear programming

Some applications lead directly to linear programs in the form (1.5), or one of several other standard forms. In many other cases the original optimization problem does not have a standard linear program form, but can be transformed to an equivalent linear program (and then, of course, solved) using techniques covered in detail in chapter 4.

As a simple example, consider the Chebyshev approximation problem:

\[
\begin{align*}
\text{minimize} & \quad \max_{i=1,\ldots,k} |a_i^T x - b_i|.
\end{align*}
\] (1.6)

Here \(x \in \mathbb{R}^n\) is the variable, and \(a_1, \ldots, a_k \in \mathbb{R}^n, b_1, \ldots, b_k \in \mathbb{R}\) are parameters that specify the problem instance. Note the resemblance to the least-squares problem (1.4). For both problems, the objective is a measure of the size of the terms \(a_i^T x - b_i\). In least-squares, we use the sum of squares of the terms as objective, whereas in Chebyshev approximation, we use the maximum of the absolute values.
One other important distinction is that the objective function in the Chebyshev approximation problem (1.6) is not differentiable; the objective in the least-squares problem (1.4) is quadratic, and therefore differentiable.

The Chebyshev approximation problem (1.6) can be solved by solving the linear program

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad a_i^T x - t \leq b_i, \quad i = 1, \ldots, k \\
& \quad -a_i^T x - t \leq -b_i, \quad i = 1, \ldots, k,
\end{align*}$$

(1.7)

with variables $x \in \mathbb{R}^n$ and $t \in \mathbb{R}$. (The details will be given in chapter 6.) Since linear programs are readily solved, the Chebyshev approximation problem is therefore readily solved.

Anyone with a working knowledge of linear programming would recognize the Chebyshev approximation problem (1.6) as one that can be reduced to a linear program. For those without this background, though, it might not be obvious that the Chebyshev approximation problem (1.6), with its nondifferentiable objective, can be formulated and solved as a linear program.

While recognizing problems that can be reduced to linear programs is more involved than recognizing a least-squares problem, it is a skill that is readily acquired, since only a few standard tricks are used. The task can even be partially automated; some software systems for specifying and solving optimization problems can automatically recognize (some) problems that can be reformulated as linear programs.

### 1.3 Convex optimization

A convex optimization problem is one of the form

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq b_i, \quad i = 1, \ldots, m,
\end{align*}$$

(1.8)

where the functions $f_0, \ldots, f_m : \mathbb{R}^n \to \mathbb{R}$ are convex, i.e., satisfy

$$f_i(\alpha x + \beta y) \leq \alpha f_i(x) + \beta f_i(y)$$

for all $x, y \in \mathbb{R}^n$ and all $\alpha, \beta \in \mathbb{R}$ with $\alpha + \beta = 1, \alpha \geq 0, \beta \geq 0$. The least-squares problem (1.4) and linear programming problem (1.5) are both special cases of the general convex optimization problem (1.8).

#### 1.3.1 Solving convex optimization problems

There is in general no analytical formula for the solution of convex optimization problems, but (as with linear programming problems) there are very effective methods for solving them. Interior-point methods work very well in practice, and in some cases can be proved to solve the problem to a specified accuracy with a number of
operations that does not exceed a polynomial of the problem dimensions. (This is covered in chapter 11.)

We will see that interior-point methods can solve the problem \((1.8)\) in a number of steps or iterations that is almost always in the range between 10 and 100. Ignoring any structure in the problem (such as sparsity), each step requires on the order of

\[
\max\{n^3, n^2m, F\}
\]

operations, where \(F\) is the cost of evaluating the first and second derivatives of the objective and constraint functions \(f_0, \ldots, f_m\).

Like methods for solving linear programs, these interior-point methods are quite reliable. We can easily solve problems with hundreds of variables and thousands of constraints on a current desktop computer, in at most a few tens of seconds. By exploiting problem structure (such as sparsity), we can solve far larger problems, with many thousands of variables and constraints.

We cannot yet claim that solving general convex optimization problems is a mature technology, like solving least-squares or linear programming problems. Research on interior-point methods for general nonlinear convex optimization is still a very active research area, and no consensus has emerged yet as to what the best method or methods are. But it is reasonable to expect that solving general convex optimization problems will become a technology within a few years. And for some subclasses of convex optimization problems, for example second-order cone programming or geometric programming (studied in detail in chapter 4), it is fair to say that interior-point methods are approaching a technology.

1.3.2 Using convex optimization

Using convex optimization is, at least conceptually, very much like using least-squares or linear programming. If we can formulate a problem as a convex optimization problem, then we can solve it efficiently, just as we can solve a least-squares problem efficiently. With only a bit of exaggeration, we can say that, if you formulate a practical problem as a convex optimization problem, then you have solved the original problem.

There are also some important differences. Recognizing a least-squares problem is straightforward, but recognizing a convex function can be difficult. In addition, there are many more tricks for transforming convex problems than for transforming linear programs. Recognizing convex optimization problems, or those that can be transformed to convex optimization problems, can therefore be challenging. The main goal of this book is to give the reader the background needed to do this. Once the skill of recognizing or formulating convex optimization problems is developed, you will find that surprisingly many problems can be solved via convex optimization.

The challenge, and art, in using convex optimization is in recognizing and formulating the problem. Once this formulation is done, solving the problem is, like least-squares or linear programming, (almost) technology.
1.4 Nonlinear optimization

Nonlinear optimization (or nonlinear programming) is the term used to describe an optimization problem when the objective or constraint functions are not linear, but not known to be convex. Sadly, there are no effective methods for solving the general nonlinear programming problem (1.1). Even simple looking problems with as few as ten variables can be extremely challenging, while problems with a few hundreds of variables can be intractable. Methods for the general nonlinear programming problem therefore take several different approaches, each of which involves some compromise.

1.4.1 Local optimization

In local optimization, the compromise is to give up seeking the optimal $x$, which minimizes the objective over all feasible points. Instead we seek a point that is only locally optimal, which means that it minimizes the objective function among feasible points that are near it, but is not guaranteed to have a lower objective value than all other feasible points. A large fraction of the research on general nonlinear programming has focused on methods for local optimization, which as a consequence are well developed.

Local optimization methods can be fast, can handle large-scale problems, and are widely applicable, since they only require differentiability of the objective and constraint functions. As a result, local optimization methods are widely used in applications where there is value in finding a good point, if not the very best. In an engineering design application, for example, local optimization can be used to improve the performance of a design originally obtained by manual, or other, design methods.

There are several disadvantages of local optimization methods, beyond (possibly) not finding the true, globally optimal solution. The methods require an initial guess for the optimization variable. This initial guess or starting point is critical, and can greatly affect the objective value of the local solution obtained. Little information is provided about how far from (globally) optimal the local solution is. Local optimization methods are often sensitive to algorithm parameter values, which may need to be adjusted for a particular problem, or family of problems.

Using a local optimization method is trickier than solving a least-squares problem, linear program, or convex optimization problem. It involves experimenting with the choice of algorithm, adjusting algorithm parameters, and finding a good enough initial guess (when one instance is to be solved) or a method for producing a good enough initial guess (when a family of problems is to be solved). Roughly speaking, local optimization methods are more art than technology. Local optimization is a well developed art, and often very effective, but it is nevertheless an art. In contrast, there is little art involved in solving a least-squares problem or a linear program (except, of course, those on the boundary of what is currently possible).

An interesting comparison can be made between local optimization methods for nonlinear programming, and convex optimization. Since differentiability of the ob-
jective and constraint functions is the only requirement for most local optimization methods, formulating a practical problem as a nonlinear optimization problem is relatively straightforward. The art in local optimization is in solving the problem (in the weakened sense of finding a locally optimal point), once it is formulated. In convex optimization these are reversed: The art and challenge is in problem formulation: once a problem is formulated as a convex optimization problem, it is relatively straightforward to solve it.

1.4.2 Global optimization

In global optimization, the true global solution of the optimization problem (1.1) is found; the compromise is efficiency. The worst-case complexity of global optimization methods grows exponentially with the problem sizes $n$ and $m$; the hope is that in practice, for the particular problem instances encountered, the method is far faster. While this favorable situation does occur, it is not typical. Even small problems, with a few tens of variables, can take a very long time (e.g., hours or days) to solve.

Global optimization is used for problems with a small number of variables, where computing time is not critical, and the value of finding the true global solution is very high. One example from engineering design is worst-case analysis or verification of a high value or safety-critical system. Here the variables represent uncertain parameters, that can vary during manufacturing, or with the environment or operating condition. The objective function is a utility function, i.e., one for which smaller values are worse than larger values, and the constraints represent prior knowledge about the possible parameter values. The optimization problem (1.1) is the problem of finding the worst-case values of the parameters. If the worst-case value is acceptable, we can certify the system as safe or reliable (with respect to the parameter variations).

A local optimization method can rapidly find a set of parameter values that is bad, but not guaranteed to be the absolute worst possible. If a local optimization method finds parameter values that yield unacceptable performance, it has succeeded in determining that the system is not reliable. But a local optimization method cannot certify the system as reliable; it can only fail to find bad parameter values. A global optimization method, in contrast, will find the absolute worst values of the parameters, and if the associated performance is acceptable, can certify the system as safe. The cost is computation time, which can be very large, even for a relatively small number of parameters. But it may be worth it in cases where the value of certifying the performance is high, or the cost of being wrong about the reliability or safety is high.

1.4.3 Role of convex optimization in nonconvex problems

In this book we focus primarily on convex optimization problems, and applications that can be reduced to convex optimization problems. But convex optimization also plays an important role in problems that are not convex.
Initialization for local optimization

One obvious use is to combine convex optimization with a local optimization method. Starting with a nonconvex problem, we first find an approximate, but convex, formulation of the problem. By solving this approximate problem, which can be done easily and without an initial guess, we obtain the exact solution to the approximate convex problem. This point is then used as the starting point for a local optimization method, applied to the original nonconvex problem.

Convex heuristics for nonconvex optimization

Convex optimization is the basis for several heuristics for solving nonconvex problems. One interesting example we will see is the problem of finding a sparse vector $x$ (i.e., one with few nonzero entries) that satisfies some constraints. While this is a difficult combinatorial problem, there are some simple heuristics, based on convex optimization, that often find fairly sparse solutions. (These are described in chapter 6.)

Another broad example is given by randomized algorithms, in which an approximate solution to a nonconvex problem is found by drawing some number of candidates from a probability distribution, and taking the best one found as the approximate solution. Now suppose the family of distributions from which we will draw the candidates is parametrized, e.g., by its mean and covariance. We can then pose the question, which of these distributions gives us the smallest expected value of the objective? It turns out that this problem is sometimes a convex problem, and therefore efficiently solved. (See, e.g., exercise 11.23.)

Bounds for global optimization

Many methods for global optimization require a cheaply computable lower bound on the optimal value of the nonconvex problem. Two standard methods for doing this are based on convex optimization. In relaxation, each nonconvex constraint is replaced with a looser, but convex, constraint. In Lagrangian relaxation, the Lagrangian dual problem (described in chapter 5) is solved. This problem is convex, and provides a lower bound on the optimal value of the nonconvex problem.

1.5 Outline

The book is divided into three main parts, titled Theory, Applications, and Algorithms.

1.5.1 Part I: Theory

In part I, Theory, we cover basic definitions, concepts, and results from convex analysis and convex optimization. We make no attempt to be encyclopedic, and skew our selection of topics toward those that we think are useful in recognizing
and formulating convex optimization problems. This is classical material, almost all of which can be found in other texts on convex analysis and optimization. We make no attempt to give the most general form of the results; for that the reader can refer to any of the standard texts on convex analysis.

Chapters 2 and 3 cover convex sets and convex functions, respectively. We give some common examples of convex sets and functions, as well as a number of convex calculus rules, i.e., operations on sets and functions that preserve convexity. Combining the basic examples with the convex calculus rules allows us to form (or perhaps more importantly, recognize) some fairly complicated convex sets and functions.

In chapter 4, Convex optimization problems, we give a careful treatment of optimization problems, and describe a number of transformations that can be used to reformulate problems. We also introduce some common subclasses of convex optimization, such as linear programming and geometric programming, and the more recently developed second-order cone programming and semidefinite programming.

Chapter 5 covers Lagrangian duality, which plays a central role in convex optimization. Here we give the classical Karush-Kuhn-Tucker conditions for optimality, and a local and global sensitivity analysis for convex optimization problems.

1.5.2 Part II: Applications

In part II, Applications, we describe a variety of applications of convex optimization, in areas like probability and statistics, computational geometry, and data fitting. We have described these applications in a way that is accessible, we hope, to a broad audience. To keep each application short, we consider only simple cases, sometimes adding comments about possible extensions. We are sure that our treatment of some of the applications will cause experts to cringe, and we apologize to them in advance. But our goal is to convey the flavor of the application, quickly and to a broad audience, and not to give an elegant, theoretically sound, or complete treatment. Our own backgrounds are in electrical engineering, in areas like control systems, signal processing, and circuit analysis and design. Although we include these topics in the courses we teach (using this book as the main text), only a few of these applications are broadly enough accessible to be included here.

The aim of part II is to show the reader, by example, how convex optimization can be applied in practice.

1.5.3 Part III: Algorithms

In part III, Algorithms, we describe numerical methods for solving convex optimization problems, focusing on Newton’s algorithm and interior-point methods. Part III is organized as three chapters, which cover unconstrained optimization, equality constrained optimization, and inequality constrained optimization, respectively. These chapters follow a natural hierarchy, in which solving a problem is reduced to solving a sequence of simpler problems. Quadratic optimization problems (including, e.g., least-squares) form the base of the hierarchy; they can be
solved exactly by solving a set of linear equations. Newton’s method, developed in chapters 9 and 10, is the next level in the hierarchy. In Newton’s method, solving an unconstrained or equality constrained problem is reduced to solving a sequence of quadratic problems. In chapter 11, we describe interior-point methods, which form the top level of the hierarchy. These methods solve an inequality constrained problem by solving a sequence of unconstrained, or equality constrained, problems.

Overall we cover just a handful of algorithms, and omit entire classes of good methods, such as quasi-Newton, conjugate-gradient, bundle, and cutting-plane algorithms. For the methods we do describe, we give simplified variants, and not the latest, most sophisticated versions. Our choice of algorithms was guided by several criteria. We chose algorithms that are simple (to describe and implement), but also reliable and robust, and effective and fast enough for most problems.

Many users of convex optimization end up using (but not developing) standard software, such as a linear or semidefinite programming solver. For these users, the material in part III is meant to convey the basic flavor of the methods, and give some ideas of their basic attributes. For those few who will end up developing new algorithms, we think that part III serves as a good introduction.

1.5.4 Appendices

There are three appendices. The first lists some basic facts from mathematics that we use, and serves the secondary purpose of setting out our notation. The second appendix covers a fairly particular topic, optimization problems with quadratic objective and one quadratic constraint. These are nonconvex problems that nevertheless can be effectively solved, and we use the results in several of the applications described in part II.

The final appendix gives a brief introduction to numerical linear algebra, concentrating on methods that can exploit problem structure, such as sparsity, to gain efficiency. We do not cover a number of important topics, including roundoff analysis, or give any details of the methods used to carry out the required factorizations. These topics are covered by a number of excellent texts.

1.5.5 Comments on examples

In many places in the text (but particularly in parts II and III, which cover applications and algorithms, respectively) we illustrate ideas using specific examples. In some cases, the examples are chosen (or designed) specifically to illustrate our point; in other cases, the examples are chosen to be ‘typical’. This means that the examples were chosen as samples from some obvious or simple probability distribution. The dangers of drawing conclusions about algorithm performance from a few tens or hundreds of randomly generated examples are well known, so we will not repeat them here. These examples are meant only to give a rough idea of algorithm performance, or a rough idea of how the computational effort varies with problem dimensions, and not as accurate predictors of algorithm performance. In particular, your results may vary from ours.
1.5.6 Comments on exercises

Each chapter concludes with a set of exercises. Some involve working out the details of an argument or claim made in the text. Others focus on determining, or establishing, convexity of some given sets, functions, or problems; or more generally, convex optimization problem formulation. Some chapters include numerical exercises, which require some (but not much) programming in an appropriate high level language. The difficulty level of the exercises is mixed, and varies without warning from quite straightforward to rather tricky.

1.6 Notation

Our notation is more or less standard, with a few exceptions. In this section we describe our basic notation; a more complete list appears on page 697.

We use \( \mathbb{R} \) to denote the set of real numbers, \( \mathbb{R}_+ \) to denote the set of nonnegative real numbers, and \( \mathbb{R}^{++} \) to denote the set of positive real numbers. The set of real \( n \)-vectors is denoted \( \mathbb{R}^n \), and the set of real \( m \times n \) matrices is denoted \( \mathbb{R}^{m \times n} \). We delimit vectors and matrices with square brackets, with the components separated by space. We use parentheses to construct column vectors from comma separated lists. For example, if \( a, b, c \in \mathbb{R} \), we have

\[
(a, b, c) = \begin{bmatrix} a \\ b \\ c \end{bmatrix} = [a \ b \ c]^T,
\]

which is an element of \( \mathbb{R}^3 \). The symbol \( \mathbf{1} \) denotes a vector all of whose components are one (with dimension determined from context). The notation \( x_i \) can refer to the \( i \)th component of the vector \( x \), or to the \( i \)th element of a set or sequence of vectors \( x_1, x_2, \ldots \). The context, or the text, makes it clear which is meant.

We use \( \mathbf{S}^k \) to denote the set of symmetric \( k \times k \) matrices, \( \mathbf{S}^k_+ \) to denote the set of symmetric positive semidefinite \( k \times k \) matrices, and \( \mathbf{S}^{++} \) to denote the set of symmetric positive definite \( k \times k \) matrices. The curled inequality symbol \( \succeq \) (and its strict form \( \succ \)) is used to denote generalized inequality: between vectors, it represents componentwise inequality; between symmetric matrices, it represents matrix inequality. With a subscript, the symbol \( \preceq_K \) (or \( \prec_K \)) denotes generalized inequality with respect to the cone \( K \) (explained in §2.4.1).

Our notation for describing functions deviates a bit from standard notation, but we hope it will cause no confusion. We use the notation \( f : \mathbb{R}^p \to \mathbb{R}^q \) to mean that \( f \) is an \( \mathbb{R}^q \)-valued function on some subset of \( \mathbb{R}^p \), specifically, its domain, which we denote \( \text{dom} f \). We can think of our use of the notation \( f : \mathbb{R}^p \to \mathbb{R}^q \) as a declaration of the function type, as in a computer language: \( f : \mathbb{R}^p \to \mathbb{R}^q \) means that the function \( f \) takes as argument a real \( p \)-vector, and returns a real \( q \)-vector. The set \( \text{dom} f \), the domain of the function \( f \), specifies the subset of \( \mathbb{R}^p \) of points \( x \) for which \( f(x) \) is defined. As an example, we describe the logarithm function as \( \log : \mathbb{R} \to \mathbb{R} \), with \( \text{dom} \log = \mathbb{R}^{++} \). The notation \( \log : \mathbb{R} \to \mathbb{R} \) means that
the logarithm function accepts and returns a real number; \textbf{dom} \log = \mathbb{R}_{++} \text{ means that the logarithm is defined only for positive numbers.}

We use \( \mathbb{R}^n \) as a generic finite-dimensional vector space. We will encounter several other finite-dimensional vector spaces, \textit{e.g.}, the space of polynomials of a variable with a given maximum degree, or the space \( \mathbb{S}^k \) of symmetric \( k \times k \) matrices. By identifying a basis for a vector space, we can always identify it with \( \mathbb{R}^n \) (where \( n \) is its dimension), and therefore the generic results, stated for the vector space \( \mathbb{R}^n \), can be applied. We usually leave it to the reader to translate general results or statements to other vector spaces. For example, any linear function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) can be represented in the form \( f(x) = c^T x \), where \( c \in \mathbb{R}^n \). The corresponding statement for the vector space \( \mathbb{S}^k \) can be found by choosing a basis and translating. This results in the statement: any linear function \( f : \mathbb{S}^k \rightarrow \mathbb{R} \) can be represented in the form \( f(X) = \text{tr}(CX) \), where \( C \in \mathbb{S}^k \).
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Part I

Theory
Chapter 2

Convex sets

2.1 Affine and convex sets

2.1.1 Lines and line segments

Suppose \( x_1 \neq x_2 \) are two points in \( \mathbb{R}^n \). Points of the form

\[
y = \theta x_1 + (1 - \theta) x_2,
\]

where \( \theta \in \mathbb{R} \), form the line passing through \( x_1 \) and \( x_2 \). The parameter value \( \theta = 0 \) corresponds to \( y = x_2 \), and the parameter value \( \theta = 1 \) corresponds to \( y = x_1 \). Values of the parameter \( \theta \) between 0 and 1 correspond to the (closed) line segment between \( x_1 \) and \( x_2 \).

Expressing \( y \) in the form

\[
y = x_2 + \theta(x_1 - x_2)
\]

gives another interpretation: \( y \) is the sum of the base point \( x_2 \) (corresponding to \( \theta = 0 \)) and the direction \( x_1 - x_2 \) (which points from \( x_2 \) to \( x_1 \)) scaled by the parameter \( \theta \). Thus, \( \theta \) gives the fraction of the way from \( x_2 \) to \( x_1 \) where \( y \) lies. As \( \theta \) increases from 0 to 1, the point \( y \) moves from \( x_2 \) to \( x_1 \); for \( \theta > 1 \), the point \( y \) lies on the line beyond \( x_1 \). This is illustrated in figure 2.1.

2.1.2 Affine sets

A set \( C \subseteq \mathbb{R}^n \) is affine if the line through any two distinct points in \( C \) lies in \( C \), i.e., if for any \( x_1, x_2 \in C \) and \( \theta \in \mathbb{R} \), we have \( \theta x_1 + (1 - \theta) x_2 \in C \). In other words, \( C \) contains the linear combination of any two points in \( C \), provided the coefficients in the linear combination sum to one.

This idea can be generalized to more than two points. We refer to a point of the form \( \theta_1 x_1 + \cdots + \theta_k x_k \), where \( \theta_1 + \cdots + \theta_k = 1 \), as an affine combination of the points \( x_1, \ldots, x_k \). Using induction from the definition of affine set (i.e., that it contains every affine combination of two points in it), it can be shown that
an affine set contains every affine combination of its points: If \( C \) is an affine set, \( x_1, \ldots, x_k \in C \), and \( \theta_1 + \cdots + \theta_k = 1 \), then the point \( \theta_1 x_1 + \cdots + \theta_k x_k \) also belongs to \( C \).

If \( C \) is an affine set and \( x_0 \in C \), then the set

\[
V = C - x_0 = \{ x - x_0 \mid x \in C \}
\]

is a subspace, i.e., closed under sums and scalar multiplication. To see this, suppose \( v_1, v_2 \in V \) and \( \alpha, \beta \in \mathbb{R} \). Then we have \( v_1 + x_0 \in C \) and \( v_2 + x_0 \in C \), and so

\[
\alpha v_1 + \beta v_2 + x_0 = \alpha(v_1 + x_0) + \beta(v_2 + x_0) + (1 - \alpha - \beta)x_0 \in C,
\]

since \( C \) is affine, and \( \alpha + \beta + (1 - \alpha - \beta) = 1 \). We conclude that \( \alpha v_1 + \beta v_2 \in V \), since \( \alpha v_1 + \beta v_2 + x_0 \in C \).

Thus, the affine set \( C \) can be expressed as

\[
C = V + x_0 = \{ v + x_0 \mid v \in V \},
\]

i.e., as a subspace plus an offset. The subspace \( V \) associated with the affine set \( C \) does not depend on the choice of \( x_0 \), so \( x_0 \) can be chosen as any point in \( C \). We define the dimension of an affine set \( C \) as the dimension of the subspace \( V = C - x_0 \), where \( x_0 \) is any element of \( C \).

**Example 2.1** Solution set of linear equations. The solution set of a system of linear equations, \( C = \{ x \mid Ax = b \} \), where \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \), is an affine set. To show this, suppose \( x_1, x_2 \in C \), i.e., \( Ax_1 = b, Ax_2 = b \). Then for any \( \theta \), we have

\[
A(\theta x_1 + (1 - \theta)x_2) = \theta Ax_1 + (1 - \theta)Ax_2 = \theta b + (1 - \theta)b = b,
\]

which shows that the affine combination \( \theta x_1 + (1 - \theta)x_2 \) is also in \( C \). The subspace associated with the affine set \( C \) is the nullspace of \( A \).

We also have a converse: every affine set can be expressed as the solution set of a system of linear equations.
2.1 Affine and convex sets

The set of all affine combinations of points in some set $C \subseteq \mathbb{R}^n$ is called the **affine hull** of $C$, and denoted $\text{aff } C$:

$$\text{aff } C = \{\theta_1 x_1 + \cdots + \theta_k x_k \mid x_1, \ldots, x_k \in C, \theta_1 + \cdots + \theta_k = 1\}.$$ 

The affine hull is the smallest affine set that contains $C$, in the following sense: if $S$ is any affine set with $C \subseteq S$, then $\text{aff } C \subseteq S$.

2.1.3 Affine dimension and relative interior

We define the **affine dimension** of a set $C$ as the dimension of its affine hull. Affine dimension is useful in the context of convex analysis and optimization, but is not always consistent with other definitions of dimension. As an example consider the unit circle in $\mathbb{R}^2$, i.e., $\{x \in \mathbb{R}^2 \mid x_1^2 + x_2^2 = 1\}$. Its affine hull is all of $\mathbb{R}^2$, so its affine dimension is two. By most definitions of dimension, however, the unit circle in $\mathbb{R}^2$ has dimension one.

If the affine dimension of a set $C \subseteq \mathbb{R}^n$ is less than $n$, then the set lies in the affine set $\text{aff } C \neq \mathbb{R}^n$. We define the **relative interior** of the set $C$, denoted $\text{relint } C$, as its interior relative to $\text{aff } C$:

$$\text{relint } C = \{x \in C \mid B(x, r) \cap \text{aff } C \subseteq C \text{ for some } r > 0\},$$

where $B(x, r) = \{y \mid \|y - x\| \leq r\}$, the ball of radius $r$ and center $x$ in the norm $\|\cdot\|$. (Here $\|\cdot\|$ is any norm; all norms define the same relative interior.) We can then define the **relative boundary** of a set $C$ as $\text{cl } C \setminus \text{relint } C$, where $\text{cl } C$ is the closure of $C$.

**Example 2.2** Consider a square in the $(x_1, x_2)$-plane in $\mathbb{R}^3$, defined as

$$C = \{x \in \mathbb{R}^3 \mid -1 \leq x_1 \leq 1, -1 \leq x_2 \leq 1, x_3 = 0\}.$$ 

Its affine hull is the $(x_1, x_2)$-plane, i.e., $\text{aff } C = \{x \in \mathbb{R}^3 \mid x_3 = 0\}$. The interior of $C$ is empty, but the relative interior is

$$\text{relint } C = \{x \in \mathbb{R}^3 \mid -1 < x_1 < 1, -1 < x_2 < 1, x_3 = 0\}.$$ 

Its boundary (in $\mathbb{R}^3$) is itself; its relative boundary is the wire-frame outline,

$$\{x \in \mathbb{R}^3 \mid \max\{|x_1|, |x_2|\} = 1, x_3 = 0\}.$$ 

2.1.4 Convex sets

A set $C$ is **convex** if the line segment between any two points in $C$ lies in $C$, i.e., if for any $x_1, x_2 \in C$ and any $\theta$ with $0 \leq \theta \leq 1$, we have

$$\theta x_1 + (1 - \theta)x_2 \in C.$$
Figure 2.2 Some simple convex and nonconvex sets. Left. The hexagon, which includes its boundary (shown darker), is convex. Middle. The kidney shaped set is not convex, since the line segment between the two points in the set shown as dots is not contained in the set. Right. The square contains some boundary points but not others, and is not convex.

Figure 2.3 The convex hulls of two sets in $\mathbb{R}^2$. Left. The convex hull of a set of fifteen points (shown as dots) is the pentagon (shown shaded). Right. The convex hull of the kidney shaped set in figure 2.2 is the shaded set.

Roughly speaking, a set is convex if every point in the set can be seen by every other point, along an unobstructed straight path between them, where unobstructed means lying in the set. Every affine set is also convex, since it contains the entire line between any two distinct points in it, and therefore also the line segment between the points. Figure 2.2 illustrates some simple convex and nonconvex sets in $\mathbb{R}^2$.

We call a point of the form $\theta_1 x_1 + \cdots + \theta_k x_k$, where $\theta_1 + \cdots + \theta_k = 1$ and $\theta_i \geq 0$, $i = 1, \ldots, k$, a convex combination of the points $x_1, \ldots, x_k$. As with affine sets, it can be shown that a set is convex if and only if it contains every convex combination of its points. A convex combination of points can be thought of as a mixture or weighted average of the points, with $\theta_i$ the fraction of $x_i$ in the mixture.

The convex hull of a set $C$, denoted $\text{conv} C$, is the set of all convex combinations of points in $C$:

$$\text{conv} C = \{ \theta_1 x_1 + \cdots + \theta_k x_k \mid x_i \in C, \ \theta_i \geq 0, \ i = 1, \ldots, k, \ \theta_1 + \cdots + \theta_k = 1 \}.$$ 

As the name suggests, the convex hull $\text{conv} C$ is always convex. It is the smallest convex set that contains $C$: If $B$ is any convex set that contains $C$, then $\text{conv} C \subseteq B$. Figure 2.3 illustrates the definition of convex hull.

The idea of a convex combination can be generalized to include infinite sums, integrals, and, in the most general form, probability distributions. Suppose $\theta_1, \theta_2, \ldots$
satisfy

\[ \theta_i \geq 0, \quad i = 1, 2, \ldots, \quad \sum_{i=1}^{\infty} \theta_i = 1, \]

and \( x_1, x_2, \ldots \in C, \) where \( C \subseteq \mathbb{R}^n \) is convex. Then

\[ \sum_{i=1}^{\infty} \theta_i x_i \in C, \]

if the series converges. More generally, suppose \( p : \mathbb{R}^n \to \mathbb{R} \) satisfies \( p(x) \geq 0 \) for all \( x \in C \) and \( \int_C p(x) \, dx = 1 \), where \( C \subseteq \mathbb{R}^n \) is convex. Then

\[ \int_C p(x) \, dx \in C, \]

if the integral exists.

In the most general form, suppose \( C \subseteq \mathbb{R}^n \) is convex and \( x \) is a random vector with \( x \in C \) with probability one. Then \( \mathbf{E}x \in C \). Indeed, this form includes all the others as special cases. For example, suppose the random variable \( x \) only takes on the two values \( x_1 \) and \( x_2 \), with \( \text{prob}(x = x_1) = \theta \) and \( \text{prob}(x = x_2) = 1 - \theta \), where \( 0 \leq \theta \leq 1 \). Then \( \mathbf{E}x = \theta x_1 + (1 - \theta)x_2 \), and we are back to a simple convex combination of two points.

### 2.1.5 Cones

A set \( C \) is called a *cone*, or *nonnegative homogeneous*, if for every \( x \in C \) and \( \theta \geq 0 \) we have \( \theta x \in C \). A set \( C \) is a *convex cone* if it is convex and a cone, which means that for any \( x_1, x_2 \in C \) and \( \theta_1, \theta_2 \geq 0 \), we have

\[ \theta_1 x_1 + \theta_2 x_2 \in C. \]

Points of this form can be described geometrically as forming the two-dimensional pie slice with apex 0 and edges passing through \( x_1 \) and \( x_2 \). (See figure 2.4.)

A point of the form \( \theta_1 x_1 + \cdots + \theta_k x_k \) with \( \theta_1, \ldots, \theta_k \geq 0 \) is called a *conic combination* (or a *nonnegative linear combination*) of \( x_1, \ldots, x_k \). If \( x_i \) are in a convex cone \( C \), then every conic combination of \( x_i \) is in \( C \). Conversely, a set \( C \) is a convex cone if and only if it contains all conic combinations of its elements. Like convex (or affine) combinations, the idea of conic combination can be generalized to infinite sums and integrals.

The *conic hull* of a set \( C \) is the set of all conic combinations of points in \( C \), i.e.,

\[ \{ \theta_1 x_1 + \cdots + \theta_k x_k \mid x_i \in C, \ \theta_i \geq 0, \ i = 1, \ldots, k \}, \]

which is also the smallest convex cone that contains \( C \) (see figure 2.5).
Figure 2.4 The pie slice shows all points of the form $\theta_1 x_1 + \theta_2 x_2$, where $\theta_1, \theta_2 \geq 0$. The apex of the slice (which corresponds to $\theta_1 = \theta_2 = 0$) is at $0$; its edges (which correspond to $\theta_1 = 0$ or $\theta_2 = 0$) pass through the points $x_1$ and $x_2$.

Figure 2.5 The conic hulls (shown shaded) of the two sets of figure 2.3.
2.2 Some important examples

In this section we describe some important examples of convex sets which we will encounter throughout the rest of the book. We start with some simple examples.

- The empty set $\emptyset$, any single point (i.e., singleton) $\{x_0\}$, and the whole space $\mathbb{R}^n$ are affine (hence, convex) subsets of $\mathbb{R}^n$.
- Any line is affine. If it passes through zero, it is a subspace, hence also a convex cone.
- A line segment is convex, but not affine (unless it reduces to a point).
- A ray, which has the form $\{x_0 + \theta v \mid \theta \geq 0\}$, where $v \neq 0$, is convex, but not affine. It is a convex cone if its base $x_0$ is 0.
- Any subspace is affine, and a convex cone (hence convex).

2.2.1 Hyperplanes and halfspaces

A hyperplane is a set of the form

$$\{ x \mid a^T x = b \},$$

where $a \in \mathbb{R}^n$, $a \neq 0$, and $b \in \mathbb{R}$. Analytically it is the solution set of a nontrivial linear equation among the components of $x$ (and hence an affine set). Geometrically, the hyperplane $\{ x \mid a^T x = b \}$ can be interpreted as the set of points with a constant inner product to a given vector $a$, or as a hyperplane with normal vector $a$; the constant $b \in \mathbb{R}$ determines the offset of the hyperplane from the origin. This geometric interpretation can be understood by expressing the hyperplane in the form

$$\{ x \mid a^T(x - x_0) = 0 \},$$

where $x_0$ is any point in the hyperplane (i.e., any point that satisfies $a^T x_0 = b$). This representation can in turn be expressed as

$$\{ x \mid a^T(x - x_0) = 0 \} = x_0 + a^\perp,$$

where $a^\perp$ denotes the orthogonal complement of $a$, i.e., the set of all vectors orthogonal to it:

$$a^\perp = \{ v \mid a^T v = 0 \}.$$

This shows that the hyperplane consists of an offset $x_0$, plus all vectors orthogonal to the (normal) vector $a$. These geometric interpretations are illustrated in figure 2.6.

A hyperplane divides $\mathbb{R}^n$ into two halfspaces. A (closed) halfspace is a set of the form

$$\{ x \mid a^T x \leq b \},$$

where $a \neq 0$, i.e., the solution set of one (nontrivial) linear inequality. Halfspaces are convex, but not affine. This is illustrated in figure 2.7.
Figure 2.6 Hyperplane in $\mathbb{R}^2$, with normal vector $a$ and a point $x_0$ in the hyperplane. For any point $x$ in the hyperplane, $x - x_0$ (shown as the darker arrow) is orthogonal to $a$.

Figure 2.7 A hyperplane defined by $a^T x = b$ in $\mathbb{R}^2$ determines two halfspaces. The halfspace determined by $a^T x \geq b$ (not shaded) is the halfspace extending in the direction $a$. The halfspace determined by $a^T x \leq b$ (which is shown shaded) extends in the direction $-a$. The vector $a$ is the outward normal of this halfspace.
2.2 Some important examples

The shaded set is the halfspace determined by $a^T(x - x_0) \leq 0$.
The vector $x_1 - x_0$ makes an acute angle with $a$, so $x_1$ is not in the halfspace.
The vector $x_2 - x_0$ makes an obtuse angle with $a$, and so is in the halfspace.

The halfspace (2.1) can also be expressed as

$$\{ x \mid a^T(x - x_0) \leq 0 \},$$

where $x_0$ is any point on the associated hyperplane, i.e., satisfies $a^T x_0 = b$. The representation (2.2) suggests a simple geometric interpretation: the halfspace consists of $x_0$ plus any vector that makes an obtuse (or right) angle with the (outward normal) vector $a$. This is illustrated in figure 2.8.

The boundary of the halfspace (2.1) is the hyperplane $\{ x \mid a^T x = b \}$. The set $\{ x \mid a^T x < b \}$, which is the interior of the halfspace $\{ x \mid a^T x \leq b \}$, is called an open halfspace.

2.2.2 Euclidean balls and ellipsoids

A (Euclidean) ball (or just ball) in $\mathbb{R}^n$ has the form

$$B(x_c, r) = \{ x \mid \|x - x_c\|_2 \leq r \} = \{ x \mid (x - x_c)^T(x - x_c) \leq r^2 \},$$

where $r > 0$, and $\| \cdot \|_2$ denotes the Euclidean norm, i.e., $\|u\|_2 = (u^T u)^{1/2}$. The vector $x_c$ is the center of the ball and the scalar $r$ is its radius; $B(x_c, r)$ consists of all points within a distance $r$ of the center $x_c$. Another common representation for the Euclidean ball is

$$B(x_c, r) = \{ x_c + ru \mid \|u\|_2 \leq 1 \}.$$
A Euclidean ball is a convex set: if \( \|x_1 - x_c\|_2 \leq r \), \( \|x_2 - x_c\|_2 \leq r \), and \( 0 \leq \theta \leq 1 \), then
\[
\|\theta x_1 + (1 - \theta)x_2 - x_c\|_2 \leq \theta \|x_1 - x_c\|_2 + (1 - \theta)\|x_2 - x_c\|_2 \leq r.
\]
(Here we use the homogeneity property and triangle inequality for \( \|\cdot\|_2 \); see §A.1.2.)

A related family of convex sets is the ellipsoids, which have the form
\[
E = \left\{ x \mid (x - x_c)^T P^{-1}(x - x_c) \leq 1 \right\},
\]
where \( P = P^T > 0 \), i.e., \( P \) is symmetric and positive definite. The vector \( x_c \in \mathbb{R}^n \) is the center of the ellipsoid. The matrix \( P \) determines how far the ellipsoid extends in every direction from \( x_c \); the lengths of the semi-axes of \( E \) are given by \( \sqrt{\lambda_i} \), where \( \lambda_i \) are the eigenvalues of \( P \). A ball is an ellipsoid with \( P = r^2 I \). Figure 2.9 shows an ellipsoid in \( \mathbb{R}^2 \).

Another common representation of an ellipsoid is
\[
E = \left\{ x_c + Au \mid \|u\|_2 \leq 1 \right\},
\]
where \( A \) is square and nonsingular. In this representation we can assume without loss of generality that \( A \) is symmetric and positive definite. By taking \( A = P^{1/2} \), this representation gives the ellipsoid defined in (2.3). When the matrix \( A \) in (2.4) is symmetric positive semidefinite but singular, the set in (2.4) is called a degenerate ellipsoid; its affine dimension is equal to the rank of \( A \). Degenerate ellipsoids are also convex.

### 2.2.3 Norm balls and norm cones

Suppose \( \|\cdot\| \) is any norm on \( \mathbb{R}^n \) (see §A.1.2). From the general properties of norms it can be shown that a norm ball of radius \( r \) and center \( x_c \) is convex. The norm cone associated with the norm \( \| \cdot \| \) is the set
\[
C = \{(x,t) \mid \|x\| \leq t \} \subseteq \mathbb{R}^{n+1}.
\]
2.2 Some important examples

Figure 2.10 Boundary of second-order cone in $\mathbb{R}^3$, $\{(x_1, x_2, t) \mid (x_1^2 + x_2^2)^{1/2} \leq t\}$.

It is (as the name suggests) a convex cone.

Example 2.3 The second-order cone is the norm cone for the Euclidean norm, i.e.,

$$C = \{(x, t) \in \mathbb{R}^{n+1} \mid \|x\|_2 \leq t\} = \left\{ \begin{bmatrix} x \\ t \end{bmatrix} \left| \begin{bmatrix} x \\ t \end{bmatrix}^T \begin{bmatrix} I & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} x \\ t \end{bmatrix} \leq 0, \ t \geq 0 \right. \right\}.$$

The second-order cone is also known by several other names. It is called the quadratic cone, since it is defined by a quadratic inequality. It is also called the Lorentz cone or ice-cream cone. Figure 2.10 shows the second-order cone in $\mathbb{R}^3$.

2.2.4 Polyhedra

A polyhedron is defined as the solution set of a finite number of linear equalities and inequalities:

$$\mathcal{P} = \{x \mid a_j^T x \leq b_j, \ j = 1, \ldots, m, \ c_j^T x = d_j, \ j = 1, \ldots, p\}. \quad (2.5)$$

A polyhedron is thus the intersection of a finite number of halfspaces and hyperplanes. Affine sets (e.g., subspaces, hyperplanes, lines), rays, line segments, and halfspaces are all polyhedra. It is easily shown that polyhedra are convex sets. A bounded polyhedron is sometimes called a polytope, but some authors use the opposite convention (i.e., polytope for any set of the form (2.5), and polyhedron
Figure 2.11 The polyhedron $\mathcal{P}$ (shown shaded) is the intersection of five halfspaces, with outward normal vectors $a_1, \ldots, a_5$.

when it is bounded). Figure 2.11 shows an example of a polyhedron defined as the intersection of five halfspaces.

It will be convenient to use the compact notation

$$\mathcal{P} = \{ x \mid Ax \preceq b, \, Cx = d \}$$  \hspace{1cm} (2.6)

for (2.5), where

$$A = \begin{bmatrix} a_1^T \\ \vdots \\ a_m^T \end{bmatrix}, \quad C = \begin{bmatrix} c_1^T \\ \vdots \\ c_p^T \end{bmatrix},$$

and the symbol $\preceq$ denotes vector inequality or componentwise inequality in $\mathbb{R}^m$: $u \preceq v$ means $u_i \leq v_i$ for $i = 1, \ldots, m$.

**Example 2.4** The **nonnegative orthant** is the set of points with nonnegative components, i.e.,

$$\mathbb{R}^n_+ = \{ x \in \mathbb{R}^n \mid x_i \geq 0, \, i = 1, \ldots, n \} = \{ x \in \mathbb{R}^n \mid x \succeq 0 \}.$$

(Here $\mathbb{R}_+$ denotes the set of nonnegative numbers: $\mathbb{R}_+ = \{ x \in \mathbb{R} \mid x \geq 0 \}$.) The nonnegative orthant is a polyhedron and a cone (and therefore called a **polyhedral cone**).

**Simplexes**

**Simplexes** are another important family of polyhedra. Suppose the $k + 1$ points $v_0, \ldots, v_k \in \mathbb{R}^n$ are **affinely independent**, which means $v_1 - v_0, \ldots, v_k - v_0$ are linearly independent. The simplex determined by them is given by

$$C = \text{conv}\{v_0, \ldots, v_k\} = \{ \theta_0 v_0 + \cdots + \theta_k v_k \mid \theta \succeq 0, \, 1^T \theta = 1 \}, \hspace{1cm} (2.7)$$
where \( \mathbf{1} \) denotes the vector with all entries one. The affine dimension of this simplex is \( k \), so it is sometimes referred to as a \( k \)-dimensional simplex in \( \mathbb{R}^n \).

**Example 2.5** Some common simplexes. A 1-dimensional simplex is a line segment; a 2-dimensional simplex is a triangle (including its interior); and a 3-dimensional simplex is a tetrahedron.

The unit simplex is the \( n \)-dimensional simplex determined by the zero vector and the unit vectors, \( \mathbf{e}_1, \ldots, \mathbf{e}_n \in \mathbb{R}^n \). It can be expressed as the set of vectors that satisfy

\[
x \succeq 0, \quad \mathbf{1}^T x \leq 1.
\]

The probability simplex is the \( (n - 1) \)-dimensional simplex determined by the unit vectors \( \mathbf{e}_1, \ldots, \mathbf{e}_n \in \mathbb{R}^n \). It is the set of vectors that satisfy

\[
x \succeq 0, \quad \mathbf{1}^T x = 1.
\]

Vectors in the probability simplex correspond to probability distributions on a set with \( n \) elements, with \( x_i \) interpreted as the probability of the \( i \)th element.

To describe the simplex (2.7) as a polyhedron, \( i.e., \) in the form (2.6), we proceed as follows. By definition, \( x \in C \) if and only if \( x = \theta_0 v_0 + \theta_1 v_1 + \cdots + \theta_k v_k \) for some \( \theta \succeq 0 \) with \( \mathbf{1}^T \theta = 1 \). Equivalently, if we define \( y = (\theta_1, \ldots, \theta_k) \) and

\[
B = \begin{bmatrix} v_1 - v_0 & \cdots & v_k - v_0 \end{bmatrix} \in \mathbb{R}^{n \times k},
\]

we can say that \( x \in C \) if and only if

\[(2.8) \quad x = v_0 + By
\]

for some \( y \succeq 0 \) with \( \mathbf{1}^T y \leq 1 \). Now we note that affine independence of the points \( v_0, \ldots, v_k \) implies that the matrix \( B \) has rank \( k \). Therefore there exists a nonsingular matrix \( A = (A_1, A_2) \in \mathbb{R}^{n \times n} \) such that

\[
AB = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix} B = \begin{bmatrix} I \\ 0 \end{bmatrix}.
\]

Multiplying (2.8) on the left with \( A \), we obtain

\[
A_1 x = A_1 v_0 + y, \quad A_2 x = A_2 v_0.
\]

From this we see that \( x \in C \) if and only if \( A_2 x = A_2 v_0 \), and the vector \( y = A_1 x - A_1 v_0 \) satisfies \( y \succeq 0 \) and \( \mathbf{1}^T y \leq 1 \). In other words we have \( x \in C \) if and only if

\[
A_2 x = A_2 v_0, \quad A_1 x \succeq A_1 v_0, \quad \mathbf{1}^T A_1 x \leq 1 + \mathbf{1}^T A_1 v_0,
\]

which is a set of linear equalities and inequalities in \( x \), and so describes a polyhedron.
Convex hull description of polyhedra

The convex hull of the finite set \( \{v_1, \ldots, v_k\} \) is

\[
\text{conv}\{v_1, \ldots, v_k\} = \{\sum_{i=1}^{k} \theta_i v_i \mid \sum_{i=1}^{k} \theta_i = 1, \theta_i \geq 0, 1^T\theta = 1\}.
\]

This set is a polyhedron, and bounded, but (except in special cases, e.g., a simplex) it is not simple to express it in the form (2.5), i.e., by a set of linear equalities and inequalities.

A generalization of this convex hull description is

\[
\{\sum_{i=1}^{m} \theta_i v_i \mid \sum_{i=1}^{m} \theta_i = 1, \theta_i \geq 0, i = 1, \ldots, k\},
\]

where \( m \leq k \). Here we consider nonnegative linear combinations of \( v_i \), but only the first \( m \) coefficients are required to sum to one. Alternatively, we can interpret (2.9) as the convex hull of the points \( v_1, \ldots, v_m \), plus the conic hull of the points \( v_{m+1}, \ldots, v_k \). The set (2.9) defines a polyhedron, and conversely, every polyhedron can be represented in this form (although we will not show this).

The question of how a polyhedron is represented is subtle, and has very important practical consequences. As a simple example consider the unit ball in the \( \ell_\infty \)-norm in \( \mathbb{R}^n \),

\[
C = \{x \mid |x_i| \leq 1, i = 1, \ldots, n\}.
\]

The set \( C \) can be described in the form (2.5) with \( 2n \) linear inequalities \( \pm e_i^T x \leq 1 \), where \( e_i \) is the \( i \)th unit vector. To describe it in the convex hull form (2.9) requires at least \( 2^n \) points:

\[
C = \text{conv}\{v_1, \ldots, v_{2^n}\},
\]

where \( v_1, \ldots, v_{2^n} \) are the \( 2^n \) vectors all of whose components are \( 1 \) or \( -1 \). Thus the size of the two descriptions differs greatly, for large \( n \).

### 2.2.5 The positive semidefinite cone

We use the notation \( \mathbb{S}^n \) to denote the set of symmetric \( n \times n \) matrices,

\[
\mathbb{S}^n = \{X \in \mathbb{R}^{n \times n} \mid X = X^T\},
\]

which is a vector space with dimension \( n(n+1)/2 \). We use the notation \( \mathbb{S}_+^n \) to denote the set of symmetric positive semidefinite matrices:

\[
\mathbb{S}_+^n = \{X \in \mathbb{S}^n \mid X \succeq 0\},
\]

and the notation \( \mathbb{S}_{++}^n \) to denote the set of symmetric positive definite matrices:

\[
\mathbb{S}_{++}^n = \{X \in \mathbb{S}^n \mid X \succ 0\}.
\]

(This notation is meant to be analogous to \( \mathbb{R}_+ \), which denotes the nonnegative reals, and \( \mathbb{R}_{++} \), which denotes the positive reals.)
2.3 Operations that preserve convexity

The set $S^n_+$ is a convex cone: if $\theta_1, \theta_2 \geq 0$ and $A, B \in S^n_+$, then $\theta_1 A + \theta_2 B \in S^n_+$. This can be seen directly from the definition of positive semidefiniteness: for any $x \in \mathbb{R}^n$, we have

$$x^T (\theta_1 A + \theta_2 B) x = \theta_1 x^T Ax + \theta_2 x^T B x \geq 0,$$

if $A \succeq 0, B \succeq 0$ and $\theta_1, \theta_2 \geq 0$.

**Example 2.6** Positive semidefinite cone in $S^2$. We have

$$X = \begin{bmatrix} x & y \\ y & z \end{bmatrix} \in S^2_+ \iff x \geq 0, \quad z \geq 0, \quad xz \geq y^2.$$ 

The boundary of this cone is shown in figure 2.12, plotted in $\mathbb{R}^3$ as $(x, y, z)$.

2.3 Operations that preserve convexity

In this section we describe some operations that preserve convexity of sets, or allow us to construct convex sets from others. These operations, together with the simple examples described in §2.2, form a calculus of convex sets that is useful for determining or establishing convexity of sets.
2.3.1 Intersection

Convexity is preserved under intersection: if $S_1$ and $S_2$ are convex, then $S_1 \cap S_2$ is convex. This property extends to the intersection of an infinite number of sets: if $S_\alpha$ is convex for every $\alpha \in \mathcal{A}$, then $\bigcap_{\alpha \in \mathcal{A}} S_\alpha$ is convex. (Subspaces, affine sets, and convex cones are also closed under arbitrary intersections.) As a simple example, a polyhedron is the intersection of halfspaces and hyperplanes (which are convex), and therefore is convex.

Example 2.7 The positive semidefinite cone $S^n_+$ can be expressed as

$$\bigcap_{z \neq 0} \{ X \in S^n \mid z^T X z \geq 0 \}.$$  

For each $z \neq 0$, $z^T X z$ is a (not identically zero) linear function of $X$, so the sets

$$\{ X \in S^n \mid z^T X z \geq 0 \}$$

are, in fact, halfspaces in $S^n$. Thus the positive semidefinite cone is the intersection of an infinite number of halfspaces, and so is convex.

Example 2.8 We consider the set

$$S = \{ x \in \mathbb{R}^m \mid |p(t)| \leq 1 \text{ for } |t| \leq \pi/3 \}, \quad (2.10)$$

where $p(t) = \sum_{k=1}^m x_k \cos kt$. The set $S$ can be expressed as the intersection of an infinite number of slabs: $S = \bigcap_{|t| \leq \pi/3} S_t$, where

$$S_t = \{ x \mid -1 \leq (\cos t, \ldots, \cos mt)^T x \leq 1 \},$$

and so is convex. The definition and the set are illustrated in figures 2.13 and 2.14, for $m = 2$.

In the examples above we establish convexity of a set by expressing it as a (possibly infinite) intersection of halfspaces. We will see in §2.5.1 that a converse holds: every closed convex set $S$ is a (usually infinite) intersection of halfspaces. In fact, a closed convex set $S$ is the intersection of all halfspaces that contain it:

$$S = \bigcap \{ \mathcal{H} \mid \mathcal{H} \text{ halfspace, } S \subseteq \mathcal{H} \}.$$  

2.3.2 Affine functions

Recall that a function $f : \mathbb{R}^n \to \mathbb{R}^m$ is affine if it is a sum of a linear function and a constant, i.e., if it has the form $f(x) = Ax + b$, where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Suppose $S \subseteq \mathbb{R}^n$ is convex and $f : \mathbb{R}^n \to \mathbb{R}^m$ is an affine function. Then the image of $S$ under $f$,

$$f(S) = \{ f(x) \mid x \in S \},$$
Figure 2.13 Three trigonometric polynomials associated with points in the set $S$ defined in (2.10), for $m = 2$. The trigonometric polynomial plotted with dashed line type is the average of the other two.

Figure 2.14 The set $S$ defined in (2.10), for $m = 2$, is shown as the white area in the middle of the plot. The set is the intersection of an infinite number of slabs (20 of which are shown), hence convex.
is convex. Similarly, if \( f : \mathbb{R}^k \to \mathbb{R}^n \) is an affine function, the inverse image of \( S \) under \( f \),

\[
    f^{-1}(S) = \{ x \mid f(x) \in S \},
\]

is convex.

Two simple examples are scaling and translation. If \( S \subseteq \mathbb{R}^n \) is convex, \( \alpha \in \mathbb{R} \), and \( a \in \mathbb{R}^n \), then the sets \( \alpha S \) and \( S + a \) are convex, where

\[
    \alpha S = \{ \alpha x \mid x \in S \}, \quad S + a = \{ x + a \mid x \in S \}.
\]

The projection of a convex set onto some of its coordinates is convex: if \( S \subseteq \mathbb{R}^m \times \mathbb{R}^n \) is convex, then

\[
    T = \{ x_1 \in \mathbb{R}^m \mid (x_1, x_2) \in S \text{ for some } x_2 \in \mathbb{R}^n \}
\]
is convex.

The sum of two sets is defined as

\[
    S_1 + S_2 = \{ x + y \mid x \in S_1, \ y \in S_2 \}.
\]

If \( S_1 \) and \( S_2 \) are convex, then \( S_1 + S_2 \) is convex. To see this, if \( S_1 \) and \( S_2 \) are convex, then so is the direct or Cartesian product

\[
    S_1 \times S_2 = \{ (x_1, x_2) \mid x_1 \in S_1, \ x_2 \in S_2 \}.
\]

The image of this set under the linear function \( f(x_1, x_2) = x_1 + x_2 \) is the sum \( S_1 + S_2 \).

We can also consider the partial sum of \( S_1, S_2 \in \mathbb{R}^n \times \mathbb{R}^m \), defined as

\[
    S = \{ (x, y_1 + y_2) \mid (x, y_1) \in S_1, \ (x, y_2) \in S_2 \},
\]

where \( x \in \mathbb{R}^n \) and \( y_i \in \mathbb{R}^m \). For \( m = 0 \), the partial sum gives the intersection of \( S_1 \) and \( S_2 \); for \( n = 0 \), it is set addition. Partial sums of convex sets are convex (see exercise 2.16).

---

**Example 2.9 Polyhedron.** The polyhedron \( \{ x \mid Ax \preceq b, \ Cx = d \} \) can be expressed as the inverse image of the Cartesian product of the nonnegative orthant and the origin under the affine function \( f(x) = (b - Ax, d - Cx) \):

\[
    \{ x \mid Ax \preceq b, \ Cx = d \} = \{ x \mid f(x) \in \mathbb{R}_+^m \times \{0\} \}.
\]

---

**Example 2.10 Solution set of linear matrix inequality.** The condition

\[
    A(x) = x_1 A_1 + \cdots + x_n A_n \preceq B,
\]

where \( B, A_i \in \mathbb{S}^m \), is called a linear matrix inequality (LMI) in \( x \). (Note the similarity to an ordinary linear inequality,

\[
    a^T x = x_1 a_1 + \cdots + x_n a_n \leq b,
\]

with \( b, a_i \in \mathbb{R} \).) The solution set of a linear matrix inequality, \( \{ x \mid A(x) \preceq B \} \), is convex. Indeed, it is the inverse image of the positive semidefinite cone under the affine function \( f : \mathbb{R}^n \to \mathbb{S}^m \) given by \( f(x) = B - A(x) \).
2.3 Operations that preserve convexity

Example 2.11 Hyperbolic cone. The set
\[ \{ x \mid x^T P x \leq (c^T x)^2, \ c^T x \geq 0 \} \]
where \( P \in S_n^+ \) and \( c \in \mathbb{R}^n \), is convex, since it is the inverse image of the second-order cone,
\[ \{(z, t) \mid z^T z \leq t^2, \ t \geq 0 \}, \]
under the affine function \( f(x) = (p^{1/2}x, c^T x) \).

Example 2.12 Ellipsoid. The ellipsoid
\[ E = \{ x \mid (x - x_c)^T P^{-1} (x - x_c) \leq 1 \}, \]
where \( P \in S_{++}^n \), is the image of the unit Euclidean ball \( \{ u \mid \| u \|_2 \leq 1 \} \) under the affine mapping \( f(u) = P^{1/2}u + x_c \). (It is also the inverse image of the unit ball under the affine mapping \( g(x) = P^{-1/2}(x - x_c) \).)

2.3.3 Linear-fractional and perspective functions

In this section we explore a class of functions, called linear-fractional, that is more general than affine but still preserves convexity.

The perspective function

We define the perspective function \( P : \mathbb{R}^{n+1} \to \mathbb{R}^n \), with domain \( \text{dom} P = \mathbb{R}^n \times \mathbb{R}_{++} \), as \( P(z, t) = z/t \). (Here \( \mathbb{R}_{++} \) denotes the set of positive numbers: \( \mathbb{R}_{++} = \{ x \in \mathbb{R} \mid x > 0 \} \).) The perspective function scales or normalizes vectors so the last component is one, and then drops the last component.

Remark 2.1 We can interpret the perspective function as the action of a pin-hole camera. A pin-hole camera (in \( \mathbb{R}^3 \)) consists of an opaque horizontal plane \( x_3 = 0 \), with a single pin-hole at the origin, through which light can pass, and a horizontal image plane \( x_3 = -1 \). An object at \( x \), above the camera (i.e., with \( x_3 > 0 \)), forms an image at the point \( -(x_1/x_3, x_2/x_3, 1) \) on the image plane. Dropping the last component of the image point (since it is always \( -1 \)), the image of a point at \( x \) appears at \( y = -(x_1/x_3, x_2/x_3) = -P(x) \) on the image plane. This is illustrated in figure 2.15.

If \( C \subseteq \text{dom} P \) is convex, then its image
\[ P(C) = \{ P(x) \mid x \in C \} \]
is convex. This result is certainly intuitive: a convex object, viewed through a pin-hole camera, yields a convex image. To establish this fact we show that line segments are mapped to line segments under the perspective function. (This too
Figure 2.15 Pin-hole camera interpretation of perspective function. The dark horizontal line represents the plane \( x_3 = 0 \) in \( \mathbb{R}^3 \), which is opaque, except for a pin-hole at the origin. Objects or light sources above the plane appear on the image plane \( x_3 = -1 \), which is shown as the lighter horizontal line. The mapping of the position of a source to the position of its image is related to the perspective function.

makes sense: a line segment, viewed through a pin-hole camera, yields a line segment image.) Suppose that \( x = (\tilde{x}, x_{n+1}), \ y = (\tilde{y}, y_{n+1}) \in \mathbb{R}^{n+1} \) with \( x_{n+1} > 0, \ y_{n+1} > 0 \). Then for \( 0 \leq \theta \leq 1 \),

\[
P(\theta x + (1 - \theta)y) = \frac{\theta \tilde{x} + (1 - \theta)\tilde{y}}{\theta x_{n+1} + (1 - \theta)y_{n+1}} = \mu P(x) + (1 - \mu)P(y),
\]

where

\[
\mu = \frac{\theta x_{n+1}}{\theta x_{n+1} + (1 - \theta)y_{n+1}} \in [0, 1].
\]

This correspondence between \( \theta \) and \( \mu \) is monotonic: as \( \theta \) varies between 0 and 1 (which sweeps out the line segment \([x, y]\)), \( \mu \) varies between 0 and 1 (which sweeps out the line segment \([P(x), P(y)]\)). This shows that \( P([x, y]) = [P(x), P(y)] \).

Now suppose \( C \) is convex with \( C \subseteq \text{dom} \ P \) (i.e., \( x_{n+1} > 0 \) for all \( x \in C \)), and \( x, y \in C \). To establish convexity of \( P(C) \) we need to show that the line segment \([P(x), P(y)]\) is in \( P(C) \). But this line segment is the image of the line segment \([x, y]\) under \( P \), and so lies in \( P(C) \).

The inverse image of a convex set under the perspective function is also convex: if \( C \subseteq \mathbb{R}^n \) is convex, then

\[
P^{-1}(C) = \{(x, t) \in \mathbb{R}^{n+1} \mid x/t \in C, \ t > 0\}
\]

is convex. To show this, suppose \( (x, t) \in P^{-1}(C), \ (y, s) \in P^{-1}(C), \) and \( 0 \leq \theta \leq 1 \). We need to show that

\[
\theta(x, t) + (1 - \theta)(y, s) \in P^{-1}(C),
\]

i.e., that

\[
\frac{\theta x + (1 - \theta)y}{\theta t + (1 - \theta)s} \in C
\]
(\theta t + (1 - \theta)s > 0 is obvious). This follows from
\[
\frac{\theta x + (1 - \theta)y}{\theta t + (1 - \theta)s} = \mu(x/t) + (1 - \mu)(y/s),
\]
where
\[
\mu = \frac{\theta t}{\theta t + (1 - \theta)s} \in [0, 1].
\]

**Linear-fractional functions**

A linear-fractional function is formed by composing the perspective function with an affine function. Suppose \( g : \mathbb{R}^n \to \mathbb{R}^{n+1} \) is affine, i.e.,
\[
g(x) = \begin{bmatrix} A \\ c^T \end{bmatrix} x + \begin{bmatrix} b \\ d \end{bmatrix},
\]
where \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^n, c \in \mathbb{R}^n, \) and \( d \in \mathbb{R} \). The function \( f : \mathbb{R}^n \to \mathbb{R}^m \) given by \( f = P \circ g, \) i.e.,
\[
f(x) = (Ax + b)/(c^T x + d), \quad \text{dom } f = \{x \mid c^T x + d > 0\}, \tag{2.13}
\]
is called a linear-fractional (or projective) function. If \( c = 0 \) and \( d > 0 \), the domain of \( f \) is \( \mathbb{R}^n \), and \( f \) is an affine function. So we can think of affine and linear functions as special cases of linear-fractional functions.

**Remark 2.2** Projective interpretation. It is often convenient to represent a linear-fractional function as a matrix
\[
Q = \begin{bmatrix} A & b \\ c^T & d \end{bmatrix} \in \mathbb{R}^{(m+1) \times (n+1)}
\]
that acts on (multiplies) points of form \((x, 1)\), which yields \((Ax + b, c^T x + d)\). This result is then scaled or normalized so that its last component is one, which yields \((f(x), 1)\).

This representation can be interpreted geometrically by associating \( \mathbb{R}^n \) with a set of rays in \( \mathbb{R}^{n+1} \) as follows. With each point \( z \) in \( \mathbb{R}^n \) we associate the (open) ray \( \mathcal{P}(z) = \{t(z, 1) \mid t > 0\} \) in \( \mathbb{R}^{n+1} \). The last component of this ray takes on positive values. Conversely any ray in \( \mathbb{R}^{n+1} \), with base at the origin and last component which takes on positive values, can be written as \( \mathcal{P}(v) = \{t(v, 1) \mid t \geq 0\} \) for some \( v \in \mathbb{R}^n \). This (projective) correspondence \( \mathcal{P} \) between \( \mathbb{R}^n \) and the halfspace of rays with positive last component is one-to-one and onto.

The linear-fractional function (2.13) can be expressed as
\[
f(x) = \mathcal{P}^{-1}(Q \mathcal{P}(x)).
\]

Thus, we start with \( x \in \text{dom } f, \) i.e., \( c^T x + d > 0 \). We then form the ray \( \mathcal{P}(x) \) in \( \mathbb{R}^{n+1} \). The linear transformation with matrix \( Q \) acts on this ray to produce another ray \( Q \mathcal{P}(x) \). Since \( x \in \text{dom } f \), the last component of this ray assumes positive values. Finally we take the inverse projective transformation to recover \( f(x) \).
Like the perspective function, linear-fractional functions preserve convexity. If $C$ is convex and lies in the domain of $f$ (i.e., $c^T x + d > 0$ for $x \in C$), then its image $f(C)$ is convex. This follows immediately from results above: the image of $C$ under the affine mapping (2.12) is convex, and the image of the resulting set under the perspective function $P$, which yields $f(C)$, is convex. Similarly, if $C \subseteq \mathbb{R}^m$ is convex, then the inverse image $f^{-1}(C)$ is convex.

**Example 2.13** Conditional probabilities. Suppose $u$ and $v$ are random variables that take on values in $\{1, \ldots, n\}$ and $\{1, \ldots, m\}$, respectively, and let $p_{ij}$ denote $\text{prob}(u = i, v = j)$. Then the conditional probability $f_{ij} = \text{prob}(u = i|v = j)$ is given by

$$f_{ij} = \frac{p_{ij}}{\sum_{k=1}^{n} p_{kj}}.$$ 

Thus $f$ is obtained by a linear-fractional mapping from $p$.

It follows that if $C$ is a convex set of joint probabilities for $(u, v)$, then the associated set of conditional probabilities of $u$ given $v$ is also convex.

Figure 2.16 shows a set $C \subseteq \mathbb{R}^2$, and its image under the linear-fractional function

$$f(x) = \frac{1}{x_1 + x_2 + 1} x, \quad \text{dom } f = \{(x_1, x_2) \mid x_1 + x_2 + 1 > 0\}.$$
2.4 Generalized inequalities

2.4.1 Proper cones and generalized inequalities

A cone \( K \subseteq \mathbb{R}^n \) is called a proper cone if it satisfies the following:

- \( K \) is convex.
- \( K \) is closed.
- \( K \) is solid, which means it has nonempty interior.
- \( K \) is pointed, which means that it contains no line (or equivalently, \( x \in K, \quad -x \in K \implies x = 0 \)).

A proper cone \( K \) can be used to define a generalized inequality, which is a partial ordering on \( \mathbb{R}^n \) that has many of the properties of the standard ordering on \( \mathbb{R}^n \).

We associate with the proper cone \( K \) the partial ordering on \( \mathbb{R}^n \) defined by

\[ x \preceq_K y \iff y - x \in K. \]

We also write \( x \succeq_K y \) for \( y \succeq_K x \). Similarly, we define an associated strict partial ordering by

\[ x \prec_K y \iff y - x \in \text{int} K, \]

and write \( x \succ_K y \) for \( y \prec_K x \). (To distinguish the generalized inequality \( \preceq_K \) from the strict generalized inequality, we sometimes refer to \( \preceq_K \) as the nonstrict generalized inequality.)

When \( K = \mathbb{R}_+^n \), the partial ordering \( \preceq_K \) is the usual ordering \( \leq \) on \( \mathbb{R}^n \), and the strict partial ordering \( \prec_K \) is the same as the usual strict ordering \( < \) on \( \mathbb{R}^n \).

So generalized inequalities include as a special case ordinary (nonstrict and strict) inequality in \( \mathbb{R}^n \).

Example 2.14 Nonnegative orthant and componentwise inequality. The nonnegative orthant \( K = \mathbb{R}_+^n \) is a proper cone. The associated generalized inequality \( \preceq_K \) corresponds to componentwise inequality between vectors: \( x \preceq_K y \) means that \( x_i \leq y_i, \quad i = 1, \ldots, n \). The associated strict inequality corresponds to componentwise strict inequality: \( x \prec_K y \) means that \( x_i < y_i, \quad i = 1, \ldots, n \).

The nonstrict and strict partial orderings associated with the nonnegative orthant arise so frequently that we drop the subscript \( \mathbb{R}_+^n \); it is understood when the symbol \( \preceq \) or \( \prec \) appears between vectors.

Example 2.15 Positive semidefinite cone and matrix inequality. The positive semidefinite cone \( \mathbb{S}_+^n \) is a proper cone in \( \mathbb{S}^n \). The associated generalized inequality \( \preceq_K \) is the usual matrix inequality: \( X \preceq_K Y \) means \( Y - X \) is positive semidefinite. The interior of \( \mathbb{S}_+^n \) (in \( \mathbb{S}^n \)) consists of the positive definite matrices, so the strict generalized inequality also agrees with the usual strict inequality between symmetric matrices: \( X \prec_K Y \) means \( Y - X \) is positive definite.

Here, too, the partial ordering arises so frequently that we drop the subscript: for symmetric matrices we write simply \( X \preceq Y \) or \( X \prec Y \). It is understood that the generalized inequalities are with respect to the positive semidefinite cone.
Example 2.16 Cone of polynomials nonnegative on $[0, 1]$. Let $K$ be defined as

$$K = \{ c \in \mathbb{R}^n \mid c_1 + c_2 t + \cdots + c_n t^{n-1} \geq 0 \text{ for } t \in [0, 1] \}.$$  

(2.15)

i.e., $K$ is the cone of (coefficients of) polynomials of degree $n-1$ that are nonnegative on the interval $[0, 1]$. It can be shown that $K$ is a proper cone; its interior is the set of coefficients of polynomials that are positive on the interval $[0, 1]$.

Two vectors $c, d \in \mathbb{R}^n$ satisfy $c \preceq_K d$ if and only if

$$c_1 + c_2 t + \cdots + c_n t^{n-1} \leq d_1 + d_2 t + \cdots + d_n t^{n-1}$$

for all $t \in [0, 1]$.

Properties of generalized inequalities

A generalized inequality $\preceq_K$ satisfies many properties, such as

- $\preceq_K$ is preserved under addition: if $x \preceq_K y$ and $u \preceq_K v$, then $x + u \preceq_K y + v$.

- $\preceq_K$ is transitive: if $x \preceq_K y$ and $y \preceq_K z$ then $x \preceq_K z$.

- $\preceq_K$ is preserved under nonnegative scaling: if $x \preceq_K y$ and $\alpha \geq 0$ then $\alpha x \preceq_K \alpha y$.

- $\preceq_K$ is reflexive: $x \preceq_K x$.

- $\preceq_K$ is antisymmetric: if $x \preceq_K y$ and $y \preceq_K x$, then $x = y$.

- $\preceq_K$ is preserved under limits: if $x_i \preceq_K y_i$ for $i = 1, 2, \ldots$, $x_i \to x$ and $y_i \to y$ as $i \to \infty$, then $x \preceq_K y$.

The corresponding strict generalized inequality $\prec_K$ satisfies, for example,

- if $x \prec_K y$ then $x \preceq_K y$.

- if $x \prec_K y$ and $u \preceq_K v$ then $x + u \prec_K y + v$.

- if $x \prec_K y$ and $\alpha > 0$ then $\alpha x \prec_K \alpha y$.

- $x \not\preceq_K x$.

- if $x \prec_K y$, then for $u$ and $v$ small enough, $x + u \prec_K y + v$.

These properties are inherited from the definitions of $\preceq_K$ and $\prec_K$, and the properties of proper cones; see exercise 2.30.
2.4.2 Minimum and minimal elements

The notation of generalized inequality (i.e., $\preceq_K$, $\prec_K$) is meant to suggest the analogy to ordinary inequality on $\mathbb{R}$ (i.e., $\leq$, $\prec$). While many properties of ordinary inequality do hold for generalized inequalities, some important ones do not. The most obvious difference is that $\leq$ on $\mathbb{R}$ is a linear ordering: any two points are comparable, meaning either $x \leq y$ or $y \leq x$. This property does not hold for other generalized inequalities. One implication is that concepts like minimum and maximum are more complicated in the context of generalized inequalities. We briefly discuss this in this section.

We say that $x \in S$ is the minimum element of $S$ (with respect to the generalized inequality $\preceq_K$) if for every $y \in S$ we have $x \preceq_K y$. We define the maximum element of a set $S$, with respect to a generalized inequality, in a similar way. If a set has a minimum (maximum) element, then it is unique. A related concept is minimal element. We say that $x \in S$ is a minimal element of $S$ (with respect to $\preceq_K$) if $y \in S$, $y \preceq_K x$ only if $y = x$. We define maximal element in a similar way. A set can have many different minimal (maximal) elements.

We can describe minimum and minimal elements using simple set notation. A point $x \in S$ is the minimum element of $S$ if and only if $S \subseteq x + K$.

Here $x + K$ denotes all the points that are comparable to $x$ and greater than or equal to $x$ (according to $\preceq_K$). A point $x \in S$ is a minimal element if and only if $(x - K) \cap S = \{x\}$.

Here $x - K$ denotes all the points that are comparable to $x$ and less than or equal to $x$ (according to $\preceq_K$); the only point in common with $S$ is $x$.

For $K = \mathbb{R}_+$, which induces the usual ordering on $\mathbb{R}$, the concepts of minimal and minimum are the same, and agree with the usual definition of the minimum element of a set.

Example 2.17 Consider the cone $\mathbb{R}_+^2$, which induces componentwise inequality in $\mathbb{R}^2$. Here we can give some simple geometric descriptions of minimal and minimum elements. The inequality $x \preceq y$ means $y$ is above and to the right of $x$. To say that $x \in S$ is the minimum element of a set $S$ means that all other points of $S$ lie above and to the right. To say that $x$ is a minimal element of a set $S$ means that no other point of $S$ lies to the left and below $x$. This is illustrated in figure 2.17.

Example 2.18 Minimum and minimal elements of a set of symmetric matrices. We associate with each $A \in \mathbb{S}_+^n$ an ellipsoid centered at the origin, given by $E_A = \{x \mid x^T A^{-1} x \leq 1\}$.

We have $A \preceq B$ if and only if $E_A \subseteq E_B$.

Let $v_1, \ldots, v_k \in \mathbb{R}^n$ be given and define $S = \{P \in \mathbb{S}_+^n \mid v_i^T P^{-1} v_i \leq 1, i = 1, \ldots, k\}$,
which corresponds to the set of ellipsoids that contain the points \(v_1, \ldots, v_k\). The set \(S\) does not have a minimum element: for any ellipsoid that contains the points \(v_1, \ldots, v_k\) we can find another one that contains the points, and is not comparable to it. An ellipsoid is minimal if it contains the points, but no smaller ellipsoid does. Figure 2.18 shows an example in \(\mathbb{R}^2\) with \(k = 2\).

2.5 Separating and supporting hyperplanes

2.5.1 Separating hyperplane theorem

In this section we describe an idea that will be important later: the use of hyperplanes or affine functions to separate convex sets that do not intersect. The basic result is the separating hyperplane theorem: Suppose \(C\) and \(D\) are nonempty disjoint convex sets, i.e., \(C \cap D = \emptyset\). Then there exist \(a \neq 0\) and \(b\) such that \(a^T x \leq b\) for all \(x \in C\) and \(a^T x \geq b\) for all \(x \in D\). In other words, the affine function \(a^T x - b\) is nonpositive on \(C\) and nonnegative on \(D\). The hyperplane \(\{x \mid a^T x = b\}\) is called a separating hyperplane for the sets \(C\) and \(D\), or is said to separate the sets \(C\) and \(D\). This is illustrated in figure 2.19.

Proof of separating hyperplane theorem

Here we consider a special case, and leave the extension of the proof to the general case as an exercise (exercise 2.22). We assume that the (Euclidean) distance between \(C\) and \(D\), defined as

\[
\text{dist}(C, D) = \inf \{\|u - v\|_2 \mid u \in C, \ v \in D\},
\]
2.5 Separating and supporting hyperplanes

Figure 2.18 Three ellipsoids in $\mathbb{R}^2$, centered at the origin (shown as the lower dot), that contain the points shown as the upper dots. The ellipsoid $\mathcal{E}_1$ is not minimal, since there exist ellipsoids that contain the points, and are smaller (e.g., $\mathcal{E}_3$). $\mathcal{E}_3$ is not minimal for the same reason. The ellipsoid $\mathcal{E}_2$ is minimal, since no other ellipsoid (centered at the origin) contains the points and is contained in $\mathcal{E}_2$.

Figure 2.19 The hyperplane $\{x \mid a^T x = b\}$ separates the disjoint convex sets $C$ and $D$. The affine function $a^T x - b$ is nonpositive on $C$ and nonnegative on $D$. 
is positive, and that there exist points \( c \in C \) and \( d \in D \) that achieve the minimum distance, i.e., \( \| c - d \|_2 = \text{dist}(C, D) \). (These conditions are satisfied, for example, when \( C \) and \( D \) are closed and one set is bounded.)

Define

\[
 a = d - c, \quad b = \frac{\| d \|_2^2 - \| c \|_2^2}{2}
\]

We will show that the affine function

\[
 f(x) = a^T x - b = (d - c)^T (x - (1/2)(d + c))
\]

is nonpositive on \( C \) and nonnegative on \( D \), i.e., that the hyperplane \( \{ x \mid a^T x = b \} \) separates \( C \) and \( D \). This hyperplane is perpendicular to the line segment between \( c \) and \( d \), and passes through its midpoint, as shown in figure 2.20.

We first show that \( f \) is nonnegative on \( D \). The proof that \( f \) is nonpositive on \( C \) is similar (or follows by swapping \( C \) and \( D \) and considering \( -f \)). Suppose there were a point \( u \in D \) for which

\[
 f(u) = (d - c)^T (u - (1/2)(d + c)) < 0. \tag{2.16}
\]

We can express \( f(u) \) as

\[
 f(u) = (d - c)^T (u - d + (1/2)(d - c)) = (d - c)^T (u - d) + (1/2)\|d - c\|_2^2.
\]

We see that (2.16) implies \( (d - c)^T (u - d) < 0 \). Now we observe that

\[
 \frac{d}{dt} \|d + t(u - d) - c\|_2^2 \bigg|_{t=0} = 2(d - c)^T (u - d) < 0,
\]

so for some small \( t > 0 \), with \( t \leq 1 \), we have

\[
 \|d + t(u - d) - c\|_2 < \|d - c\|_2,
\]
i.e., the point \( d + t(u - d) \) is closer to \( c \) than \( d \) is. Since \( D \) is convex and contains \( d \) and \( u \), we have \( d + t(u - d) \in D \). But this is impossible, since \( d \) is assumed to be the point in \( D \) that is closest to \( C \).

**Example 2.19** Separation of an affine and a convex set. Suppose \( C \) is convex and \( D \) is affine, i.e., \( D = \{ Fu + g \mid u \in \mathbb{R}^m \} \), where \( F \in \mathbb{R}^{n \times m} \). Suppose \( C \) and \( D \) are disjoint, so by the separating hyperplane theorem there are \( a \neq 0 \) and \( b \) such that \( a^T x \leq b \) for all \( x \in C \) and \( a^T x \geq b \) for all \( x \in D \).

Now \( a^T x \geq b \) for all \( x \in D \) means \( a^T Fu \geq b - a^T g \) for all \( u \in \mathbb{R}^m \). But a linear function is bounded below on \( \mathbb{R}^m \) only when it is zero, so we conclude \( a^T F = 0 \) (and hence, \( b \leq a^T g \)).

Thus we conclude that there exists \( a \neq 0 \) such that \( F^T a = 0 \) and \( a^T x \leq a^T g \) for all \( x \in C \).

**Strict separation**

The separating hyperplane we constructed above satisfies the stronger condition that \( a^T x < b \) for all \( x \in C \) and \( a^T x > b \) for all \( x \in D \). This is called *strict separation* of the sets \( C \) and \( D \). Simple examples show that in general, disjoint convex sets need not be strictly separable by a hyperplane (even when the sets are closed; see exercise 2.23). In many special cases, however, strict separation can be established.

**Example 2.20** Strict separation of a point and a closed convex set. Let \( C \) be a closed convex set and \( x_0 \notin C \). Then there exists a hyperplane that strictly separates \( x_0 \) from \( C \).

To see this, note that the two sets \( C \) and \( B(x_0, \varepsilon) \) do not intersect for some \( \varepsilon > 0 \). By the separating hyperplane theorem, there exist \( a \neq 0 \) and \( b \) such that \( a^T x \leq b \) for \( x \in C \) and \( a^T x \geq b \) for \( x \in B(x_0, \varepsilon) \).

Using \( B(x_0, \varepsilon) = \{ x_0 + u \mid \|u\|_2 \leq \varepsilon \} \), the second condition can be expressed as

\[ a^T (x_0 + u) \geq b \quad \text{for all} \quad \|u\|_2 \leq \varepsilon. \]

The \( u \) that minimizes the lefthand side is \( u = -\varepsilon a / \|a\|_2 \); using this value we have

\[ a^T x_0 - \varepsilon \|a\|_2 \geq b. \]

Therefore the affine function

\[ f(x) = a^T x - b - \varepsilon \|a\|_2 / 2 \]

is negative on \( C \) and positive at \( x_0 \).

As an immediate consequence we can establish a fact that we already mentioned above: a closed convex set is the intersection of all halfspaces that contain it. Indeed, let \( C \) be closed and convex, and let \( S \) be the intersection of all halfspaces containing \( C \). Obviously \( x \in C \Rightarrow x \in S \). To show the converse, suppose there exists \( x \in S \), \( x \notin C \). By the strict separation result there exists a hyperplane that strictly separates \( x \) from \( C \), i.e., there is a halfspace containing \( C \) but not \( x \). In other words, \( x \notin S \).
Converse separating hyperplane theorems

The converse of the separating hyperplane theorem (i.e., existence of a separating hyperplane implies that $C$ and $D$ do not intersect) is not true, unless one imposes additional constraints on $C$ or $D$, even beyond convexity. As a simple counterexample, consider $C = D = \{0\} \subseteq \mathbb{R}$. Here the hyperplane $x = 0$ separates $C$ and $D$.

By adding conditions on $C$ and $D$ various converse separation theorems can be derived. As a very simple example, suppose $C$ and $D$ are convex sets, with $C$ open, and there exists an affine function $f$ that is nonpositive on $C$ and nonnegative on $D$. Then $C$ and $D$ are disjoint. (To see this we first note that $f$ must be negative on $C$; for if $f$ were zero at a point of $C$ then $f$ would take on positive values near the point, which is a contradiction. But then $C$ and $D$ must be disjoint since $f$ is negative on $C$ and nonnegative on $D$.) Putting this converse together with the separating hyperplane theorem, we have the following result: any two convex sets $C$ and $D$, at least one of which is open, are disjoint if and only if there exists a separating hyperplane.

Example 2.21  Theorem of alternatives for strict linear inequalities. We derive the necessary and sufficient conditions for solvability of a system of strict linear inequalities

$$Ax < b. \quad (2.17)$$

These inequalities are infeasible if and only if the (convex) sets

$$C = \{b - Ax \mid x \in \mathbb{R}^n\}, \quad D = \mathbb{R}^m_+ = \{y \in \mathbb{R}^m \mid y > 0\}$$

do not intersect. The set $D$ is open; $C$ is an affine set. Hence by the result above, $C$ and $D$ are disjoint if and only if there exists a separating hyperplane, i.e., a nonzero $\lambda \in \mathbb{R}^m$ and $\mu \in \mathbb{R}$ such that $\lambda^T y \leq \mu$ on $C$ and $\lambda^T y \geq \mu$ on $D$.

Each of these conditions can be simplified. The first means $\lambda^T (b - Ax) \leq \mu$ for all $x$. This implies (as in example 2.19) that $A^T \lambda = 0$ and $\lambda^T b \leq \mu$. The second inequality means $\lambda^T y \geq \mu$ for all $y > 0$. This implies $\mu \leq 0$ and $\lambda \geq 0$, $\lambda \neq 0$.

Putting it all together, we find that the set of strict inequalities (2.17) is infeasible if and only if there exists $\lambda \in \mathbb{R}^m$ such that

$$\lambda \neq 0, \quad \lambda \geq 0, \quad A^T \lambda = 0, \quad \lambda^T b \leq 0. \quad (2.18)$$

This is also a system of linear inequalities and linear equations in the variable $\lambda \in \mathbb{R}^m$. We say that (2.17) and (2.18) form a pair of alternatives: for any data $A$ and $b$, exactly one of them is solvable.

2.5.2 Supporting hyperplanes

Suppose $C \subseteq \mathbb{R}^n$, and $x_0$ is a point in its boundary $\text{bd} C$, i.e.,

$$x_0 \in \text{bd} C = \text{cl} C \setminus \text{int} C.$$

If $a \neq 0$ satisfies $a^T x \leq a^T x_0$ for all $x \in C$, then the hyperplane $\{x \mid a^T x = a^T x_0\}$ is called a supporting hyperplane to $C$ at the point $x_0$. This is equivalent to saying
that the point $x_0$ and the set $C$ are separated by the hyperplane $\{x \mid a^T x = a^T x_0\}$. The geometric interpretation is that the hyperplane $\{x \mid a^T x = a^T x_0\}$ is tangent to $C$ at $x_0$, and the halfspace $\{x \mid a^T x \leq a^T x_0\}$ contains $C$. This is illustrated in figure 2.21.

A basic result, called the supporting hyperplane theorem, states that for any nonempty convex set $C$, and any $x_0 \in \text{bd } C$, there exists a supporting hyperplane to $C$ at $x_0$. The supporting hyperplane theorem is readily proved from the separating hyperplane theorem. We distinguish two cases. If the interior of $C$ is nonempty, the result follows immediately by applying the separating hyperplane theorem to the sets $\{x_0\}$ and $\text{int } C$. If the interior of $C$ is empty, then $C$ must lie in an affine set of dimension less than $n$, and any hyperplane containing that affine set contains $C$ and $x_0$, and is a (trivial) supporting hyperplane.

There is also a partial converse of the supporting hyperplane theorem: If a set is closed, has nonempty interior, and has a supporting hyperplane at every point in its boundary, then it is convex. (See exercise 2.27.)

2.6 Dual cones and generalized inequalities

2.6.1 Dual cones

Let $K$ be a cone. The set

$$K^* = \{y \mid x^T y \geq 0 \text{ for all } x \in K\}$$

(2.19)

is called the dual cone of $K$. As the name suggests, $K^*$ is a cone, and is always convex, even when the original cone $K$ is not (see exercise 2.31).

Geometrically, $y \in K^*$ if and only if $-y$ is the normal of a hyperplane that supports $K$ at the origin. This is illustrated in figure 2.22.

Example 2.22 Subspace. The dual cone of a subspace $V \subseteq \mathbb{R}^n$ (which is a cone) is its orthogonal complement $V^\perp = \{y \mid v^T y = 0 \text{ for all } v \in V\}$. 

---

Figure 2.21 The hyperplane $\{x \mid a^T x = a^T x_0\}$ supports $C$ at $x_0$. 

---
Left. The halfspace with inward normal $y$ contains the cone $K$, so $y \in K^\ast$. Right. The halfspace with inward normal $z$ does not contain $K$, so $z \not\in K^\ast$.

Example 2.23  **Nonnegative orthant.** The cone $\mathbb{R}^n_+$ is its own dual:

$$x^T y \geq 0 \text{ for all } x \succeq 0 \iff y \succeq 0.$$  

We call such a cone *self-dual*.

Example 2.24  **Positive semidefinite cone.** On the set of symmetric $n \times n$ matrices $\mathbf{S}^n$, we use the standard inner product $\text{tr}(XY) = \sum_{i,j=1}^n X_{ij} Y_{ij}$ (see §A.1.1). The positive semidefinite cone $\mathbf{S}^n_+$ is self-dual, i.e., for $X, Y \in \mathbf{S}^n$,

$$\text{tr}(XY) \geq 0 \text{ for all } X \succeq 0 \iff Y \succeq 0.$$  

We will establish this fact.

Suppose $Y \not\in \mathbf{S}^n_+$. Then there exists $q \in \mathbb{R}^n$ with

$$q^T Y q = \text{tr}(qq^T Y) < 0.$$  

Hence the positive semidefinite matrix $X = qq^T$ satisfies $\text{tr}(XY) < 0$; it follows that $Y \not\in (\mathbf{S}^n_+)^\ast$.

Now suppose $X, Y \in \mathbf{S}^n_+$. We can express $X$ in terms of its eigenvalue decomposition as $X = \sum_{i=1}^n \lambda_i q_i q_i^T$, where (the eigenvalues) $\lambda_i \geq 0$, $i = 1, \ldots, n$. Then we have

$$\text{tr}(XY) = \text{tr} \left( Y \sum_{i=1}^n \lambda_i q_i q_i^T \right) = \sum_{i=1}^n \lambda_i q_i^T Y q_i \geq 0.$$  

This shows that $Y \in (\mathbf{S}^n_+)^\ast$.

Example 2.25  **Dual of a norm cone.** Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$. The dual of the associated cone $K = \{(x, t) \in \mathbb{R}^{n+1} \mid \|x\| \leq t\}$ is the cone defined by the dual norm, i.e.,

$$K^\ast = \{(u, v) \in \mathbb{R}^{n+1} \mid \|u\| \ast \leq v\}.$$
where the dual norm is given by \( \| u \|_* = \sup\{u^T x \mid \| x \| \leq 1\} \) (see (A.1.6)).

To prove the result we have to show that

\[
x^T u + tv \geq 0 \text{ whenever } \| x \| \leq t \iff \| u \|_* \leq v.
\]

Let us start by showing that the righthand condition on \( (u,v) \) implies the lefthand condition. Suppose \( \| u \|_* \leq v \), and \( \| x \| \leq t \) for some \( t > 0 \). (If \( t = 0 \), \( x \) must be zero, so obviously \( u^T x + vt \geq 0 \).) Applying the definition of the dual norm, and the fact that \( \| -x/t \| \leq 1 \), we have

\[
u^T (-x/t) \leq \| u \|_* \leq v,
\]

and therefore \( u^T x + vt \geq 0 \).

Next we show that the lefthand condition in (2.20) implies the righthand condition in (2.20). Suppose \( \| u \|_* > v \), i.e., that the righthand condition does not hold. Then by the definition of the dual norm, there exists an \( x \) with \( \| x \| \leq 1 \) and \( x^T u > v \).

Taking \( t = 1 \), we have

\[
u^T (-x) + v < 0,
\]

which contradicts the lefthand condition in (2.20).

Dual cones satisfy several properties, such as:

- \( K^* \) is closed and convex.
- \( K_1 \subseteq K_2 \) implies \( K_2^* \subseteq K_1^* \).
- If \( K \) has nonempty interior, then \( K^* \) is pointed.
- If the closure of \( K \) is pointed then \( K^* \) has nonempty interior.
- \( K^{**} \) is the closure of the convex hull of \( K \). (Hence if \( K \) is convex and closed, \( K^{**} = K \).)

(See exercise 2.31.) These properties show that if \( K \) is a proper cone, then so is its dual \( K^* \), and moreover, that \( K^{**} = K \).

### 2.6.2 Dual generalized inequalities

Now suppose that the convex cone \( K \) is proper, so it induces a generalized inequality \( \preceq_K \). Then its dual cone \( K^* \) is also proper, and therefore induces a generalized inequality. We refer to the generalized inequality \( \preceq_K \), as the dual of the generalized inequality \( \preceq_K \).

Some important properties relating a generalized inequality and its dual are:

- \( x \preceq_K y \) if and only if \( \lambda^T x \leq \lambda^T y \) for all \( \lambda \geq_K 0 \).
- \( x \prec_K y \) if and only if \( \lambda^T x < \lambda^T y \) for all \( \lambda \geq_K 0 \), \( \lambda \neq 0 \).

Since \( K = K^{**} \), the dual generalized inequality associated with \( \preceq_K \) is \( \preceq_K \), so these properties hold if the generalized inequality and its dual are swapped. As a specific example, we have \( \lambda \preceq_K \mu \) if and only if \( \lambda^T x \leq \mu^T x \) for all \( x \geq_K 0 \).
Example 2.26  *Theorem of alternatives for linear strict generalized inequalities.* Suppose \( K \subseteq \mathbb{R}^m \) is a proper cone. Consider the strict generalized inequality

\[
Ax \prec_K b, \tag{2.21}
\]

where \( x \in \mathbb{R}^n \).

We will derive a theorem of alternatives for this inequality. Suppose it is infeasible, *i.e.*, the affine set \( \{b - Ax \mid x \in \mathbb{R}^n\} \) does not intersect the open convex set \( \text{int} K \).

Then there is a separating hyperplane, *i.e.*, a nonzero \( \lambda \in \mathbb{R}^m \) and \( \mu \in \mathbb{R} \) such that \( \lambda^T(b - Ax) \leq \mu \) for all \( x \), and \( \lambda^Ty \geq \mu \) for all \( y \in \text{int} K \). The first condition implies \( A^T\lambda = 0 \) and \( \lambda^Tb \leq \mu \). The second condition implies \( \lambda^Ty \geq \mu \) for all \( y \in K \), which can only happen if \( \lambda \in K^\ast \) and \( \mu \leq 0 \).

Putting it all together we find that if (2.21) is infeasible, then there exists \( \lambda \) such that

\[
\lambda \neq 0, \quad \lambda \succeq_K 0, \quad A^T\lambda = 0, \quad \lambda^Tb \leq 0. \tag{2.22}
\]

Now we show the converse: if (2.22) holds, then the inequality system (2.21) cannot be feasible. Suppose that both inequality systems hold. Then we have \( \lambda^T(b - Ax) > 0 \), since \( \lambda \neq 0 \), \( \lambda \succeq_K 0 \), and \( b - Ax \succ_K 0 \). But using \( A^T\lambda = 0 \) we find that \( \lambda^T(b - Ax) = \lambda^Tb \leq 0 \), which is a contradiction.

Thus, the inequality systems (2.21) and (2.22) are alternatives: for any data \( A, b \), exactly one of them is feasible. (This generalizes the alternatives (2.17), (2.18) for the special case \( K = \mathbb{R}^m \).)

### 2.6.3 Minimum and minimal elements via dual inequalities

We can use dual generalized inequalities to characterize minimum and minimal elements of a (possibly nonconvex) set \( S \subseteq \mathbb{R}^n \) with respect to the generalized inequality induced by a proper cone \( K \).

**Dual characterization of minimum element**

We first consider a characterization of the *minimum* element: \( x \) is the minimum element of \( S \), with respect to the generalized inequality \( \leq_K \), if and only if for all \( \lambda \succ_K 0 \), \( x \) is the unique minimizer of \( \lambda^Tz \) over \( z \in S \). Geometrically, this means that for any \( \lambda \succ_K 0 \), the hyperplane

\[
\{z \mid \lambda^T(z - x) = 0\}
\]

is a strict supporting hyperplane to \( S \) at \( x \). (By strict supporting hyperplane, we mean that the hyperplane intersects \( S \) only at the point \( x \).) Note that convexity of the set \( S \) is not required. This is illustrated in figure 2.23.

To show this result, suppose \( x \) is the minimum element of \( S \), *i.e.*, \( x \leq_K z \) for all \( z \in S \), and let \( \lambda \succ_K 0 \). Let \( z \in S, z \neq x \). Since \( x \) is the minimum element of \( S \), we have \( z - x \succeq_K 0 \). From \( \lambda \succ_K 0 \) and \( z - x \succeq_K 0 \), \( z - x \neq 0 \), we conclude \( \lambda^T(z - x) > 0 \). Since \( z \) is an arbitrary element of \( S \), not equal to \( x \), this shows that \( x \) is the unique minimizer of \( \lambda^Tz \) over \( z \in S \). Conversely, suppose that for all \( \lambda \succ_K 0 \), \( x \) is the unique minimizer of \( \lambda^Tz \) over \( z \in S \), but \( x \) is not the minimum
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Figure 2.23 Dual characterization of minimum element. The point $x$ is the minimum element of the set $S$ with respect to $\mathbb{R}^+_1$. This is equivalent to: for every $\lambda \succ 0$, the hyperplane $\{ z \mid \lambda^T(z - x) = 0 \}$ strictly supports $S$ at $x$, i.e., contains $S$ on one side, and touches it only at $x$.

element of $S$. Then there exists $z \in S$ with $z \not\succeq_K x$. Since $z - x \not\succeq_K 0$, there exists $\lambda \succeq_K 0$ with $\lambda^T(z - x) < 0$. Hence $\lambda^T(z - x) < 0$ for $\lambda \succ_K 0$ in the neighborhood of $\lambda$. This contradicts the assumption that $x$ is the unique minimizer of $\lambda^T z$ over $S$.

**Dual characterization of minimal elements**

We now turn to a similar characterization of minimal elements. Here there is a gap between the necessary and sufficient conditions. If $\lambda \succ_K 0$ and $x$ minimizes $\lambda^T z$ over $z \in S$, then $x$ is minimal. This is illustrated in figure 2.24.

To show this, suppose that $\lambda \succ_K 0$, and $x$ minimizes $\lambda^T z$ over $S$, but $x$ is not minimal, i.e., there exists a $z \in S$, $z \neq x$, and $z \preceq_K x$. Then $\lambda^T(x - z) > 0$, which contradicts our assumption that $x$ is the unique minimizer of $\lambda^T z$ over $S$.

The converse is in general false: a point $x$ can be minimal in $S$, but not a minimizer of $\lambda^T z$ over $z \in S$, for any $\lambda$, as shown in figure 2.25. This figure suggests that convexity plays an important role in the converse, which is correct. Provided the set $S$ is convex, we can say that for any minimal element $x$ there exists a nonzero $\lambda \succeq_K 0$ such that $x$ minimizes $\lambda^T z$ over $z \in S$.

To show this, suppose $x$ is minimal, which means that $((x - K) \setminus \{x\}) \cap S = \emptyset$. Applying the separating hyperplane theorem to the convex sets $(x - K) \setminus \{x\}$ and $S$, we conclude that there is a $\lambda \neq 0$ and $\mu$ such that $\lambda^T(x - y) \leq \mu$ for all $y \in K$, and $\lambda^T z \geq \mu$ for all $z \in S$. From the first inequality we conclude $\lambda \succeq_K 0$. Since $x \in S$ and $x \in x - K$, we have $\lambda^T x = \mu$, so the second inequality implies that $\mu$ is the minimum value of $\lambda^T z$ over $S$. Therefore, $x$ is a minimizer of $\lambda^T z$ over $S$, where $\lambda \neq 0$, $\lambda \succeq_K 0$.

This converse theorem cannot be strengthened to $\lambda \succ_K 0$. Examples show that a point $x$ can be a minimal point of a convex set $S$, but not a minimizer of...
Figure 2.24 A set $S \subseteq \mathbb{R}^2$. Its set of minimal points, with respect to $\mathbb{R}^2_+$, is shown as the darker section of its (lower, left) boundary. The minimizer of $\lambda_1^T z$ over $S$ is $x_1$, and is minimal since $\lambda_1 \succ 0$. The minimizer of $\lambda_2^T z$ over $S$ is $x_2$, which is another minimal point of $S$, since $\lambda_2 \succ 0$.

Figure 2.25 The point $x$ is a minimal element of $S \subseteq \mathbb{R}^2$ with respect to $\mathbb{R}^2_+$. However there exists no $\lambda$ for which $x$ minimizes $\lambda^T z$ over $z \in S$. 
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\[ \lambda^T z \text{ over } z \in S \text{ for any } \lambda \succ_{K^*} 0. \] (See figure 2.26, left.) Nor is it true that any minimizer of \( \lambda^T z \) over \( z \in S \), with \( \lambda \succ_{K^*} 0 \), is minimal (see figure 2.26, right.)

**Example 2.27** Pareto optimal production frontier. We consider a product which requires \( n \) resources (such as labor, electricity, natural gas, water) to manufacture. The product can be manufactured or produced in many ways. With each production method, we associate a resource vector \( x \in \mathbb{R}^n \), where \( x_i \) denotes the amount of resource \( i \) consumed by the method to manufacture the product. We assume that \( x_i \geq 0 \) (i.e., resources are consumed by the production methods) and that the resources are valuable (so using less of any resource is preferred).

The production set \( P \subseteq \mathbb{R}^n \) is defined as the set of all resource vectors \( x \) that correspond to some production method.

Production methods with resource vectors that are minimal elements of \( P \), with respect to componentwise inequality, are called Pareto optimal or efficient. The set of minimal elements of \( P \) is called the efficient production frontier.

We can give a simple interpretation of Pareto optimality. We say that one production method, with resource vector \( x \), is better than another, with resource vector \( y \), if \( x_i \leq y_i \) for all \( i \), and for some \( i \), \( x_i < y_i \). In other words, one production method is better than another if it uses no more of each resource than another method, and for at least one resource, actually uses less. This corresponds to \( x \preceq y, x \neq y \). Then we can say: A production method is Pareto optimal or efficient if there is no better production method.

We can find Pareto optimal production methods (i.e., minimal resource vectors) by minimizing

\[ \lambda^T x = \lambda_1 x_1 + \cdots + \lambda_n x_n \]

over the set \( P \) of production vectors, using any \( \lambda \) that satisfies \( \lambda \succ 0 \).

Here the vector \( \lambda \) has a simple interpretation: \( \lambda_i \) is the price of resource \( i \). By minimizing \( \lambda^T x \) over \( P \) we are finding the overall cheapest production method (for the resource prices \( \lambda_i \)). As long as the prices are positive, the resulting production method is guaranteed to be efficient.

These ideas are illustrated in figure 2.27.
Figure 2.27 The production set $P$, for a product that requires labor and fuel to produce, is shown shaded. The two dark curves show the efficient production frontier. The points $x_1$, $x_2$ and $x_3$ are efficient. The points $x_4$ and $x_5$ are not (since in particular, $x_2$ corresponds to a production method that uses no more fuel, and less labor). The point $x_1$ is also the minimum cost production method for the price vector $\lambda$ (which is positive). The point $x_2$ is efficient, but cannot be found by minimizing the total cost $\lambda^T x$ for any price vector $\lambda \succeq 0$. 
Minkowski is generally credited with the first systematic study of convex sets, and the introduction of fundamental concepts such as supporting hyperplanes and the supporting hyperplane theorem, the Minkowski distance function (exercise 3.34), extreme points of a convex set, and many others.

Some well known early surveys are Bonnesen and Fenchel [BF48], Eggleston [Egg58], Klee [Kle63], and Valentine [Val64]. More recent books devoted to the geometry of convex sets include Lay [Lay82] and Webster [Web94]. Klee [Kle71], Fenchel [Fen83], Tikhomorov [Tik90], and Berger [Ber90] give very readable overviews of the history of convexity and its applications throughout mathematics.

Linear inequalities and polyhedral sets are studied extensively in connection with the linear programming problem, for which we give references at the end of chapter 4. Some landmark publications in the history of linear inequalities and linear programming are Motzkin [Mot33], von Neumann and Morgenstern [vNM53], Kantorovich [Kan60], Koopmans [Koo51], and Dantzig [Dan63]. Dantzig [Dan63, Chapter 2] includes an historical survey of linear inequalities, up to around 1963.

Generalized inequalities were introduced in nonlinear optimization during the 1960s (see Luenberger [Lue69, §8.2] and Isii [Isi64]), and are used extensively in cone programming (see the references in chapter 4). Bellman and Fan [BF63] is an early paper on sets of generalized linear inequalities (with respect to the positive semidefinite cone).

For extensions and a proof of the separating hyperplane theorem we refer the reader to Rockafellar [Roc97], part III, and Hiriart-Urruty and Lemaréchal [HUL93, volume 1, §III4]. Dantzig [Dan63, page 21] attributes the term theorem of the alternative to von Neumann and Morgenstern [vNM53, page 138]. For more references on theorems of alternatives, see chapter 5.

The terminology of example 2.27 (including Pareto optimality, efficient production, and the price interpretation of $\lambda$) is discussed in detail by Luenberger [Lue95].

Convex geometry plays a prominent role in the classical theory of moments (Krein and Nudelman [KN77], Karlin and Studden [KS66]). A famous example is the duality between the cone of nonnegative polynomials and the cone of power moments; see exercise 2.37.
Exercises

Definition of convexity

2.1 Let \( C \subseteq \mathbb{R}^n \) be a convex set, with \( x_1, \ldots, x_k \in C \), and let \( \theta_1, \ldots, \theta_k \in \mathbb{R} \) satisfy \( \theta_1 \geq 0 \), \( \theta_1 + \cdots + \theta_k = 1 \). Show that \( \theta_1 x_1 + \cdots + \theta_k x_k \in C \). (The definition of convexity is that this holds for \( k = 2 \); you must show it for arbitrary \( k \).) \( \text{Hint.} \) Use induction on \( k \).

2.2 Show that a set is convex if and only if its intersection with any line is convex. Show that a set is affine if and only if its intersection with any line is affine.

2.3 Midpoint convexity. A set \( C \) is midpoint convex if whenever two points \( a, b \) are in \( C \), the average or midpoint \( \left( \frac{a + b}{2} \right) \) is in \( C \). Obviously a convex set is midpoint convex. It can be proved that under mild conditions midpoint convexity implies convexity. As a simple case, prove that if \( C \) is closed and midpoint convex, then \( C \) is convex.

2.4 Show that the convex hull of a set \( S \) is the intersection of all convex sets that contain \( S \). (The same method can be used to show that the conic, or affine, or linear hull of a set \( S \) is the intersection of all conic sets, or affine sets, or subspaces that contain \( S \).)

Examples

2.5 What is the distance between two parallel hyperplanes \( \{ x \in \mathbb{R}^n \mid a^T x = b_1 \} \) and \( \{ x \in \mathbb{R}^n \mid a^T x = b_2 \} \)?

2.6 When does one halfspace contain another? Give conditions under which

\[
\{ x \mid a^T x \leq b \} \subseteq \{ x \mid \tilde{a}^T x \leq \tilde{b} \}
\]

(where \( a \neq 0 \), \( \tilde{a} \neq 0 \)). Also find the conditions under which the two halfspaces are equal.

2.7 Voronoi description of halfspace. Let \( a \) and \( b \) be distinct points in \( \mathbb{R}^n \). Show that the set of all points that are closer (in Euclidean norm) to \( a \) than \( b \), i.e., \( \{ x \mid \|x - a\|_2 \leq \|x - b\|_2 \} \), is a halfspace. Describe it explicitly as an inequality of the form \( c^T x \leq d \). Draw a picture.

2.8 Which of the following sets \( S \) are polyhedra? If possible, express \( S \) in the form \( S = \{ x \mid Ax \leq b, \, Fx = g \} \).

(a) \( S = \{ y_1 a_1 + y_2 a_2 \mid -1 \leq y_1 \leq 1, \, -1 \leq y_2 \leq 1 \} \), where \( a_1, a_2 \in \mathbb{R}^n \).

(b) \( S = \{ x \in \mathbb{R}^n \mid x \geq 0, \, 1^T x = 1, \, \sum_{i=1}^n x_i a_i = b_1, \, \sum_{i=1}^n x_i a_i^2 = b_2 \} \), where \( a_1, \ldots, a_n \in \mathbb{R} \) and \( b_1, b_2 \in \mathbb{R} \).

(c) \( S = \{ x \in \mathbb{R}^n \mid x \geq 0, \, x^T y \leq 1 \, \forall y \mid \|y\|_2 = 1 \} \).

(d) \( S = \{ x \in \mathbb{R}^n \mid x \geq 0, \, x^T y \leq 1 \, \forall y \mid \sum_{i=1}^n |y_i| = 1 \} \).

2.9 Voronoi sets and polyhedral decomposition. Let \( x_0, \ldots, x_K \in \mathbb{R}^n \) be distinct. Consider the set of points that are closer (in Euclidean norm) to \( x_0 \) than the other \( x_i \), i.e.,

\[
V = \{ x \in \mathbb{R}^n \mid \|x - x_0\|_2 \leq \|x - x_i\|_2, \, i = 1, \ldots, K \}.
\]

\( V \) is called the Voronoi region around \( x_0 \) with respect to \( x_1, \ldots, x_K \).

(a) Show that \( V \) is a polyhedron. Express \( V \) in the form \( V = \{ x \mid Ax \leq b \} \).

(b) Conversely, given a polyhedron \( P \) with nonempty interior, show how to find \( x_0, \ldots, x_K \) so that the polyhedron is the Voronoi region of \( x_0 \) with respect to \( x_1, \ldots, x_K \).

(c) We can also consider the sets

\[
V_k = \{ x \in \mathbb{R}^n \mid \|x - x_k\|_2 \leq \|x - x_i\|_2, \, i \neq k \}.
\]

The set \( V_k \) consists of points in \( \mathbb{R}^n \) for which the closest point in the set \( \{ x_0, \ldots, x_K \} \) is \( x_k \).
The sets $V_0, \ldots, V_K$ give a polyhedral decomposition of $\mathbb{R}^n$. More precisely, the sets $V_k$ are polyhedra with nonempty interior, $\bigcup_{k=0}^K V_k = \mathbb{R}^n$, and $\text{int} V_i \cap \text{int} V_j = \emptyset$ for $i \neq j$, i.e., $V_i$ and $V_j$ intersect at most along a boundary.

Suppose that $P_1, \ldots, P_m$ are polyhedra with nonempty interior such that $\bigcup_{i=1}^m P_i = \mathbb{R}^n$, $\text{int} P_i \cap \text{int} P_j = \emptyset$ for $i \neq j$. Can this polyhedral decomposition of $\mathbb{R}^n$ be described as the Voronoi regions generated by an appropriate set of points?

2.10 **Solution set of a quadratic inequality.** Let $C \subseteq \mathbb{R}^n$ be the solution set of a quadratic inequality,

$$C = \{ x \in \mathbb{R}^n \mid x^T Ax + b^T x + c \leq 0 \},$$

with $A \in S^n$, $b \in \mathbb{R}^n$, and $c \in \mathbb{R}$.

(a) Show that $C$ is convex if $A \succeq 0$.

(b) Show that the intersection of $C$ and the hyperplane defined by $g^T x + k = 0$ (where $g \neq 0$) is convex if $A + \lambda gg^T \geq 0$ for some $\lambda \in \mathbb{R}$.

Are the converses of these statements true?

2.11 **Hyperbolic sets.** Show that the hyperbolic set $\{ x \in \mathbb{R}^n_+ \mid x_1 x_2 \geq 1 \}$ is convex. As a generalization, show that $\{ x \in \mathbb{R}^n_+ \mid \prod_{i=1}^n x_i \geq 1 \}$ is convex. Hint. If $a, b \geq 0$ and $0 \leq \theta \leq 1$, then $a^\theta b^{1-\theta} \leq \theta a + (1 - \theta)b$; see §3.1.9.

2.12 Which of the following sets are convex?

(a) A slab, i.e., a set of the form $\{ x \in \mathbb{R}^n \mid \alpha \leq a^T x \leq \beta \}$.

(b) A rectangle, i.e., a set of the form $\{ x \in \mathbb{R}^n \mid \alpha_i \leq x_i \leq \beta_i, \ i = 1, \ldots, n \}$. A rectangle is sometimes called a hyperrectangle when $n > 2$.

(c) A wedge, i.e., $\{ x \in \mathbb{R}^n \mid a_1^T x \leq b_1, \ a_2^T x \leq b_2 \}$.

(d) The set of points closer to a given point than a given set, i.e.,

$$\{ x \mid \| x - x_0 \| \leq \| x - y \| \text{ for all } y \in S \}$$

where $S \subseteq \mathbb{R}^n$.

(e) The set of points closer to one set than another, i.e.,

$$\{ x \mid \text{dist}(x, S) \leq \text{dist}(x, T) \},$$

where $S, T \subseteq \mathbb{R}^n$, and

$$\text{dist}(x, S) = \inf \{ \| x - z \|_2 \mid z \in S \}.$$

(f) [HUL93, volume 1, page 93] The set $\{ x \mid x + S_2 \subseteq S_1 \}$, where $S_1, S_2 \subseteq \mathbb{R}^n$ with $S_1$ convex.

(g) The set of points whose distance to $a$ does not exceed a fixed fraction $\theta$ of the distance to $b$, i.e., the set $\{ x \mid \| x - a \|_2 \leq \theta \| x - b \|_2 \}$. You can assume $a \neq b$ and $0 \leq \theta \leq 1$.

2.13 **Conic hull of outer products.** Consider the set of rank-$k$ outer products, defined as $\{ XX^T \mid X \in \mathbb{R}^{n \times k} \}$. rank $X = k$. Describe its conic hull in simple terms.

2.14 **Expanded and restricted sets.** Let $S \subseteq \mathbb{R}^n$, and let $\| \cdot \|$ be a norm on $\mathbb{R}^n$.

(a) For $a \geq 0$ we define $S_a$ as $\{ x \mid \text{dist}(x, S) \leq a \}$, where $\text{dist}(x, S) = \inf_{y \in S} \| x - y \|$. We refer to $S_a$ as $S$ expanded or extended by $a$. Show that if $S$ is convex, then $S_a$ is convex.

(b) For $a \geq 0$ we define $S_{-a} = \{ x \mid B(x, a) \subseteq S \}$, where $B(x, a)$ is the ball (in the norm $\| \cdot \|$), centered at $x$, with radius $a$. We refer to $S_{-a}$ as $S$ shrunk or restricted by $a$, since $S_{-a}$ consists of all points that are at least a distance $a$ from $\mathbb{R}^n \setminus S$. Show that if $S$ is convex, then $S_{-a}$ is convex.
2.15 Some sets of probability distributions. Let \( x \) be a real-valued random variable with 
\[
\text{prob}(x = a_i) = p_i, \quad i = 1, \ldots, n,
\]
where \( a_1 < a_2 < \cdots < a_n \). Of course \( p \in \mathbb{R}^n \) lies in the standard probability simplex \( P = \{ p \mid 1^T p = 1, \ p \geq 0 \} \). Which of the following conditions are convex in \( p \)? (That is, for which of the following conditions is the set of \( p \in P \) that satisfy the condition convex?)

(a) \( \alpha \leq E f(x) \leq \beta \), where \( E f(x) \) is the expected value of \( f(x) \), i.e., \( E f(x) = \sum_{i=1}^{n} p_i f(a_i) \). (The function \( f : \mathbb{R} \to \mathbb{R} \) is given.)

(b) \( \text{prob}(x > \alpha) \leq \beta \).

(c) \( E |x|^3 | \leq \alpha E |x| \).

(d) \( E x^2 \leq \alpha \).

(e) \( E x^2 \geq \alpha \).

(f) \( \text{var}(x) \leq \alpha \), where \( \text{var}(x) = E (x - E x)^2 \) is the variance of \( x \).

(g) \( \text{var}(x) \geq \alpha \).

(h) \( \text{quartile}(x) \geq \alpha \), where \( \text{quartile}(x) = \inf \{ \beta \mid \text{prob}(x \leq \beta) \geq 0.25 \} \).

(i) \( \text{quartile}(x) \leq \alpha \).

Operations that preserve convexity

2.16 Show that if \( S_1 \) and \( S_2 \) are convex sets in \( \mathbb{R}^{m+n} \), then so is their partial sum 
\[
S = \{(x, y, 1 + y_2) \mid x \in \mathbb{R}^n, y_1, y_2 \in \mathbb{R}^n, (x, y_1) \in S_1, (x, y_2) \in S_2 \}.
\]

2.17 Image of polyhedral sets under perspective function. In this problem we study the image of hyperplanes, halfspaces, and polyhedra under the perspective function \( P(x,t) = x/t \), with \( \text{dom} P = \mathbb{R}^n \times \mathbb{R}_{++} \). For each of the following sets \( C \), give a simple description of 
\[
P(C) = \{ v/t \mid (v, t) \in C, \ t > 0 \}.
\]

(a) The polyhedron \( C = \text{conv}\{ (v_1, t_1), \ldots, (v_K, t_K) \} \) where \( v_i \in \mathbb{R}^n \) and \( t_i > 0 \).

(b) The hyperplane \( C = \{ (v, t) \mid f^T v + gt = h \} \) (with \( f \) and \( g \) not both zero).

(c) The halfspace \( C = \{ (v, t) \mid f^T v + gt \leq h \} \) (with \( f \) and \( g \) not both zero).

(d) The polyhedron \( C = \{ (v, t) \mid F v + gt \leq h \} \).

2.18 Invertible linear-fractional functions. Let \( f : \mathbb{R}^n \to \mathbb{R}^n \) be the linear-fractional function 
\[
f(x) = (Ax + b)/(c^T x + d), \quad \text{dom} f = \{ x \mid c^T x + d > 0 \}.
\]

Suppose the matrix 
\[
Q = \begin{bmatrix} A & b \\ c^T & d \end{bmatrix}
\]
is nonsingular. Show that \( f \) is invertible and that \( f^{-1} \) is a linear-fractional mapping. Give an explicit expression for \( f^{-1} \) and its domain in terms of \( A, b, c, \) and \( d \). Hint. It may be easier to express \( f^{-1} \) in terms of \( Q \).

2.19 Linear-fractional functions and convex sets. Let \( f : \mathbb{R}^m \to \mathbb{R}^n \) be the linear-fractional function 
\[
f(x) = (Ax + b)/(c^T x + d), \quad \text{dom} f = \{ x \mid c^T x + d > 0 \}.
\]

In this problem we study the inverse image of a convex set \( C \) under \( f \), i.e., 
\[
f^{-1}(C) = \{ x \in \text{dom} f \mid f(x) \in C \}.
\]

For each of the following sets \( C \subseteq \mathbb{R}^n \), give a simple description of \( f^{-1}(C) \).

(a) The halfspace \( C = \{ y \mid g^T y \leq h \} \) (with \( g \neq 0 \)).

(b) The polyhedron \( C = \{ y \mid G y \leq h \} \).

(c) The ellipsoid \( \{ y \mid y^T P^{-1} y \leq 1 \} \) (where \( P \in \mathbb{S}_+^n \)).

(d) The solution set of a linear matrix inequality, \( C = \{ y \mid y_1 A_1 + \cdots + y_n A_n \leq B \} \),

where \( A_1, \ldots, A_n, B \in \mathbb{S}^p \).
Separation theorems and supporting hyperplanes

2.20 **Strictly positive solution of linear equations.** Suppose \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \), with \( b \in \mathcal{R}(A) \). Show that there exists an \( x \) satisfying

\[
x > 0, \quad Ax = b
\]

if and only if there exists no \( \lambda \) with

\[
A^T \lambda \geq 0, \quad A^T \lambda \neq 0, \quad b^T \lambda \leq 0.
\]

*Hint.* First prove the following fact from linear algebra: \( c^T x = d \) for all \( x \) satisfying \( Ax = b \) if and only if there is a vector \( \lambda \) such that \( c = A^T \lambda, d = b^T \lambda \).

2.21 **The set of separating hyperplanes.** Suppose that \( C \) and \( D \) are disjoint subsets of \( \mathbb{R}^n \). Consider the set of \( (a, b) \in \mathbb{R}^{n+1} \) for which \( a^T x \leq b \) for all \( x \in C \), and \( a^T x \geq b \) for all \( x \in D \). Show that this set is a convex cone (which is the singleton \( \{0\} \) if there is no hyperplane that separates \( C \) and \( D \)).

2.22 Finish the proof of the separating hyperplane theorem in §2.5.1: Show that a separating hyperplane exists for two disjoint convex sets \( C \) and \( D \). You can use the result proved in §2.5.1, i.e., that a separating hyperplane exists when there exist points in the two sets whose distance is equal to the distance between the two sets.

*Hint.* If \( C \) and \( D \) are disjoint convex sets, then the set \( \{x - y \mid x \in C, \ y \in D\} \) is convex and does not contain the origin.

2.23 Give an example of two closed convex sets that are disjoint but cannot be strictly separated.

2.24 **Supporting hyperplanes.**

(a) Express the closed convex set \( \{x \in \mathbb{R}_+^2 \mid x_1 x_2 \geq 1\} \) as an intersection of halfspaces.

(b) Let \( C = \{x \in \mathbb{R}^n \mid \|x\|_\infty \leq 1\} \), the \( \ell_\infty \)-norm unit ball in \( \mathbb{R}^n \), and let \( \hat{x} \) be a point in the boundary of \( C \). Identify the supporting hyperplanes of \( C \) at \( \hat{x} \) explicitly.

2.25 **Inner and outer polyhedral approximations.** Let \( C \subseteq \mathbb{R}^n \) be a closed convex set, and suppose that \( x_1, \ldots, x_K \) are on the boundary of \( C \). Suppose that for each \( i \), \( a_i^T (x - x_i) = 0 \) defines a supporting hyperplane for \( C \) at \( x_i \), i.e., \( C \subseteq \{x \mid a_i^T (x - x_i) \leq 0\} \). Consider the two polyhedra

\[
P_{\text{inner}} = \text{conv}\{x_1, \ldots, x_K\}, \quad P_{\text{outer}} = \{x \mid a_i^T (x - x_i) \leq 0, \ i = 1, \ldots, K\}.
\]

Show that \( P_{\text{inner}} \subseteq C \subseteq P_{\text{outer}} \). Draw a picture illustrating this.

2.26 **Support function.** The support function of a set \( C \subseteq \mathbb{R}^n \) is defined as

\[
S_C(y) = \sup\{y^T x \mid x \in C\}.
\]

(We allow \( S_C(y) \) to take on the value \( +\infty \).) Suppose that \( C \) and \( D \) are closed convex sets in \( \mathbb{R}^n \). Show that \( C = D \) if and only if their support functions are equal.

2.27 **Converse supporting hyperplane theorem.** Suppose the set \( C \) is closed, has nonempty interior, and has a supporting hyperplane at every point in its boundary. Show that \( C \) is convex.

Convex cones and generalized inequalities

2.28 **Positive semidefinite cone for \( n = 1, 2, 3 \).** Give an explicit description of the positive semidefinite cone \( S^+_n \), in terms of the matrix coefficients and ordinary inequalities, for \( n = 1, 2, 3 \). To describe a general element of \( S^n \), for \( n = 1, 2, 3 \), use the notation

\[
x_1, \quad \begin{bmatrix} x_1 & x_2 & x_3 \\ x_2 & x_3 & x_4 \\ x_3 & x_4 & x_5 \end{bmatrix}, \quad \begin{bmatrix} x_1 & x_2 & x_3 \\ x_2 & x_4 & x_5 \\ x_3 & x_5 & x_6 \end{bmatrix}.
\]
2.29 *Cones in $\mathbb{R}^2$.** Suppose $K \subseteq \mathbb{R}^2$ is a closed convex cone.

(a) Give a simple description of $K$ in terms of the polar coordinates of its elements $(x = r(\cos \phi, \sin \phi)$ with $r \geq 0$).

(b) Give a simple description of $K^*$, and draw a plot illustrating the relation between $K$ and $K^*$.

(c) When is $K$ pointed?

(d) When is $K$ proper (hence, defines a generalized inequality)? Draw a plot illustrating what $x \leq_K y$ means when $K$ is proper.

2.30 *Properties of generalized inequalities.* Prove the properties of (nonstrict and strict) generalized inequalities listed in §2.4.1.

2.31 *Properties of dual cones.* Let $K^*$ be the dual cone of a convex cone $K$, as defined in (2.19). Prove the following.

(a) $K^*$ is indeed a convex cone.

(b) $K_1 \subseteq K_2$ implies $K_1^* \subseteq K_2^*$.

(c) $K^*$ is closed.

(d) The interior of $K^*$ is given by $\text{int} K^* = \{y \mid y^T x > 0 \text{ for all } x \in \text{cl} K\}$.

(e) If $K$ has nonempty interior then $K^*$ is pointed.

(f) $K^{**}$ is the closure of $K$. (Hence if $K$ is closed, $K^{**} = K$.)

(g) If the closure of $K$ is pointed then $K^*$ has nonempty interior.

2.32 Find the dual cone of $\{Ax \mid x \geq 0\}$, where $A \in \mathbb{R}^{m \times n}$.

2.33 *The monotone nonnegative cone.* We define the monotone nonnegative cone as

$$K_{m+} = \{x \in \mathbb{R}^n \mid x_1 \geq x_2 \geq \cdots \geq x_n \geq 0\}.$$  

i.e., all nonnegative vectors with components sorted in nonincreasing order.

(a) Show that $K_{m+}$ is a proper cone.

(b) Find the dual cone $K^*_{m+}$. *Hint.* Use the identity

$$\sum_{i=1}^{n} x_i y_i = (x_1 - x_2)y_1 + (x_2 - x_3)(y_1 + y_2) + (x_3 - x_4)(y_1 + y_2 + y_3) + \cdots$$

$$+ (x_{n-1} - x_n)(y_1 + \cdots + y_{n-1}) + x_n(y_1 + \cdots + y_n).$$

2.34 *The lexicographic cone and ordering.* The lexicographic cone is defined as

$$K_{\text{lex}} = \{0\} \cup \{x \in \mathbb{R}^n \mid x_1 = \cdots = x_k = 0, \ x_{k+1} > 0, \text{ for some } k, \ 0 \leq k < n\},$$

i.e., all vectors whose first nonzero coefficient (if any) is positive.

(a) Verify that $K_{\text{lex}}$ is a cone, but not a proper cone.

(b) We define the *lexicographic ordering* on $\mathbb{R}^n$ as follows: $x \leq_{\text{lex}} y$ if and only if $y - x \in K_{\text{lex}}$. (Since $K_{\text{lex}}$ is not a proper cone, the lexicographic ordering is not a generalized inequality.) Show that the lexicographic ordering is a *linear ordering*: for any $x, y \in \mathbb{R}^n$, either $x \leq_{\text{lex}} y$ or $y \leq_{\text{lex}} x$. Therefore any set of vectors can be sorted with respect to the lexicographic cone, which yields the familiar sorting used in dictionaries.

(c) Find $K^*_{\text{lex}}$.

2.35 *Copositive matrices.* A matrix $X \in \mathbb{S}^n$ is called *copositive* if $z^T X z \geq 0$ for all $z \geq 0$. Verify that the set of copositive matrices is a proper cone. Find its dual cone.
2.36 **Euclidean distance matrices.** Let $x_1, \ldots, x_n \in \mathbb{R}^k$. The matrix $D \in \mathbb{S}^n$ defined by $D_{ij} = ||x_i - x_j||_2^2$ is called a **Euclidean distance matrix.** It satisfies some obvious properties such as $D_{ij} = D_{ji}$, $D_{ii} = 0$, $D_{ij} \geq 0$, and (from the triangle inequality) $D_{ik}^{1/2} \leq D_{ij}^{1/2} + D_{jk}^{1/2}$.

We now pose the question: When is a matrix $D \in \mathbb{S}^n$ a Euclidean distance matrix (for some points in $\mathbb{R}^k$, for some $k$)? A famous result answers this question: $D \in \mathbb{S}^n$ is a Euclidean distance matrix if and only if $D_{ii} = 0$ and $x^T Dx \leq 0$ for all $x$ with $1^T x = 0$.

(See §8.3.3.)

Show that the set of Euclidean distance matrices is a convex cone.

2.37 **Nonnegative polynomials and Hankel LMIs.** Let $K_{\text{pol}}$ be the set of (coefficients of) nonnegative polynomials of degree $2k$ on $\mathbb{R}$:

$$K_{\text{pol}} = \{ x \in \mathbb{R}^{2k+1} \mid x_1 + x_2 t + x_3 t^2 + \cdots + x_{2k+1} t^{2k} \geq 0 \text{ for all } t \in \mathbb{R} \}.$$  

(a) Show that $K_{\text{pol}}$ is a proper cone.

(b) A basic result states that a polynomial of degree $2k$ is nonnegative on $\mathbb{R}$ if and only if it can be expressed as the sum of squares of two polynomials of degree $k$ or less. In other words, $x \in K_{\text{pol}}$ if and only if the polynomial

$$p(t) = x_1 + x_2 t + x_3 t^2 + \cdots + x_{2k+1} t^{2k}$$

can be expressed as

$$p(t) = r(t)^2 + s(t)^2,$$

where $r$ and $s$ are polynomials of degree $k$.

Use this result to show that

$$K_{\text{pol}} = \left\{ x \in \mathbb{R}^{2k+1} \left| \begin{array}{c} x_1 = \sum_{m+n=i+1} Y_{mn} \text{ for some } Y \in \mathbb{S}^{k+1}_+ \end{array} \right. \right\}.$$

In other words, $p(t) = x_1 + x_2 t + x_3 t^2 + \cdots + x_{2k+1} t^{2k}$ is nonnegative if and only if there exists a matrix $Y \in \mathbb{S}^{k+1}_+$ such that

$$x_1 = Y_{11},$$
$$x_2 = Y_{12} + Y_{21},$$
$$x_3 = Y_{13} + Y_{22} + Y_{31},$$
$$\vdots$$
$$x_{2k+1} = Y_{k+1,k+1}.$$

(c) Show that $K_{\text{pol}}^* = K_{\text{han}}$ where

$$K_{\text{han}} = \{ z \in \mathbb{R}^{2k+1} \mid H(z) \succeq 0 \}$$

and

$$H(z) = \begin{bmatrix} z_1 & z_2 & z_3 & \cdots & z_k & z_{k+1} \\ z_2 & z_3 & z_4 & \cdots & z_{k+1} & z_{k+2} \\ z_3 & z_4 & z_5 & \cdots & z_{k+2} & z_{k+4} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ z_k & z_{k+1} & z_{k+2} & \cdots & z_{2k-1} & z_{2k} \\ z_{k+1} & z_{k+2} & z_{k+3} & \cdots & z_{2k} & z_{2k+1} \end{bmatrix}.$$  

(This is the **Hankel matrix** with coefficients $z_1, \ldots, z_{2k+1}.$)
(d) Let $K_{\text{mom}}$ be the conic hull of the set of all vectors of the form $(1, t, t^2, \ldots, t^{2k})$, where $t \in \mathbb{R}$. Show that $y \in K_{\text{mom}}$ if and only if $y_1 \geq 0$ and

$$y = y_1 (1, E u, E u^2, \ldots, E u^{2k})$$

for some random variable $u$. In other words, the elements of $K_{\text{mom}}$ are nonnegative multiples of the moment vectors of all possible distributions on $\mathbb{R}$. Show that $K_{\text{pol}} = K_{\text{mom}}^\ast$.

(e) Combining the results of (c) and (d), conclude that $K_{\text{han}} = \text{cl} K_{\text{mom}}$.

As an example illustrating the relation between $K_{\text{mom}}$ and $K_{\text{han}}$, take $k = 2$ and $z = (1, 0, 0, 0, 1)$. Show that $z \in K_{\text{han}}$, $z \not\in K_{\text{mom}}$. Find an explicit sequence of points in $K_{\text{mom}}$ which converge to $z$.


(a) The barrier cone of a set $C$ is defined as the set of all vectors $y$ such that $y^T x$ is bounded above over $x \in C$. In other words, a nonzero vector $y$ is in the barrier cone if and only if it is the normal vector of a halfspace $\{x \mid y^T x \leq \alpha\}$ that contains $C$. Verify that the barrier cone is a convex cone (with no assumptions on $C$).

(b) The recession cone (also called asymptotic cone) of a set $C$ is defined as the set of all vectors $y$ such that for each $x \in C$, $x - ty \in C$ for all $t \geq 0$. Show that the recession cone of a convex set is a convex cone. Show that if $C$ is nonempty, closed, and convex, then the recession cone of $C$ is the dual of the barrier cone.

(c) The normal cone of a set $C$ at a boundary point $x_0$ is the set of all vectors $y$ such that $y^T (x - x_0) \leq 0$ for all $x \in C$ (i.e., the set of vectors that define a supporting hyperplane to $C$ at $x_0$). Show that the normal cone is a convex cone (with no assumptions on $C$). Give a simple description of the normal cone of a polyhedron $\{x \mid Ax \preceq b\}$ at a point in its boundary.

2.39 Separation of cones. Let $K$ and $\bar{K}$ be two convex cones whose interiors are nonempty and disjoint. Show that there is a nonzero $y$ such that $y \in K^\ast$, $-y \in \bar{K}^\ast$.  

Chapter 3

Convex functions

3.1 Basic properties and examples

3.1.1 Definition

A function \( f: \mathbb{R}^n \to \mathbb{R} \) is convex if \( \text{dom} \ f \) is a convex set and if for all \( x, y \in \text{dom} \ f \), and \( \theta \) with \( 0 \leq \theta \leq 1 \), we have

\[
f(\theta x + (1 - \theta)y) \leq \theta f(x) + (1 - \theta)f(y), \tag{3.1}
\]

Geometrically, this inequality means that the line segment between \( (x, f(x)) \) and \( (y, f(y)) \), which is the chord from \( x \) to \( y \), lies above the graph of \( f \) (figure 3.1). A function \( f \) is strictly convex if strict inequality holds in (3.1) whenever \( x \neq y \) and \( 0 < \theta < 1 \). We say \( f \) is concave if \( -f \) is convex, and strictly concave if \( -f \) is strictly convex.

For an affine function we always have equality in (3.1), so all affine (and therefore also linear) functions are both convex and concave. Conversely, any function that is convex and concave is affine.

A function is convex if and only if it is convex when restricted to any line that intersects its domain. In other words \( f \) is convex if and only if for all \( x \in \text{dom} \ f \) and

![Figure 3.1](image-url)  
*Figure 3.1* Graph of a convex function. The chord (i.e., line segment) between any two points on the graph lies above the graph.
all \( v \), the function \( g(t) = f(x + tv) \) is convex (on its domain, \( \{ t \mid x + tv \in \text{dom} f \} \)). This property is very useful, since it allows us to check whether a function is convex by restricting it to a line.

The analysis of convex functions is a well developed field, which we will not pursue in any depth. One simple result, for example, is that a convex function is continuous on the relative interior of its domain; it can have discontinuities only on its relative boundary.

### 3.1.2 Extended-value extensions

It is often convenient to extend a convex function to all of \( \mathbb{R}^n \) by defining its value to be \( \infty \) outside its domain. If \( f \) is convex we define its extended-value extension \( \tilde{f} : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \} \) by

\[
\tilde{f}(x) = \begin{cases} 
  f(x) & x \in \text{dom} f \\
  \infty & x \notin \text{dom} f.
\end{cases}
\]

The extension \( \tilde{f} \) is defined on all \( \mathbb{R}^n \), and takes values in \( \mathbb{R} \cup \{ \infty \} \). We can recover the domain of the original function \( f \) from the extension \( \tilde{f} \) as \( \text{dom} f = \{ x \mid \tilde{f}(x) < \infty \} \).

The extension can simplify notation, since we do not need to explicitly describe the domain, or add the qualifier ‘for all \( x \in \text{dom} f \)’ every time we refer to \( f(x) \). Consider, for example, the basic defining inequality (3.1). In terms of the extension \( \tilde{f} \), we can express it as: for \( 0 < \theta < 1 \),

\[
\tilde{f}(\theta x + (1 - \theta) y) \leq \theta \tilde{f}(x) + (1 - \theta) \tilde{f}(y)
\]

for any \( x \) and \( y \). (For \( \theta = 0 \) or \( \theta = 1 \) the inequality always holds.) Of course here we must interpret the inequality using extended arithmetic and ordering. For \( x \) and \( y \) both in \( \text{dom} f \), this inequality coincides with (3.1); if either is outside \( \text{dom} f \), then the righthand side is \( \infty \), and the inequality therefore holds. As another example of this notational device, suppose \( f_1 \) and \( f_2 \) are two convex functions on \( \mathbb{R}^n \). The pointwise sum \( f = f_1 + f_2 \) is the function with domain \( \text{dom} f = \text{dom} f_1 \cap \text{dom} f_2 \), with \( f(x) = f_1(x) + f_2(x) \) for any \( x \in \text{dom} f \). Using extended-value extensions we can simply say that for any \( x \), \( f(x) = \tilde{f}_1(x) + \tilde{f}_2(x) \). In this equation the domain of \( f \) has been automatically defined as \( \text{dom} f = \text{dom} f_1 \cap \text{dom} f_2 \), since \( \tilde{f}(x) = \infty \) whenever \( x \notin \text{dom} f_1 \) or \( x \notin \text{dom} f_2 \). In this example we are relying on extended arithmetic to automatically define the domain.

In this book we will use the same symbol to denote a convex function and its extension, whenever there is no harm from the ambiguity. This is the same as assuming that all convex functions are implicitly extended, i.e., are defined as \( \infty \) outside their domains.

---

**Example 3.1** Indicator function of a convex set. Let \( C \subseteq \mathbb{R}^n \) be a convex set, and consider the (convex) function \( I_C \) with domain \( C \) and \( I_C(x) = 0 \) for all \( x \in C \). In other words, the function is identically zero on the set \( C \). Its extended-value extension
3.1 Basic properties and examples

If \( f \) is convex and differentiable, then
\[
f(x) + \nabla f(x)^T (y - x) \leq f(y)
\]
for all \( x, y \in \operatorname{dom} f \).

The convex function \( \tilde{I}_C \) is called the indicator function of the set \( C \).

We can play several notational tricks with the indicator function \( \tilde{I}_C \). For example the problem of minimizing a function \( f \) (defined on all of \( \mathbb{R}^n \), say) on the set \( C \) is the same as minimizing the function \( f + \tilde{I}_C \) over all of \( \mathbb{R}^n \). Indeed, the function \( f + \tilde{I}_C \) is (by our convention) \( f \) restricted to the set \( C \).

In a similar way we can extend a concave function by defining it to be \(-\infty\) outside its domain.

3.1.3 First-order conditions

Suppose \( f \) is differentiable (i.e., its gradient \( \nabla f \) exists at each point in \( \operatorname{dom} f \), which is open). Then \( f \) is convex if and only if \( \operatorname{dom} f \) is convex and
\[
f(y) \geq f(x) + \nabla f(x)^T (y - x) \tag{3.2}
\]
holds for all \( x, y \in \operatorname{dom} f \). This inequality is illustrated in figure 3.2.

The affine function of \( y \) given by \( f(x) + \nabla f(x)^T (y - x) \) is, of course, the first-order Taylor approximation of \( f \) near \( x \). The inequality (3.2) states that for a convex function, the first-order Taylor approximation is in fact a global underestimator of the function. Conversely, if the first-order Taylor approximation of a function is always a global underestimator of the function, then the function is convex.

The inequality (3.2) shows that from local information about a convex function (i.e., its value and derivative at a point) we can derive global information (i.e., a global underestimator of it). This is perhaps the most important property of convex functions, and explains some of the remarkable properties of convex functions and convex optimization problems. As one simple example, the inequality (3.2) shows that if \( \nabla f(x) = 0 \), then for all \( y \in \operatorname{dom} f \), \( f(y) \geq f(x) \), i.e., \( x \) is a global minimizer of the function \( f \).
Strict convexity can also be characterized by a first-order condition: $f$ is strictly convex if and only if $\text{dom } f$ is convex and for $x, y \in \text{dom } f$, $x \neq y$, we have

$$f(y) > f(x) + \nabla f(x)^T(y - x).$$

(3.3)

For concave functions we have the corresponding characterization: $f$ is concave if and only if $\text{dom } f$ is convex and

$$f(y) \leq f(x) + \nabla f(x)^T(y - x)$$

for all $x, y \in \text{dom } f$.

**Proof of first-order convexity condition**

To prove (3.2), we first consider the case $n = 1$: We show that a differentiable function $f : \mathbb{R} \to \mathbb{R}$ is convex if and only if

$$f(y) \geq f(x) + f'(x)(y - x)$$

(3.4)

for all $x$ and $y$ in $\text{dom } f$.

Assume first that $f$ is convex and $x, y \in \text{dom } f$. Since $\text{dom } f$ is convex (i.e., an interval), we conclude that for all $0 < t \leq 1$, $x + t(y - x) \in \text{dom } f$, and by convexity of $f$,

$$f(x + t(y - x)) \leq (1 - t)f(x) + tf(y).$$

If we divide both sides by $t$, we obtain

$$f(y) \geq f(x) + \frac{f(x + t(y - x)) - f(x)}{t},$$

and taking the limit as $t \to 0$ yields (3.4).

To show sufficiency, assume the function satisfies (3.4) for all $x$ and $y$ in $\text{dom } f$ (which is an interval). Choose any $x \neq y$, and $0 \leq \theta \leq 1$, and let $z = \theta x + (1 - \theta)y$. Applying (3.4) twice yields

$$f(x) \geq f(z) + f'(z)(x - z), \quad f(y) \geq f(z) + f'(z)(y - z).$$

Multiplying the first inequality by $\theta$, the second by $1 - \theta$, and adding them yields

$$\theta f(x) + (1 - \theta)f(y) \geq f(z),$$

which proves that $f$ is convex.

Now we can prove the general case, with $f : \mathbb{R}^n \to \mathbb{R}$. Let $x, y \in \mathbb{R}^n$ and consider $f$ restricted to the line passing through them, i.e., the function defined by $g(t) = f(ty + (1 - t)x)$, so $g'(t) = \nabla f(ty + (1 - t)x)^T(y - x)$.

First assume $f$ is convex, which implies $g$ is convex, so by the argument above we have $g(1) \geq g(0) + g'(0)$, which means

$$f(y) \geq f(x) + \nabla f(x)^T(y - x).$$

Now assume that this inequality holds for any $x$ and $y$, so if $ty + (1 - t)x \in \text{dom } f$ and $\tilde{t}y + (1 - \tilde{t})x \in \text{dom } f$, we have

$$f(ty + (1 - t)x) \geq f(\tilde{t}y + (1 - \tilde{t})x) + \nabla f(\tilde{t}y + (1 - \tilde{t})x)^T(y - x)(t - \tilde{t}),$$

i.e., $g(t) \geq g(\tilde{t}) + g'(\tilde{t})(t - \tilde{t})$. We have seen that this implies that $g$ is convex.
3.1.4 Second-order conditions

We now assume that \( f \) is twice differentiable, that is, its Hessian or second derivative \( \nabla^2 f \) exists at each point in \( \text{dom} \ f \), which is open. Then \( f \) is convex if and only if \( \text{dom} \ f \) is convex and its Hessian is positive semidefinite: for all \( x \in \text{dom} \ f \),

\[
\nabla^2 f(x) \succeq 0.
\]

For a function on \( \mathbb{R} \), this reduces to the simple condition \( f''(x) \geq 0 \) (and \( \text{dom} \ f \) convex, i.e., an interval), which means that the derivative is nondecreasing. The condition \( \nabla^2 f(x) \succeq 0 \) can be interpreted geometrically as the requirement that the graph of the function have positive (upward) curvature at \( x \). We leave the proof of the second-order condition as an exercise (exercise 3.8).

Similarly, \( f \) is concave if and only if \( \text{dom} \ f \) is convex and \( \nabla^2 f(x) \preceq 0 \) for all \( x \in \text{dom} \ f \). Strict convexity can be partially characterized by second-order conditions. If \( \nabla^2 f(x) \succ 0 \) for all \( x \in \text{dom} \ f \), then \( f \) is strictly convex. The converse, however, is not true: for example, the function \( f : \mathbb{R} \to \mathbb{R} \) given by \( f(x) = x^4 \) is strictly convex but has zero second derivative at \( x = 0 \).

Example 3.2 Quadratic functions. Consider the quadratic function \( f : \mathbb{R}^n \to \mathbb{R} \), with \( \text{dom} \ f = \mathbb{R}^n \), given by

\[
f(x) = \frac{1}{2}x^TPx + q^Tx + r,
\]

with \( P \in \mathbb{S}^n \), \( q \in \mathbb{R}^n \), and \( r \in \mathbb{R} \). Since \( \nabla^2 f(x) = P \) for all \( x \), \( f \) is convex if and only if \( P \succeq 0 \) (and concave if and only if \( P \preceq 0 \)).

For quadratic functions, strict convexity is easily characterized: \( f \) is strictly convex if and only if \( P \succ 0 \) (and strictly concave if and only if \( P \prec 0 \)).

Remark 3.1 The separate requirement that \( \text{dom} \ f \) be convex cannot be dropped from the first- or second-order characterizations of convexity and concavity. For example, the function \( f(x) = 1/x^2 \), with \( \text{dom} \ f = \{ x \in \mathbb{R} \mid x \neq 0 \} \), satisfies \( f''(x) > 0 \) for all \( x \in \text{dom} \ f \), but is not a convex function.

3.1.5 Examples

We have already mentioned that all linear and affine functions are convex (and concave), and have described the convex and concave quadratic functions. In this section we give a few more examples of convex and concave functions. We start with some functions on \( \mathbb{R} \), with variable \( x \).

- **Exponential.** \( e^{ax} \) is convex on \( \mathbb{R} \), for any \( a \in \mathbb{R} \).
- **Powers.** \( x^a \) is convex on \( \mathbb{R}_{++} \) when \( a \geq 1 \) or \( a \leq 0 \), and concave for \( 0 \leq a \leq 1 \).
- **Powers of absolute value.** \( |x|^p \), for \( p \geq 1 \), is convex on \( \mathbb{R} \).
- **Logarithm.** \( \log x \) is concave on \( \mathbb{R}_{++} \).
Convex functions

**Figure 3.3** Graph of \(f(x, y) = x^2/y\).

- **Negative entropy.** \(x \log x\) (either on \(\mathbb{R}^+\), or on \(\mathbb{R}_+\), defined as 0 for \(x = 0\)) is convex.

Convexity or concavity of these examples can be shown by verifying the basic inequality (3.1), or by checking that the second derivative is nonnegative or nonpositive. For example, with \(f(x) = x \log x\) we have

\[
f'(x) = \log x + 1, \quad f''(x) = 1/x,
\]
so that \(f''(x) > 0\) for \(x > 0\). This shows that the negative entropy function is (strictly) convex.

We now give a few interesting examples of functions on \(\mathbb{R}^n\).

- **Norms.** Every norm on \(\mathbb{R}^n\) is convex.
- **Max function.** \(f(x) = \max\{x_1, \ldots, x_n\}\) is convex on \(\mathbb{R}^n\).
- **Quadratic-over-linear function.** The function \(f(x, y) = x^2/y\), with \(\text{dom } f = \mathbb{R} \times \mathbb{R}_+ = \{(x, y) \in \mathbb{R}^2 \mid y > 0\}\), is convex (figure 3.3).
- **Log-sum-exp.** The function \(f(x) = \log (e^{x_1} + \cdots + e^{x_n})\) is convex on \(\mathbb{R}^n\). This function can be interpreted as a differentiable (in fact, analytic) approximation of the max function, since

\[
\max\{x_1, \ldots, x_n\} \leq f(x) \leq \max\{x_1, \ldots, x_n\} + \log n
\]

for all \(x\). (The second inequality is tight when all components of \(x\) are equal.) Figure 3.4 shows \(f\) for \(n = 2\).
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Figure 3.4 Graph of $f(x, y) = \log(e^x + e^y)$.

- **Geometric mean.** The geometric mean $f(x) = (\prod_{i=1}^{n} x_i)^{1/n}$ is concave on $\text{dom} f = \mathbb{R}^n_{++}$.

- **Log-determinant.** The function $f(X) = \log \det X$ is concave on $\text{dom} f = \mathbb{S}^n_{++}$.

Convexity (or concavity) of these examples can be verified in several ways, such as directly verifying the inequality (3.1), verifying that the Hessian is positive semidefinite, or restricting the function to an arbitrary line and verifying convexity of the resulting function of one variable.

**Norms.** If $f : \mathbb{R}^n \to \mathbb{R}$ is a norm, and $0 \leq \theta \leq 1$, then

$$f(\theta x + (1 - \theta)y) \leq f(\theta x) + f((1 - \theta)y) = \theta f(x) + (1 - \theta) f(y).$$

The inequality follows from the triangle inequality, and the equality follows from homogeneity of a norm.

**Max function.** The function $f(x) = \max_i x_i$ satisfies, for $0 \leq \theta \leq 1$,

$$f(\theta x + (1 - \theta)y) = \max_i (\theta x_i + (1 - \theta)y_i) \leq \theta \max_i x_i + (1 - \theta) \max_i y_i = \theta f(x) + (1 - \theta) f(y).$$

**Quadratic-over-linear function.** To show that the quadratic-over-linear function $f(x, y) = x^2/y$ is convex, we note that (for $y > 0$),

$$\nabla^2 f(x, y) = \frac{2}{y^3} \begin{bmatrix} y^2 & -xy \\ -xy & x^2 \end{bmatrix} = \frac{2}{y^3} \begin{bmatrix} y \\ -x \end{bmatrix} \begin{bmatrix} y \\ -x \end{bmatrix}^T \succeq 0.$$
Log-sum-exp. The Hessian of the log-sum-exp function is
\[ \nabla^2 f(x) = \frac{1}{(1^T z)^2} \left( (1^T z) \text{diag}(z) - zz^T \right), \]
where \( z = (e^{x_1}, \ldots, e^{x_n}) \). To verify that \( \nabla^2 f(x) \succeq 0 \) we must show that for all \( v \),
\[ v^T \nabla^2 f(x) v \geq 0, \text{ i.e.,} \]
\[ v^T \nabla^2 f(x) v = \frac{1}{(1^T z)^2} \left( \sum_{i=1}^n z_i \right) \left( \sum_{i=1}^n v_i^2 z_i \right) - \left( \sum_{i=1}^n v_i z_i \right)^2 \geq 0. \]
But this follows from the Cauchy-Schwarz inequality \((a^T a)(b^T b) \geq (a^T b)^2\) applied to the vectors with components \( a_i = v_i \sqrt{z_i}, b_i = \sqrt{z_i} \).

Geometric mean. In a similar way we can show that the geometric mean \( f(x) = (\prod_{i=1}^n x_i)^{1/n} \) is concave on \( \text{dom} f = \mathbb{R}^n_+ \). Its Hessian \( \nabla^2 f(x) \) is given by
\[ \frac{\partial^2 f(x)}{\partial x_k^2} = -(n-1) \frac{(\prod_{i=1}^n x_i)^{1/n}}{n^2 x_k^2}, \quad \frac{\partial^2 f(x)}{\partial x_k \partial x_l} = \frac{(\prod_{i=1}^n x_i)^{1/n}}{n^2 x_k x_l} \quad \text{for } k \neq l, \]
and can be expressed as
\[ \nabla^2 f(x) = -\prod_{i=1}^n x_i^{1/n} \left( n \text{diag}(1/x_1^2, \ldots, 1/x_n^2) - qq^T \right) \]
where \( q_i = 1/x_i \). We must show that \( \nabla^2 f(x) \preceq 0 \), i.e., that
\[ v^T \nabla^2 f(x) v = -\prod_{i=1}^n x_i^{1/n} \left( n \sum_{i=1}^n v_i^2/x_i^2 - \left( \sum_{i=1}^n v_i/x_i \right)^2 \right) \leq 0 \]
for all \( v \). Again this follows from the Cauchy-Schwarz inequality \((a^T a)(b^T b) \geq (a^T b)^2\), applied to the vectors \( a = 1 \) and \( b_i = v_i/x_i \).

Log-determinant. For the function \( f(X) = \log \det X \), we can verify concavity by considering an arbitrary line, given by \( X = Z + tV \), where \( Z, V \in \mathbb{S}^n \). We define \( g(t) = f(Z + tV) \), and restrict \( g \) to the interval of values of \( t \) for which \( Z + tV \succeq 0 \). Without loss of generality, we can assume that \( t = 0 \) is inside this interval, i.e., \( Z \succ 0 \). We have
\[ g(t) = \log \det(Z + tV) = \log \det(Z^{1/2}(I + tZ^{-1/2}VZ^{-1/2})Z^{1/2}) = \sum_{i=1}^n \log(1 + t\lambda_i) + \log \det Z \]
where \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( Z^{-1/2}VZ^{-1/2} \). Therefore we have
\[ g'(t) = \sum_{i=1}^n \frac{\lambda_i}{1 + t\lambda_i}, \quad g''(t) = -\sum_{i=1}^n \frac{\lambda_i^2}{(1 + t\lambda_i)^2}. \]
Since \( g''(t) \leq 0 \), we conclude that \( f \) is concave.
3.1.6 Sublevel sets

The \( \alpha \)-sublevel set of a function \( f : \mathbb{R}^n \to \mathbb{R} \) is defined as
\[
C_\alpha = \{ x \in \text{dom} \ f \mid f(x) \leq \alpha \}.
\]
Sublevel sets of a convex function are convex, for any value of \( \alpha \). The proof is immediate from the definition of convexity: if \( x, \ y \in C_\alpha \), then \( f(x) \leq \alpha \) and \( f(y) \leq \alpha \), and so \( f(\theta x + (1-\theta)y) \leq \alpha \) for \( 0 \leq \theta \leq 1 \), and hence \( \theta x + (1-\theta)y \in C_\alpha \).

The converse is not true: a function can have all its sublevel sets convex, but not be a convex function. For example, \( f(x) = -e^x \) is not convex on \( \mathbb{R} \) (indeed, it is strictly concave) but all its sublevel sets are convex.

If \( f \) is concave, then its \( \alpha \)-superlevel set, given by \( \{ x \in \text{dom} \ f \mid f(x) \geq \alpha \} \), is a convex set. The sublevel set property is often a good way to establish convexity of a set, by expressing it as a sublevel set of a convex function, or as the superlevel set of a concave function.

Example 3.3 The geometric and arithmetic means of \( x \in \mathbb{R}_+^n \) are, respectively,
\[
G(x) = \left( \prod_{i=1}^{n} x_i \right)^{1/n}, \quad A(x) = \frac{1}{n} \sum_{i=1}^{n} x_i,
\]
(where we take \( 0^{1/n} = 0 \) in our definition of \( G \)). The arithmetic-geometric mean inequality states that \( G(x) \leq A(x) \).

Suppose \( 0 \leq \alpha \leq 1 \), and consider the set
\[
\{ x \in \mathbb{R}_+^n \mid G(x) \geq \alpha A(x) \},
\]
i.e., the set of vectors with geometric mean at least as large as a factor \( \alpha \) times the arithmetic mean. This set is convex, since it is the \( 0 \)-superlevel set of the function \( G(x) - \alpha A(x) \), which is concave. In fact, the set is positively homogeneous, so it is a convex cone.

3.1.7 Epigraph

The graph of a function \( f : \mathbb{R}^n \to \mathbb{R} \) is defined as
\[
\{(x, f(x)) \mid x \in \text{dom} \ f \},
\]
which is a subset of \( \mathbb{R}^{n+1} \). The epigraph of a function \( f : \mathbb{R}^n \to \mathbb{R} \) is defined as
\[
\text{epi} \ f = \{(x, t) \mid x \in \text{dom} \ f, \ f(x) \leq t \},
\]
which is a subset of \( \mathbb{R}^{n+1} \). (‘Epi’ means ‘above’ so epigraph means ‘above the graph’.) The definition is illustrated in figure 3.5.

The link between convex sets and convex functions is via the epigraph: A function is convex if and only if its epigraph is a convex set. A function is concave if and only if its hypograph, defined as
\[
\text{hypo} \ f = \{(x, t) \mid t \leq f(x) \},
\]
is a convex set.
Example 3.4  *Matrix fractional function.* The function \( f : \mathbb{R}^n \times \mathbb{S}^n \rightarrow \mathbb{R} \), defined as

\[
  f(x,Y) = x^T Y^{-1} x
\]

is convex on \( \text{dom} \ f = \mathbb{R}^n \times \mathbb{S}_{++}^n \). (This generalizes the quadratic-over-linear function \( f(x,y) = x^2/y \), with \( \text{dom} \ f = \mathbb{R} \times \mathbb{R}_{++} \).)

One easy way to establish convexity of \( f \) is via its epigraph:

\[
\text{epi} \ f = \{ (x,Y,t) \mid Y \succ 0, \ x^T Y^{-1} x \leq t \} = \{ (x,Y,t) \mid \begin{bmatrix} Y & x \\ x^T & t \end{bmatrix} \succeq 0, \ Y \succ 0 \},
\]

using the Schur complement condition for positive semidefiniteness of a block matrix (see §A.5.5). The last condition is a linear matrix inequality in \((x,Y,t)\), and therefore \( \text{epi} \ f \) is convex.

For the special case \( n = 1 \), the matrix fractional function reduces to the quadratic-over-linear function \( x^2/y \), and the associated LMI representation is

\[
\begin{bmatrix} y & x \\ x & t \end{bmatrix} \succeq 0, \quad y > 0
\]

(the graph of which is shown in figure 3.3).

Many results for convex functions can be proved (or interpreted) geometrically using epigraphs, and applying results for convex sets. As an example, consider the first-order condition for convexity:

\[
f(y) \geq f(x) + \nabla f(x)^T (y - x),
\]

where \( f \) is convex and \( x, y \in \text{dom} \ f \). We can interpret this basic inequality geometrically in terms of \( \text{epi} \ f \). If \((y,t) \in \text{epi} \ f\), then

\[
t \geq f(y) \geq f(x) + \nabla f(x)^T (y - x).
\]
3.1 Basic properties and examples

For a differentiable convex function $f$, the vector $(\nabla f(x), -1)$ defines a supporting hyperplane to the epigraph of $f$ at $x$.

Figure 3.6 For a differentiable convex function $f$, the vector $(\nabla f(x), -1)$ defines a supporting hyperplane to the epigraph of $f$ at $x$.

We can express this as:

$$(y, t) \in \text{epi } f \implies \begin{bmatrix} \nabla f(x) \\ -1 \end{bmatrix}^T \begin{bmatrix} y \\ t - f(x) \end{bmatrix} \leq 0.$$

This means that the hyperplane defined by $(\nabla f(x), -1)$ supports $\text{epi } f$ at the boundary point $(x, f(x))$; see figure 3.6.

3.1.8 Jensen’s inequality and extensions

The basic inequality (3.1), i.e.,

$$f(\theta x + (1-\theta)y) \leq \theta f(x) + (1-\theta)f(y),$$

is sometimes called Jensen’s inequality. It is easily extended to convex combinations of more than two points: If $f$ is convex, $x_1, \ldots, x_k \in \text{dom } f$, and $\theta_1, \ldots, \theta_k \geq 0$ with $\theta_1 + \cdots + \theta_k = 1$, then

$$f(\theta_1 x_1 + \cdots + \theta_k x_k) \leq \theta_1 f(x_1) + \cdots + \theta_k f(x_k).$$

As in the case of convex sets, the inequality extends to infinite sums, integrals, and expected values. For example, if $p(x) \geq 0$ on $S \subseteq \text{dom } f$, $\int_S p(x) \, dx = 1$, then

$$f \left( \int_S p(x) x \, dx \right) \leq \int_S f(x)p(x) \, dx,$$

provided the integrals exist. In the most general case we can take any probability measure with support in $\text{dom } f$. If $x$ is a random variable such that $x \in \text{dom } f$ with probability one, and $f$ is convex, then we have

$$f(\mathbb{E} x) \leq \mathbb{E} f(x),$$

provided the expectations exist. We can recover the basic inequality (3.1) from this general form, by taking the random variable $x$ to have support $\{x_1, x_2\}$, with
\[ \text{prob}(x = x_1) = \theta, \text{prob}(x = x_2) = 1 - \theta. \] Thus the inequality (3.5) characterizes convexity: If \( f \) is not convex, there is a random variable \( x \), with \( x \in \text{dom} f \) with probability one, such that \( f(\mathbf{E} x) > \mathbf{E} f(x) \).

All of these inequalities are now called Jensen’s inequality, even though the inequality studied by Jensen was the very simple one
\[ f \left( \frac{x + y}{2} \right) \leq \frac{f(x) + f(y)}{2}. \]

Remark 3.2 We can interpret (3.5) as follows. Suppose \( x \in \text{dom} f \subseteq \mathbb{R}^n \) and \( z \) is any zero mean random vector in \( \mathbb{R}^n \). Then we have
\[ \mathbf{E} f(x + z) \geq f(x). \]
Thus, randomization or dithering (i.e., adding a zero mean random vector to the argument) cannot decrease the value of a convex function on average.

### 3.1.9 Inequalities

Many famous inequalities can be derived by applying Jensen’s inequality to some appropriate convex function. (Indeed, convexity and Jensen’s inequality can be made the foundation of a theory of inequalities.) As a simple example, consider the arithmetic-geometric mean inequality:
\[ \sqrt{ab} \leq (a + b)/2 \quad (3.6) \]
for \( a, b \geq 0 \). The function \(-\log x\) is convex; Jensen’s inequality with \( \theta = 1/2 \) yields
\[ -\log \left( \frac{a + b}{2} \right) \leq -\frac{\log a - \log b}{2}. \]

Taking the exponential of both sides yields (3.6).

As a less trivial example we prove Hölder’s inequality: for \( p > 1, 1/p + 1/q = 1 \), and \( x, y \in \mathbb{R}^n \),
\[ \sum_{i=1}^{n} x_i y_i \leq \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p} \left( \sum_{i=1}^{n} |y_i|^q \right)^{1/q}. \]

By convexity of \(-\log x\), and Jensen’s inequality with general \( \theta \), we obtain the more general arithmetic-geometric mean inequality
\[ a^{\theta} b^{1-\theta} \leq \theta a + (1 - \theta) b, \]
valid for \( a, b \geq 0 \) and \( 0 \leq \theta \leq 1 \). Applying this with
\[ a = \frac{|x_i|^p}{\sum_{j=1}^{n} |x_j|^p}, \quad b = \frac{|y_i|^q}{\sum_{j=1}^{n} |y_j|^q}, \quad \theta = 1/p, \]
yields
\[ \left( \frac{|x_i|^p}{\sum_{j=1}^{n} |x_j|^p} \right)^{1/p} \left( \frac{|y_i|^q}{\sum_{j=1}^{n} |y_j|^q} \right)^{1/q} \leq \frac{|x_i|^p}{p \sum_{j=1}^{n} |x_j|^p} + \frac{|y_i|^q}{q \sum_{j=1}^{n} |y_j|^q}. \]

Summing over \( i \) then yields Hölder’s inequality.
3.2 Operations that preserve convexity

In this section we describe some operations that preserve convexity or concavity of functions, or allow us to construct new convex and concave functions. We start with some simple operations such as addition, scaling, and pointwise supremum, and then describe some more sophisticated operations (some of which include the simple operations as special cases).

3.2.1 Nonnegative weighted sums

Evidently if \( f \) is a convex function and \( \alpha \geq 0 \), then the function \( \alpha f \) is convex. If \( f_1 \) and \( f_2 \) are both convex functions, then so is their sum \( f_1 + f_2 \). Combining nonnegative scaling and addition, we see that the set of convex functions is itself a convex cone: a nonnegative weighted sum of convex functions,

\[
f = w_1 f_1 + \cdots + w_m f_m,
\]

is convex. Similarly, a nonnegative weighted sum of concave functions is concave. A nonnegative, nonzero weighted sum of strictly convex (concave) functions is strictly convex (concave).

These properties extend to infinite sums and integrals. For example if \( f(x, y) \) is convex in \( x \) for each \( y \in A \), and \( w(y) \geq 0 \) for each \( y \in A \), then the function \( g \) defined as

\[
g(x) = \int_A w(y)f(x, y) \, dy
\]

is convex in \( x \) (provided the integral exists).

The fact that convexity is preserved under nonnegative scaling and addition is easily verified directly, or can be seen in terms of the associated epigraphs. For example, if \( w \geq 0 \) and \( f \) is convex, we have

\[
\text{epi}(wf) = \begin{bmatrix} I & 0 \\ 0 & w \end{bmatrix} \text{epi} f,
\]

which is convex because the image of a convex set under a linear mapping is convex.

3.2.2 Composition with an affine mapping

Suppose \( f : \mathbb{R}^n \to \mathbb{R} \), \( A \in \mathbb{R}^{n \times m} \), and \( b \in \mathbb{R}^n \). Define \( g : \mathbb{R}^m \to \mathbb{R} \) by

\[
g(x) = f(Ax + b),
\]

with \( \text{dom} g = \{ x \mid Ax + b \in \text{dom} f \} \). Then if \( f \) is convex, so is \( g \); if \( f \) is concave, so is \( g \).
3.2.3 Pointwise maximum and supremum

If \( f_1 \) and \( f_2 \) are convex functions then their pointwise maximum \( f \), defined by
\[
f(x) = \max\{f_1(x), f_2(x)\},
\]
with \( \text{dom} \ f = \text{dom} \ f_1 \cap \text{dom} \ f_2 \), is also convex. This property is easily verified: if \( 0 \leq \theta \leq 1 \) and \( x, y \in \text{dom} \ f \), then
\[
f(\theta x + (1 - \theta)y) = \max\{f_1(\theta x + (1 - \theta)y), f_2(\theta x + (1 - \theta)y)\}
\]
\[
\leq \max\{\theta f_1(x) + (1 - \theta)f_1(y), \theta f_2(x) + (1 - \theta)f_2(y)\}
\]
\[
= \theta f(x) + (1 - \theta)f(y),
\]
which establishes convexity of \( f \). It is easily shown that if \( f_1, \ldots, f_m \) are convex, then their pointwise maximum
\[
f(x) = \max\{f_1(x), \ldots, f_m(x)\}
\]
is also convex.

Example 3.5 Piecewise-linear functions. The function
\[
f(x) = \max\{a_1^T x + b_1, \ldots, a_L^T x + b_L\}
\]
defines a piecewise-linear (or really, affine) function (with \( L \) or fewer regions). It is convex since it is the pointwise maximum of affine functions.

The converse can also be shown: any piecewise-linear convex function with \( L \) or fewer regions can be expressed in this form. (See exercise 3.29.)

Example 3.6 Sum of \( r \) largest components. For \( x \in \mathbb{R}^n \) we denote by \( x[i] \) the \( i \)th largest component of \( x \), i.e.,
\[
x[i] \geq x[2] \geq \cdots \geq x[n]
\]
are the components of \( x \) sorted in nonincreasing order. Then the function
\[
f(x) = \sum_{i=1}^r x[i],
\]
i.e., the sum of the \( r \) largest elements of \( x \), is a convex function. This can be seen by writing it as
\[
f(x) = \sum_{i=1}^r x[i] = \max\{x_{i_1} + \cdots + x_{i_r} \mid 1 \leq i_1 < i_2 < \cdots < i_r \leq n\},
\]
i.e., the maximum of all possible sums of \( r \) different components of \( x \). Since it is the pointwise maximum of \( n!/r!(n-r)! \) linear functions, it is convex.

As an extension it can be shown that the function \( \sum_{i=1}^r w_i x[i] \) is convex, provided \( w_1 \geq w_2 \geq \cdots \geq w_r \geq 0 \). (See exercise 3.19.)
3.2 Operations that preserve convexity

The pointwise maximum property extends to the pointwise supremum over an infinite set of convex functions. If for each $y \in \mathcal{A}$, $f(x, y)$ is convex in $x$, then the function $g$, defined as

$$g(x) = \sup_{y \in \mathcal{A}} f(x, y)$$  \hfill (3.7)

is convex in $x$. Here the domain of $g$ is

$$\text{dom } g = \{x \mid (x, y) \in \text{dom } f \text{ for all } y \in \mathcal{A}, \sup_{y \in \mathcal{A}} f(x, y) < \infty\}.$$ 

Similarly, the pointwise infimum of a set of concave functions is a concave function.

In terms of epigraphs, the pointwise supremum of functions corresponds to the intersection of epigraphs: with $f$, $g$, and $\mathcal{A}$ as defined in (3.7), we have

$$\text{epi } g = \bigcap_{y \in \mathcal{A}} \text{epi } f(\cdot, y).$$

Thus, the result follows from the fact that the intersection of a family of convex sets is convex.

---

**Example 3.7** Support function of a set. Let $C \subseteq \mathbb{R}^n$, with $C \neq \emptyset$. The support function $S_C$ associated with the set $C$ is defined as

$$S_C(x) = \sup \{x^T y \mid y \in C\}$$

(and, naturally, $\text{dom } S_C = \{x \mid \sup_{y \in C} x^T y < \infty\}$).

For each $y \in C$, $x^T y$ is a linear function of $x$, so $S_C$ is the pointwise supremum of a family of linear functions, hence convex.

---

**Example 3.8** Distance to farthest point of a set. Let $C \subseteq \mathbb{R}^n$. The distance (in any norm) to the farthest point of $C$,

$$f(x) = \sup_{y \in C} \|x - y\|,$$

is convex. To see this, note that for any $y$, the function $\|x - y\|$ is convex in $x$. Since $f$ is the pointwise supremum of a family of convex functions (indexed by $y \in C$), it is a convex function of $x$.

---

**Example 3.9** Least-squares cost as a function of weights. Let $a_1, \ldots, a_n \in \mathbb{R}^m$. In a weighted least-squares problem we minimize the objective function $\sum_{i=1}^n w_i (a_i^T x - b_i)^2$ over $x \in \mathbb{R}^m$. We refer to $w_i$ as weights, and allow negative $w_i$ (which opens the possibility that the objective function is unbounded below).

We define the (optimal) weighted least-squares cost as

$$g(w) = \inf_x \sum_{i=1}^n w_i (a_i^T x - b_i)^2,$$

with domain

$$\text{dom } g = \left\{w \mid \inf_x \sum_{i=1}^n w_i (a_i^T x - b_i)^2 > -\infty\right\}.$$
Since \( g \) is the infimum of a family of linear functions of \( w \) (indexed by \( x \in \mathbb{R}^m \)), it is a concave function of \( w \).

We can derive an explicit expression for \( g \), at least on part of its domain. Let \( W = \text{diag}(w) \), the diagonal matrix with elements \( w_1, \ldots, w_n \), and let \( A \in \mathbb{R}^n \times m \) have rows \( a_i^T \), so we have

\[
g(w) = \inf_{x} (Ax - b)^T W (Ax - b) = \inf_{x} (x^T A^T W Ax - 2b^T W Ax + b^T W b).
\]

From this we see that if \( A^T W A \not\succeq 0 \), the quadratic function is unbounded below in \( x \), so \( g(w) = -\infty \), i.e., \( w \not\in \text{dom} \, g \). We can give a simple expression for \( g \) when \( A^T W A \succ 0 \) (which defines a strict linear matrix inequality), by analytically minimizing the quadratic function:

\[
g(w) = b^T Wb - b^T WA (A^T W A)^{-1} A^T W b
\]

Concavity of \( g \) from this expression is not immediately obvious (but does follow, for example, from convexity of the matrix fractional function; see example 3.4).

---

**Example 3.10**  **Maximum eigenvalue of a symmetric matrix.** The function \( f(X) = \lambda_{\text{max}}(X) \), with \( \text{dom} \, f \subseteq S^m \), is convex. To see this, we express \( f \) as

\[
f(X) = \sup \{ y^T X y \mid \|y\|_2 = 1 \},
\]

i.e., as the pointwise supremum of a family of linear functions of \( X \) (i.e., \( y^T X y \)) indexed by \( y \in \mathbb{R}^m \).

---

**Example 3.11**  **Norm of a matrix.** Consider \( f(X) = \|X\|_2 \) with \( \text{dom} \, f \subseteq \mathbb{R}^{p \times q} \), where \( \|\cdot\|_2 \) denotes the spectral norm or maximum singular value. Convexity of \( f \) follows from

\[
f(X) = \sup \{ u^T X v \mid \|u\|_2 = 1, \|v\|_2 = 1 \},
\]

which shows it is the pointwise supremum of a family of linear functions of \( X \).

As a generalization suppose \( \|\cdot\|_a \) and \( \|\cdot\|_b \) are norms on \( \mathbb{R}^p \) and \( \mathbb{R}^q \), respectively. The induced norm of a matrix \( X \in \mathbb{R}^{p \times q} \) is defined as

\[
\|X\|_{a,b} = \sup_{\|v\|_b \neq 0} \frac{\|Xv\|_a}{\|v\|_b}.
\]

(This reduces to the spectral norm when both norms are Euclidean.) The induced norm can be expressed as

\[
\|X\|_{a,b} = \sup \{ \|Xv\|_a \mid \|v\|_b = 1 \}
\]

\[
= \sup \{ u^T X v \mid \|u\|_a = 1, \|v\|_b = 1 \},
\]

where \( \|\cdot\|_a^* \) is the dual norm of \( \|\cdot\|_a \), and we use the fact that

\[
\|z\|_a = \sup \{ u^T z \mid \|u\|_{a^*} = 1 \}.
\]

Since we have expressed \( \|X\|_{a,b} \) as a supremum of linear functions of \( X \), it is a convex function.
3.2 Operations that preserve convexity

Representation as pointwise supremum of affine functions

The examples above illustrate a good method for establishing convexity of a function: by expressing it as the pointwise supremum of a family of affine functions. Except for a technical condition, a converse holds: almost every convex function can be expressed as the pointwise supremum of a family of affine functions. For example, if $f : \mathbb{R}^n \to \mathbb{R}$ is convex, with $\text{dom} f = \mathbb{R}^n$, then we have

$$f(x) = \sup \{ g(x) \mid g \text{ affine}, \ g(z) \leq f(z) \text{ for all } z \}.$$ 

In other words, $f$ is the pointwise supremum of the set of all affine global underestimators of it. We give the proof of this result below, and leave the case where $\text{dom} f \neq \mathbb{R}^n$ as an exercise (exercise 3.28).

Suppose $f$ is convex with $\text{dom} f = \mathbb{R}^n$. The inequality

$$f(x) \geq \sup \{ g(x) \mid g \text{ affine}, \ g(z) \leq f(z) \text{ for all } z \}$$

is clear, since if $g$ is any affine underestimator of $f$, we have $g(x) \leq f(x)$. To establish equality, we will show that for each $x \in \mathbb{R}^n$, there is an affine function $g$, which is a global underestimator of $f$, and satisfies $g(x) = f(x)$.

The epigraph of $f$ is, of course, a convex set. Hence we can find a supporting hyperplane to it at $(x, f(x))$, i.e., $a \in \mathbb{R}^n$ and $b \in \mathbb{R}$ with $(a, b) \neq 0$ and

$$\begin{bmatrix} a \\ b \end{bmatrix}^T \begin{bmatrix} x - z \\ f(x) - t \end{bmatrix} \leq 0$$

for all $(z, t) \in \text{epi} f$. This means that

$$a^T(x - z) + b(f(x) - f(z) - s) \leq 0 \tag{3.8}$$

for all $z \in \text{dom} f = \mathbb{R}^n$ and all $s \geq 0$ (since $(z, t) \in \text{epi} f$ means $t = f(z) + s$ for some $s \geq 0$). For the inequality (3.8) to hold for all $s \geq 0$, we must have $b \geq 0$. If $b = 0$, then the inequality (3.8) reduces to $a^T(x - z) \leq 0$ for all $z \in \mathbb{R}^n$, which implies $a = 0$ and contradicts $(a, b) \neq 0$. We conclude that $b > 0$, i.e., that the supporting hyperplane is not vertical.

Using the fact that $b > 0$ we rewrite (3.8) for $s = 0$ as

$$g(z) = f(x) + (a/b)^T(x - z) \leq f(z)$$

for all $z$. The function $g$ is an affine underestimator of $f$, and satisfies $g(x) = f(x)$.

3.2.4 Composition

In this section we examine conditions on $h : \mathbb{R}^k \to \mathbb{R}$ and $g : \mathbb{R}^n \to \mathbb{R}^k$ that guarantee convexity or concavity of their composition $f = h \circ g : \mathbb{R}^n \to \mathbb{R}$, defined by

$$f(x) = h(g(x)), \quad \text{dom} f = \{ x \in \text{dom} g \mid g(x) \in \text{dom} h \}.$$
Scalar composition

We first consider the case \( k = 1 \), so \( h : \mathbb{R} \to \mathbb{R} \) and \( g : \mathbb{R}^n \to \mathbb{R} \). We can restrict ourselves to the case \( n = 1 \) (since convexity is determined by the behavior of a function on arbitrary lines that intersect its domain).

To discover the composition rules, we start by assuming that \( h \) and \( g \) are twice differentiable, with \( \text{dom } g = \text{dom } h = \mathbb{R} \). In this case, convexity of \( f \) reduces to \( f'' \geq 0 \) (meaning, \( f''(x) \geq 0 \) for all \( x \in \mathbb{R} \)).

The second derivative of the composition function \( f = h \circ g \) is given by

\[
f''(x) = h''(g(x))g'(x)^2 + h'(g(x))g''(x).
\]

(3.9)

Now suppose, for example, that \( g \) is convex (so \( g'' \geq 0 \)) and \( h \) is convex and nondecreasing (so \( h'' \geq 0 \) and \( h' \geq 0 \)). It follows from (3.9) that \( f'' \geq 0 \), i.e., \( f \) is convex. In a similar way, the expression (3.9) gives the results:

\[
\begin{align*}
f & \text{ is convex if } h \text{ is convex and nondecreasing, and } g \text{ is convex,} \\
f & \text{ is convex if } h \text{ is convex and nonincreasing, and } g \text{ is concave,} \\
f & \text{ is concave if } h \text{ is concave and nondecreasing, and } g \text{ is concave,} \\
f & \text{ is concave if } h \text{ is concave and nonincreasing, and } g \text{ is convex.}
\end{align*}
\]

(3.10)

These statements are valid when the functions \( g \) and \( h \) are twice differentiable and have domains that are all of \( \mathbb{R} \). It turns out that very similar composition rules hold in the general case \( n > 1 \), without assuming differentiability of \( h \) and \( g \), or that \( \text{dom } g = \mathbb{R}^n \) and \( \text{dom } h = \mathbb{R} \):

\[
\begin{align*}
f & \text{ is convex if } h \text{ is convex, } \tilde{h} \text{ is nondecreasing, and } g \text{ is convex,} \\
f & \text{ is convex if } h \text{ is convex, } \tilde{h} \text{ is nonincreasing, and } g \text{ is concave,} \\
f & \text{ is concave if } h \text{ is concave, } \tilde{h} \text{ is nondecreasing, and } g \text{ is concave,} \\
f & \text{ is concave if } h \text{ is concave, } \tilde{h} \text{ is nonincreasing, and } g \text{ is convex.}
\end{align*}
\]

(3.11)

Here \( \tilde{h} \) denotes the extended-value extension of the function \( h \), which assigns the value \( \infty (-\infty) \) to points not in \( \text{dom } h \) for \( h \) convex (concave). The only difference between these results, and the results in (3.10), is that we require that the extended-value extension function \( \tilde{h} \) be nonincreasing or nondecreasing, on all of \( \mathbb{R} \).

To understand what this means, suppose \( h \) is convex, so \( \tilde{h} \) takes on the value \( \infty \) outside \( \text{dom } h \). To say that \( \tilde{h} \) is nondecreasing means that for any \( x, y \in \mathbb{R} \), with \( x < y \), we have \( \tilde{h}(x) \leq \tilde{h}(y) \). In particular, this means that if \( y \in \text{dom } h \), then \( x \in \text{dom } \tilde{h} \). In other words, the domain of \( h \) extends infinitely in the negative direction; it is either \( \mathbb{R} \), or an interval of the form \( (-\infty, a) \) or \( (-\infty, a] \). In a similar way, to say that \( h \) is convex and \( \tilde{h} \) is nonincreasing means that \( h \) is nonincreasing and \( \text{dom } \tilde{h} \) extends infinitely in the positive direction. This is illustrated in figure 3.7.

---

**Example 3.12** Some simple examples will illustrate the conditions on \( h \) that appear in the composition theorems.

- The function \( h(x) = \log x \), with \( \text{dom } h = \mathbb{R}_{++} \), is concave and satisfies \( \tilde{h} \) nondecreasing.
3.2 Operations that preserve convexity

The function \( f(x) = x^2 \), with domain \( \mathbb{R}_+ \), is convex and nondecreasing on its domain, but its extended-value extension is not nondecreasing. Right. The function \( \max\{x, 0\}^2 \), with domain \( \mathbb{R} \), is convex, and its extended-value extension is nondecreasing.

- The function \( h(x) = \frac{x}{2} \), with \( \text{dom} h = \mathbb{R}_+ \), is concave and satisfies the condition \( \tilde{h} \) nondecreasing.
- The function \( h(x) = \frac{x^3}{2} \), with \( \text{dom} h = \mathbb{R}_+ \), is convex but does not satisfy the condition \( \tilde{h} \) nondecreasing. For example, we have \( \tilde{h}(-1) = \infty \), but \( \tilde{h}(1) = 1 \).
- The function \( h(x) = \frac{x^3}{2} \) for \( x \geq 0 \), and \( h(x) = 0 \) for \( x < 0 \), with \( \text{dom} h = \mathbb{R} \), is convex and does satisfy the condition \( \tilde{h} \) nondecreasing.

The composition results (3.11) can be proved directly, without assuming differentiability, or using the formula (3.9). As an example, we will prove the following composition theorem: if \( g \) is convex, \( h \) is convex, and \( \tilde{h} \) is nondecreasing, then \( f = h \circ g \) is convex. Assume that \( x, y \in \text{dom} f \), and \( 0 \leq \theta \leq 1 \). Since \( x, y \in \text{dom} f \), we have that \( x, y \in \text{dom} g \) and \( g(x), g(y) \in \text{dom} \tilde{h} \). Since \( \text{dom} g \) is convex, we conclude that \( \theta x + (1 - \theta)y \in \text{dom} g \), and from convexity of \( g \), we have

\[
g(\theta x + (1 - \theta)y) \leq \theta g(x) + (1 - \theta)g(y). \tag{3.12}
\]

Since \( g(x), g(y) \in \text{dom} \tilde{h} \), we conclude that \( \theta g(x) + (1 - \theta)g(y) \in \text{dom} \tilde{h} \), i.e., the righthand side of (3.12) is in \( \text{dom} \tilde{h} \). Now we use the assumption that \( \tilde{h} \) is nondecreasing, which means that its domain extends infinitely in the negative direction. Since the righthand side of (3.12) is in \( \text{dom} \tilde{h} \), we conclude that the lefthand side, i.e., \( g(\theta x + (1 - \theta)y) \in \text{dom} \tilde{h} \). This means that \( \theta x + (1 - \theta)y \in \text{dom} f \). At this point, we have shown that \( \text{dom} f \) is convex.

Now using the fact that \( \tilde{h} \) is nondecreasing and the inequality (3.12), we get

\[
h(g(\theta x + (1 - \theta)y)) \leq h(\theta g(x) + (1 - \theta)g(y)). \tag{3.13}
\]

From convexity of \( h \), we have

\[
h(\theta g(x) + (1 - \theta)g(y)) \leq \theta h(g(x)) + (1 - \theta)h(g(y)). \tag{3.14}
\]
Putting (3.13) and (3.14) together, we have

\[ h(g(\theta x + (1 - \theta)y)) \leq \theta h(g(x)) + (1 - \theta)h(g(y)). \]

which proves the composition theorem.

### Example 3.13
**Simple composition results.**

- If \( g \) is convex then \( \exp g(x) \) is convex.
- If \( g \) is concave and positive, then \( \log g(x) \) is concave.
- If \( g \) is concave and positive, then \( 1/g(x) \) is convex.
- If \( g \) is convex and nonnegative and \( p \geq 1 \), then \( g(x)^p \) is convex.
- If \( g \) is convex then \( -\log(-g(x)) \) is convex on \( \{x \mid g(x) < 0\} \).

### Remark 3.3
The requirement that monotonicity hold for the extended-value extension \( \tilde{h} \), and not just the function \( h \), cannot be removed. For example, consider the function \( g(x) = x^2 \), with \( \text{dom} g = \mathbb{R} \), and \( h(x) = 0 \), with \( \text{dom} h = [1, 2] \). Here \( g \) is convex, and \( h \) is convex and nondecreasing. But the function \( f = h \circ g \), given by

\[ f(x) = 0, \quad \text{dom} f = [-\sqrt{2}, -1] \cup [1, \sqrt{2}], \]

is not convex, since its domain is not convex. Here, of course, the function \( \tilde{h} \) is not nondecreasing.

### Vector composition
We now turn to the more complicated case when \( k \geq 1 \). Suppose

\[ f(x) = h(g(x)) = h(g_1(x), \ldots, g_k(x)), \]

with \( h : \mathbb{R}^k \to \mathbb{R}, \ g_i : \mathbb{R}^n \to \mathbb{R} \). Again without loss of generality we can assume \( n = 1 \). As in the case \( k = 1 \), we start by assuming the functions are twice differentiable, with \( \text{dom} g = \mathbb{R} \) and \( \text{dom} h = \mathbb{R}^k \), in order to discover the composition rules. We have

\[ f''(x) = g'(x)^T \nabla^2 h(g(x))g'(x) + \nabla h(g(x))^T g''(x), \quad (3.15) \]

which is the vector analog of (3.9). Again the issue is to determine conditions under which \( f''(x) \geq 0 \) for all \( x \) (or \( f''(x) \leq 0 \) for all \( x \) for concavity). From (3.15) we can derive many rules, for example:

- \( f \) is convex if \( h \) is convex, \( h \) is nondecreasing in each argument, and \( g_i \) are convex,
- \( f \) is convex if \( h \) is convex, \( h \) is noncreasing in each argument, and \( g_i \) are concave,
- \( f \) is concave if \( h \) is concave, \( h \) is nondecreasing in each argument, and \( g_i \) are concave.
As in the scalar case, similar composition results hold in general, with \( n > 1 \), no assumption of differentiability of \( h \) or \( g \), and general domains. For the general results, the monotonicity condition on \( h \) must hold for the extended-value extension \( \hat{h} \).

To understand the meaning of the condition that the extended-value extension \( \hat{h} \) be monotonic, we consider the case where \( h : \mathbb{R}^k \to \mathbb{R} \) is convex, and \( \hat{h} \) nondecreasing, i.e., whenever \( u \preceq v \), we have \( \hat{h}(u) \leq \hat{h}(v) \). This implies that if \( v \in \text{dom} \, h \), then so is \( u \); the domain of \( h \) must extend infinitely in the \(-\mathbb{R}_+^k \) directions. We can express this compactly as \( \text{dom} \, h - \mathbb{R}_+^k = \text{dom} \, \hat{h} \).

**Example 3.14 Vector composition examples.**

- Let \( h(z) = z_{[1]} + \cdots + z_{[r]} \), the sum of the \( r \) largest components of \( z \in \mathbb{R}^k \). Then \( h \) is convex and nondecreasing in each argument. Suppose \( g_1, \ldots, g_k \) are convex functions on \( \mathbb{R}^n \). Then the composition function \( f = h \circ g \), i.e., the pointwise sum of the \( r \) largest \( g_i \)'s, is convex.

- The function \( h(z) = \log(\sum_{i=1}^k e^{z_i}) \) is convex and nondecreasing in each argument, so \( \log(\sum_{i=1}^k e^{g_i(x)}) \) is convex whenever \( g_i \) are.

- For \( 0 < p \leq 1 \), the function \( h(z) = (\sum_{i=1}^k z_i^p)^{1/p} \) on \( \mathbb{R}_+^k \) is concave, and its extension (which has the value \(-\infty \) for \( z \not\preceq 0 \)) is nondecreasing in each component. So if \( g_i \) are concave and nonnegative, we conclude that \( f(x) = (\sum_{i=1}^k g_i(x)^p)^{1/p} \) is concave.

- Suppose \( p \geq 1 \), and \( g_1, \ldots, g_k \) are convex and nonnegative. Then the function \( (\sum_{i=1}^k g_i(x)^p)^{1/p} \) is convex.

To show this, we consider the function \( h : \mathbb{R}^k \to \mathbb{R} \) defined as

\[
h(z) = \left( \sum_{i=1}^k \max\{z_i, 0\} \right)^{1/p},
\]

with \( \text{dom} \, h = \mathbb{R}^k \), so \( h = \hat{h} \). This function is convex, and nondecreasing, so we conclude \( h(g(x)) \) is a convex function of \( x \). For \( z \succeq 0 \), we have \( h(z) = (\sum_{i=1}^k z_i^p)^{1/p} \), so our conclusion is that \( (\sum_{i=1}^k g_i(x)^p)^{1/p} \) is convex.

- The geometric mean \( h(z) = (\prod_{i=1}^k z_i)^{1/k} \) on \( \mathbb{R}_+^k \) is concave and its extension is nondecreasing in each argument. It follows that if \( g_1, \ldots, g_k \) are nonnegative concave functions, then so is their geometric mean, \((\prod_{i=1}^k g_i)^{1/k}\).

### 3.2.5 Minimization

We have seen that the maximum or supremum of an arbitrary family of convex functions is convex. It turns out that some special forms of minimization also yield convex functions. If \( f \) is convex in \((x, y)\), and \( C \) is a convex nonempty set, then the function

\[
g(x) = \inf_{y \in C} f(x, y)
\]  

(3.16)
is convex in \( x \), provided \( g(x) > -\infty \) for all \( x \). The domain of \( g \) is the projection of \( \text{dom } f \) on its \( x \)-coordinates, i.e.,

\[
\text{dom } g = \{ x \mid (x, y) \in \text{dom } f \text{ for some } y \in C \}.
\]

We prove this by verifying Jensen’s inequality for \( x_1, x_2 \in \text{dom } g \). Let \( \epsilon > 0 \).
Then there are \( y_1, y_2 \in C \) such that
\[
f(x_i, y_i) \leq g(x_i) + \epsilon \quad \text{for } i = 1, 2.
\]
Now let \( \theta \in [0, 1] \).
We have
\[
g(\theta x_1 + (1 - \theta)x_2) = \inf_{y \in C} f(\theta x_1 + (1 - \theta)x_2, y)
\leq f(\theta x_1 + (1 - \theta)x_2, \theta y_1 + (1 - \theta)y_2)
\leq \theta f(x_1, y_1) + (1 - \theta)f(x_2, y_2)
\leq \theta g(x_1) + (1 - \theta)g(x_2) + \epsilon.
\]
Since this holds for any \( \epsilon > 0 \), we have
\[
g(\theta x_1 + (1 - \theta)x_2) \leq \theta g(x_1) + (1 - \theta)g(x_2).
\]

The result can also be seen in terms of epigraphs. With \( f, g, \) and \( C \) defined as in (3.16), and assuming the infimum over \( y \in C \) is attained for each \( x \), we have
\[
\text{epi } g = \{ (x, t) \mid (x, y, t) \in \text{epi } f \text{ for some } y \in C \}.
\]
Thus \( \text{epi } g \) is convex, since it is the projection of a convex set on some of its components.

**Example 3.15 Schur complement.** Suppose the quadratic function
\[
f(x, y) = x^T Ax + 2x^T By + y^T Cy,
\]
(where \( A \) and \( C \) are symmetric) is convex in \( (x, y) \), which means
\[
\begin{bmatrix}
A & B \\
B^T & C
\end{bmatrix} \succeq 0.
\]
We can express \( g(x) = \inf_y f(x, y) \) as
\[
g(x) = x^T (A - BC^{-1}B^T)x,
\]
where \( C^T \) is the pseudo-inverse of \( C \) (see §A.5.4). By the minimization rule, \( g \) is convex, so we conclude that \( A - BC^{-1}B^T \succeq 0 \).
If \( C \) is invertible, i.e., \( C \succ 0 \), then the matrix \( A - BC^{-1}B^T \) is called the **Schur complement** of \( C \) in the matrix
\[
\begin{bmatrix}
A & B \\
B^T & C
\end{bmatrix}
\]
(see §A.5.5).

**Example 3.16 Distance to a set.** The distance of a point \( x \) to a set \( S \subseteq \mathbb{R}^n \), in the norm \( \| \cdot \| \), is defined as
\[
\text{dist}(x, S) = \inf_{y \in S} \| x - y \|.
\]
The function \( \| x - y \| \) is convex in \( (x, y) \), so if the set \( S \) is convex, the distance function \( \text{dist}(x, S) \) is a convex function of \( x \).
3.2 Operations that preserve convexity

Example 3.17 Suppose $h$ is convex. Then the function $g$ defined as

$$g(x) = \inf\{h(y) \mid Ay = x\}$$

is convex. To see this, we define $f$ by

$$f(x,y) = \begin{cases} h(y) & \text{if } Ay = x \\ \infty & \text{otherwise}, \end{cases}$$

which is convex in $(x,y)$. Then $g$ is the minimum of $f$ over $y$, and hence is convex. (It is not hard to show directly that $g$ is convex.)

3.2.6 Perspective of a function

If $f : \mathbb{R}^n \to \mathbb{R}$, then the perspective of $f$ is the function $g : \mathbb{R}^{n+1} \to \mathbb{R}$ defined by

$$g(x,t) = tf(x/t),$$

with domain

$$\text{dom } g = \{(x,t) \mid x/t \in \text{dom } f, \ t > 0\}.$$  

The perspective operation preserves convexity: If $f$ is a convex function, then so is its perspective function $g$. Similarly, if $f$ is concave, then so is $g$.

This can be proved several ways, for example, direct verification of the defining inequality (see exercise 3.33). We give a short proof here using epigraphs and the perspective mapping on $\mathbb{R}^{n+1}$ described in §2.3.3 (which will also explain the name ‘perspective’). For $t > 0$ we have

$$(x,t,s) \in \text{epi } g \iff tf(x/t) \leq s \iff f(x/t) \leq s/t \iff (x/t,s/t) \in \text{epi } f.$$  

Therefore $\text{epi } g$ is the inverse image of $\text{epi } f$ under the perspective mapping that takes $(u,v,w)$ to $(u,w)/v$. It follows (see §2.3.3) that $\text{epi } g$ is convex, so the function $g$ is convex.

Example 3.18 Euclidean norm squared. The perspective of the convex function $f(x) = x^T x$ on $\mathbb{R}^n$ is

$$g(x,t) = t(x/t)^T (x/t) = \frac{x^T x}{t},$$

which is convex in $(x,t)$ for $t > 0$.

We can deduce convexity of $g$ using several other methods. First, we can express $g$ as the sum of the quadratic-over-linear functions $x^2/t$, which were shown to be convex in §3.1.5. We can also express $g$ as a special case of the matrix fractional function $x^T (tI)^{-1} x$ (see example 3.4).
Example 3.19 Negative logarithm. Consider the convex function \( f(x) = -\log x \) on \( \mathbb{R}_{++} \). Its perspective is
\[
g(x, t) = -t \log(x/t) = t \log(t/x) = t \log t - t \log x,
\]
and is convex on \( \mathbb{R}^2_+ \). The function \( g \) is called the relative entropy of \( t \) and \( x \). For \( x = 1 \), \( g \) reduces to the negative entropy function.

From convexity of \( g \) we can establish convexity or concavity of several interesting related functions. First, the relative entropy of two vectors \( u, v \in \mathbb{R}^n_+ \), defined as
\[
\sum_{i=1}^{n} u_i \log(u_i/v_i),
\]
is convex in \((u, v)\), since it is a sum of relative entropies of \( u_i, v_i \).

A closely related function is the Kullback-Leibler divergence between \( u, v \in \mathbb{R}^n_+ \), given by
\[
D_{\text{kl}}(u, v) = \sum_{i=1}^{n} \left( u_i \log(u_i/v_i) - u_i + v_i \right),
\]
which is convex, since it is the relative entropy plus a linear function of \((u, v)\). The Kullback-Leibler divergence satisfies \( D_{\text{kl}}(u, v) \geq 0 \), and \( D_{\text{kl}}(u, v) = 0 \) if and only if \( u = v \), and so can be used as a measure of deviation between two positive vectors; see exercise 3.13. (Note that the relative entropy and the Kullback-Leibler divergence are the same when \( u \) and \( v \) are probability vectors, i.e., satisfy \( 1^T u = 1^T v = 1 \).)

If we take \( v_i = 1^T u \) in the relative entropy function, we obtain the concave (and homogeneous) function of \( u \in \mathbb{R}^n_+ \) given by
\[
\sum_{i=1}^{n} \log(1^T u/u_i) = (1^T u) \sum_{i=1}^{n} z_i \log(1/z_i),
\]
where \( z = u/(1^T u) \), which is called the normalized entropy function. The vector \( z = u/(1^T u) \) is a normalized vector or probability distribution, since its components sum to one; the normalized entropy of \( u \) is \( 1^T u \) times the entropy of this normalized distribution.

Example 3.20 Suppose \( f : \mathbb{R}^m \to \mathbb{R} \) is convex, and \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, c \in \mathbb{R}^n \), and \( d \in \mathbb{R} \). We define
\[
g(x) = (c^T x + d)f \left( (Ax + b)/(c^T x + d) \right),
\]
with
\[
\text{dom} \ g = \{ x \ | \ c^T x + d > 0, \ (Ax + b)/(c^T x + d) \in \text{dom} \ f \}.
\]
Then \( g \) is convex.

3.3 The conjugate function

In this section we introduce an operation that will play an important role in later chapters.
\section{The conjugate function}

\subsection{Definition and examples}

Let \( f : \mathbb{R}^n \to \mathbb{R} \). The function \( f^* : \mathbb{R}^n \to \mathbb{R} \), defined as

\[
 f^*(y) = \sup_{x \in \text{dom } f} (y^T x - f(x)),
\]

is called the conjugate of the function \( f \). The domain of the conjugate function consists of \( y \in \mathbb{R}^n \) for which the supremum is finite, i.e., for which the difference \( y^T x - f(x) \) is bounded above on \( \text{dom } f \). This definition is illustrated in figure 3.8.

We see immediately that \( f^* \) is a convex function, since it is the pointwise supremum of a family of convex (indeed, affine) functions of \( y \). This is true whether or not \( f \) is convex. (Note that when \( f \) is convex, the subscript \( x \in \text{dom } f \) is not necessary since, by convention, \( y^T x - f(x) = -\infty \) for \( x \notin \text{dom } f \).

We start with some simple examples, and then describe some rules for conjugating functions. This allows us to derive an analytical expression for the conjugate of many common convex functions.

\begin{example}
 We derive the conjugates of some convex functions on \( \mathbb{R} \).
\begin{itemize}
\item \textit{Affine function}. \( f(x) = ax + b \). As a function of \( x \), \( yx - ax - b \) is bounded if and only if \( y = a \), in which case it is constant. Therefore the domain of the conjugate function \( f^* \) is the singleton \( \{a\} \), and \( f^*(a) = -b \).
\item \textit{Negative logarithm}. \( f(x) = -\log x \), with \( \text{dom } f = \mathbb{R}^+ \). The function \( xy + \log x \) is unbounded above if \( y < 0 \) and reaches its maximum at \( x = -1/y \) otherwise. Therefore, \( \text{dom } f^* = \{y \mid y < 0\} = \mathbb{R}^+ \) and \( f^*(y) = -\log(-y) - 1 \) for \( y < 0 \).
\item \textit{Exponential}. \( f(x) = e^x \). \( xy - e^x \) is unbounded if \( y < 0 \). For \( y > 0 \), \( xy - e^x \) reaches its maximum at \( x = \log y \), so we have \( f^*(y) = y \log y - y \). For \( y = 0 \),
\end{itemize}
\end{example}
Convex functions

\( f^*(y) = \sup_x -e^x = 0 \). In summary, \( \text{dom } f^* = \mathbb{R}_+ \) and \( f^*(y) = y \log y - y \) (with the interpretation \( 0 \log 0 = 0 \)).

- **Negative entropy.** \( f(x) = x \log x \), with \( \text{dom } f = \mathbb{R}_+ \) (and \( f(0) = 0 \)). The function \( xy - x \log x \) is bounded above on \( \mathbb{R}_+ \), for all \( y \), hence \( \text{dom } f^* = \mathbb{R} \). It attains its maximum at \( x = e^{y-1} \), and substituting we find \( f^*(y) = e^{y-1} \).

- **Inverse.** \( f(x) = 1/x \) on \( \mathbb{R}^+ \). For \( y > 0 \), \( yx - 1/x \) is unbounded above. For \( y = 0 \) this function has supremum 0; for \( y < 0 \) the supremum is attained at \( x = (-y)^{-1/2} \). Therefore we have \( f^*(y) = -2(-y)^{1/2} \), with \( \text{dom } f^* = -\mathbb{R}_+ \).

**Example 3.22** Strictly convex quadratic function. Consider \( f(x) = \frac{1}{2}x^TQx \), with \( Q \in \mathbb{S}^n_{++} \). The function \( y^T x - \frac{1}{2}x^TQx \) is bounded above as a function of \( x \) for all \( y \). It attains its maximum at \( x = Q^{-1}y \), so

\[
  f^*(y) = \frac{1}{2}y^T Q^{-1}y.
\]

**Example 3.23** Log-determinant. We consider \( f(X) = \log \det X^{-1} \) on \( \mathbb{S}^n_{++} \). The conjugate function is defined as

\[
  f^*(Y) = \sup_{X > 0} (\text{tr}(YX) + \log \det X),
\]

since \( \text{tr}(YX) \) is the standard inner product on \( \mathbb{S}^n \). We first show that \( \text{tr}(YX) + \log \det X \) is unbounded above unless \( Y < 0 \). If \( Y \not< 0 \), then \( Y \) has an eigenvector \( v \), with \( \|v\|_2 = 1 \), and eigenvalue \( \lambda \geq 0 \). Taking \( X = I + tvv^T \) we find that

\[
  \text{tr}(YX) + \log \det X = \text{tr} Y + t\lambda + \log \det(I + tvv^T) = \text{tr} Y + t\lambda + \log(1 + t),
\]

which is unbounded above as \( t \to \infty \).

Now consider the case \( Y < 0 \). We can find the maximizing \( X \) by setting the gradient with respect to \( X \) equal to zero:

\[
  \nabla_X (\text{tr}(YX) + \log \det X) = Y + X^{-1} = 0
\]

(see §A.4.1), which yields \( X = -Y^{-1} \) (which is, indeed, positive definite). Therefore we have

\[
  f^*(Y) = \log \det(-Y)^{-1} - n,
\]

with \( \text{dom } f^* = -\mathbb{S}^n_{++} \).

**Example 3.24** Indicator function. Let \( I_S \) be the indicator function of a (not necessarily convex) set \( S \subseteq \mathbb{R}^n \), i.e., \( I_S(x) = 0 \) on \( \text{dom } I_S = S \). Its conjugate is

\[
  I^*_S(y) = \sup_{x \in S} y^T x,
\]

which is the support function of the set \( S \).
3.3 The conjugate function

Example 3.25 Log-sum-exp function. To derive the conjugate of the log-sum-exp function \( f(x) = \log(\sum_i e^{x_i}) \), we first determine the values of \( y \) for which the maximum over \( x \) of \( y^T x - f(x) \) is attained. By setting the gradient with respect to \( x \) equal to zero, we obtain the condition

\[
y_i = \frac{e^{x_i}}{\sum_{j=1}^{n} e^{x_j}}, \quad i = 1, \ldots, n.
\]

These equations are solvable for \( x \) if and only if \( y \succ 0 \) and \( 1^T y = 1 \). By substituting the expression for \( y_i \), into \( y^T x - f(x) \) we obtain \( f^*(y) = \sum_{i=1}^{n} y_i \log y_i \). This expression for \( f^* \) is still correct if some components of \( y \) are zero, as long as \( y \succeq 0 \) and \( 1^T y = 1 \), and we interpret \( 0 \log 0 \) as 0.

In fact the domain of \( f^* \) is exactly given by \( 1^T y = 1 \), \( y \succeq 0 \). To show this, suppose that a component of \( y \) is negative, say, \( y_k < 0 \). Then we can show that \( y^T x - f(x) \) is unbounded above by choosing \( x_k = -t \), and \( x_i = 0 \), \( i \neq k \), and letting \( t \) go to infinity.

If \( y \succeq 0 \) but \( 1^T y \neq 1 \), we choose \( x = t 1 \), so that

\[
y^T x - f(x) = t 1^T y - t \log n.
\]

If \( 1^T y > 1 \), this grows unboundedly as \( t \to \infty \); if \( 1^T y < 1 \), it grows unboundedly as \( t \to -\infty \).

In summary,

\[
f^*(y) = \begin{cases} 
\sum_{i=1}^{n} y_i \log y_i & \text{if } y \succeq 0 \text{ and } 1^T y = 1 \\
\infty & \text{otherwise}.
\end{cases}
\]

In other words, the conjugate of the log-sum-exp function is the negative entropy function, restricted to the probability simplex.

Example 3.26 Norm. Let \( \| \cdot \| \) be a norm on \( \mathbb{R}^n \), with dual norm \( \| \cdot \|_* \). We will show that the conjugate of \( f(x) = \| x \| \) is

\[
f^*(y) = \begin{cases} 
0 & \| y \|_* \leq 1 \\
\infty & \text{otherwise},
\end{cases}
\]

i.e., the conjugate of a norm is the indicator function of the dual norm unit ball.

If \( \| y \|_* > 1 \), then by definition of the dual norm, there is a \( z \in \mathbb{R}^n \) with \( \| z \| \leq 1 \) and \( y^T z > 1 \). Taking \( x = t z \) and letting \( t \to \infty \), we have

\[
y^T x - \| x \| = t(y^T z - \| z \|) \to \infty,
\]

which shows that \( f^*(y) = \infty \). Conversely, if \( \| y \|_* \leq 1 \), then we have \( y^T x \leq \| x \| \| y \|_* \) for all \( x \), which implies for all \( x \), \( y^T x - \| x \| \leq 0 \). Therefore \( x = 0 \) is the value that maximizes \( y^T x - \| x \| \), with maximum value 0.

Example 3.27 Norm squared. Now consider the function \( f(x) = (1/2)\| x \|^2 \), where \( \| \cdot \| \) is a norm, with dual norm \( \| \cdot \|_* \). We will show that its conjugate is \( f^*(y) = (1/2)\| y \|^2 \).

From \( y^T x \leq \| y \|_* \| x \| \), we conclude

\[
y^T x - (1/2)\| x \|^2 \leq \| y \|_* \| x \| - (1/2)\| x \|^2
\]
for all $x$. The righthand side is a quadratic function of $\|x\|$, which has maximum value $(1/2)\|y\|^2$. Therefore for all $x$, we have

$$y^T x - (1/2)\|x\|^2 \leq (1/2)\|y\|^2,$$

which shows that $f^*(y) \leq (1/2)\|y\|^2$.

To show the other inequality, let $x$ be any vector with $y^T x = \|y\|\|x\|$, scaled so that $\|x\| = \|y\|^\ast$. Then we have, for this $x$,

$$y^T x - (1/2)\|x\|^2 = (1/2)\|y\|^2,$$

which shows that $f^*(y) \geq (1/2)\|y\|^2$.

---

**Example 3.28 Revenue and profit functions.** We consider a business or enterprise that consumes $n$ resources and produces a product that can be sold. We let $r = (r_1, \ldots, r_n)$ denote the vector of resource quantities consumed, and $S(r)$ denote the sales revenue derived from the product produced (as a function of the resources consumed). Now let $p_i$ denote the price (per unit) of resource $i$, so the total amount paid for resources by the enterprise is $p^T r$. The profit derived by the firm is then $S(r) - p^T r$. Let us fix the prices of the resources, and ask what is the maximum profit that can be made, by wisely choosing the quantities of resources consumed. This maximum profit is given by

$$M(p) = \sup_r \left( S(r) - p^T r \right).$$

The function $M(p)$ gives the maximum profit attainable, as a function of the resource prices. In terms of conjugate functions, we can express $M$ as

$$M(p) = (-S)^\ast(-p).$$

Thus the maximum profit (as a function of resource prices) is closely related to the conjugate of gross sales (as a function of resources consumed).

---

### 3.3.2 Basic properties

**Fenchel’s inequality**

From the definition of conjugate function, we immediately obtain the inequality

$$f(x) + f^*(y) \geq x^T y$$

for all $x, y$. This is called Fenchel’s inequality (or Young’s inequality when $f$ is differentiable).

For example with $f(x) = (1/2)x^T Q x$, where $Q \in \mathbb{S}^{n}_{++}$, we obtain the inequality

$$x^T y \leq (1/2)x^T Q x + (1/2)y^T Q^{-1} y.$$

**Conjugate of the conjugate**

The examples above, and the name ‘conjugate’, suggest that the conjugate of the conjugate of a convex function is the original function. This is the case provided a technical condition holds: if $f$ is convex, and $f$ is closed (i.e., $\text{epi } f$ is a closed set; see §A.3.3), then $f^{**} = f$. For example, if $\text{dom } f = \mathbb{R}^n$, then we have $f^{**} = f$, i.e., the conjugate of the conjugate of $f$ is $f$ again (see exercise 3.39).
3.4 Quasiconvex functions

Differentiable functions

The conjugate of a differentiable function \( f \) is also called the Legendre transform of \( f \). (To distinguish the general definition from the differentiable case, the term Fenchel conjugate is sometimes used instead of conjugate.)

Suppose \( f \) is convex and differentiable, with \( \text{dom} f = \mathbb{R}^n \). Any maximizer \( x^* \) of \( y^T x - f(x) \) satisfies \( y = \nabla f(x^*) \), and conversely, if \( x^* \) satisfies \( y = \nabla f(x^*) \), then \( x^* \) maximizes \( y^T x - f(x) \). Therefore, if \( y = \nabla f(x^*) \), we have

\[
f^*(y) = x^{*T} \nabla f(x^*) - f(x^*).
\]

This allows us to determine \( f^*(y) \) for any \( y \) for which we can solve the gradient equation \( y = \nabla f(z) \) for \( z \).

We can express this another way. Let \( z \in \mathbb{R}^n \) be arbitrary and define \( y = \nabla f(z) \).

Then we have

\[
f^*(y) = z^T \nabla f(z) - f(z).
\]

Scaling and composition with affine transformation

For \( a > 0 \) and \( b \in \mathbb{R} \), the conjugate of \( g(x) = af(x) + b \) is \( g^*(y) = af^*(y/a) - b \).

Suppose \( A \in \mathbb{R}^{n \times n} \) is nonsingular and \( b \in \mathbb{R}^n \). Then the conjugate of \( g(x) = f(Ax + b) \) is

\[
g^*(y) = f^*(A^{-T} y) - b^T A^{-T} y,
\]

with \( \text{dom} g^* = A^T \text{dom} f^* \).

Sums of independent functions

If \( f(u,v) = f_1(u) + f_2(v) \), where \( f_1 \) and \( f_2 \) are convex functions with conjugates \( f_1^* \) and \( f_2^* \), respectively, then

\[
f^*(w,z) = f_1^*(w) + f_2^*(z).
\]

In other words, the conjugate of the sum of independent convex functions is the sum of the conjugates. ('Independent' means they are functions of different variables.)

3.4 Quasiconvex functions

3.4.1 Definition and examples

A function \( f : \mathbb{R}^n \to \mathbb{R} \) is called quasiconvex (or unimodal) if its domain and all its sublevel sets

\[
S_\alpha = \{ x \in \text{dom} f \mid f(x) \leq \alpha \},
\]

for \( \alpha \in \mathbb{R} \), are convex. A function is quasiconcave if \(-f\) is quasiconvex, i.e., every superlevel set \( \{ x \mid f(x) \geq \alpha \} \) is convex. A function that is both quasiconvex and quasiconcave is called quasilinear. If a function \( f \) is quasilinear, then its domain, and every level set \( \{ x \mid f(x) = \alpha \} \) is convex.
For a function on $\mathbb{R}$, quasiconvexity requires that each sublevel set be an interval (including, possibly, an infinite interval). An example of a quasiconvex function on $\mathbb{R}$ is shown in figure 3.9.

Convex functions have convex sublevel sets, and so are quasiconvex. But simple examples, such as the one shown in figure 3.9, show that the converse is not true.

**Example 3.29** Some examples on $\mathbb{R}$:

- **Logarithm.** $\log x$ on $\mathbb{R}_{++}$ is quasiconvex (and quasiconcave, hence quasilinear).
- **Ceiling function.** $\text{ceil}(x) = \inf\{z \in \mathbb{Z} | z \geq x\}$ is quasiconvex (and quasiconcave).

These examples show that quasiconvex functions can be concave, or discontinuous. We now give some examples on $\mathbb{R}^n$.

**Example 3.30** *Length of a vector.* We define the length of $x \in \mathbb{R}^n$ as the largest index of a nonzero component, i.e.,

$$f(x) = \max\{i | x_i \neq 0\}.$$ (We define the length of the zero vector to be zero.) This function is quasiconvex on $\mathbb{R}^n$, since its sublevel sets are subspaces:

$$f(x) \leq \alpha \iff x_i = 0 \text{ for } i = [\alpha] + 1, \ldots, n.$$  

**Example 3.31** Consider $f : \mathbb{R}^2 \to \mathbb{R}$, with $\text{dom } f = \mathbb{R}^2_+$ and $f(x_1, x_2) = x_1x_2$. This function is neither convex nor concave since its Hessian

$$\nabla^2 f(x) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$
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is indefinite; it has one positive and one negative eigenvalue. The function $f$ is quasiconcave, however, since the superlevel sets

$$\{ x \in \mathbb{R}^2_+ \mid x_1 x_2 \geq \alpha \}$$

are convex sets for all $\alpha$. (Note, however, that $f$ is not quasiconcave on $\mathbb{R}^2$.)

Example 3.32 Linear-fractional function. The function

$$f(x) = \frac{a^T x + b}{c^T x + d},$$

with $\text{dom} \ f = \{ x \mid c^T x + d > 0 \}$, is quasiconvex, and quasiconcave, i.e., quasilinear. Its $\alpha$-sublevel set is

$$S_\alpha = \{ x \mid c^T x + d > 0, \ (a^T x + b)/(c^T x + d) \leq \alpha \}$$

which is convex, since it is the intersection of an open halfspace and a closed halfspace. (The same method can be used to show its superlevel sets are convex.)

Example 3.33 Distance ratio function. Suppose $a, b \in \mathbb{R}^n$, and define

$$f(x) = \frac{\|x - a\|_2}{\|x - b\|_2},$$

i.e., the ratio of the Euclidean distance to $a$ to the distance to $b$. Then $f$ is quasiconvex on the halfspace $\{ x \mid \|x - a\|_2 \leq \|x - b\|_2 \}$. To see this, we consider the $\alpha$-sublevel set of $f$, with $\alpha \leq 1$ since $f(x) \leq 1$ on the halfspace $\{ x \mid \|x - a\|_2 \leq \|x - b\|_2 \}$. This sublevel set is the set of points satisfying

$$\|x - a\|_2 \leq \alpha \|x - b\|_2.$$ 

Squaring both sides, and rearranging terms, we see that this is equivalent to

$$(1 - \alpha^2)x^T x - 2(a - \alpha^2 b)^T x + a^T a - \alpha^2 b^T b \leq 0.$$ 

This describes a convex set (in fact a Euclidean ball) if $\alpha \leq 1$.

Example 3.34 Internal rate of return. Let $x = (x_0, x_1, \ldots, x_n)$ denote a cash flow sequence over $n$ periods, where $x_i > 0$ means a payment to us in period $i$, and $x_i < 0$ means a payment by us in period $i$. We define the present value of a cash flow, with interest rate $r \geq 0$, to be

$$\text{PV}(x, r) = \sum_{i=0}^{n} (1 + r)^{-i} x_i.$$ 

(The factor $(1 + r)^{-i}$ is a discount factor for a payment by or to us in period $i$.)

Now we consider cash flows for which $x_0 < 0$ and $x_0 + x_1 + \cdots + x_n > 0$. This means that we start with an investment of $|x_0|$ in period 0, and that the total of the
remaining cash flow, \( x_1 + \cdots + x_n \), (not taking any discount factors into account) exceeds our initial investment.

For such a cash flow, \( PV(x, 0) > 0 \) and \( PV(x, r) \to x_0 < 0 \) as \( r \to \infty \), so it follows that for at least one \( r \geq 0 \), we have \( PV(x, r) = 0 \). We define the internal rate of return of the cash flow as the smallest interest rate \( r \geq 0 \) for which the present value is zero:

\[
IRR(x) = \inf \{ r \geq 0 \mid PV(x, r) = 0 \}.
\]

Internal rate of return is a quasiconcave function of \( x \) (restricted to \( x_0 < 0, x_1 + \cdots + x_n > 0 \)). To see this, we note that

\[
IRR(x) \geq R \iff PV(x, r) > 0 \text{ for } 0 \leq r < R.
\]

The lefthand side defines the \( R \)-superlevel set of \( IRR \). The righthand side is the intersection of the sets \( \{ x \mid PV(x, r) > 0 \} \), indexed by \( r \), over the range \( 0 \leq r < R \). For each \( r \), \( PV(x, r) > 0 \) defines an open halfspace, so the righthand side defines a convex set.

### 3.4.2 Basic properties

The examples above show that quasiconvexity is a considerable generalization of convexity. Still, many of the properties of convex functions hold, or have analogs, for quasiconvex functions. For example, there is a variation on Jensen’s inequality that characterizes quasiconvexity: A function \( f \) is quasiconvex if and only if \( \text{dom } f \) is convex and for any \( x, y \in \text{dom } f \) and \( 0 \leq \theta \leq 1 \),

\[
f(\theta x + (1 - \theta)y) \leq \max \{ f(x), f(y) \},
\]

i.e., the value of the function on a segment does not exceed the maximum of its values at the endpoints. The inequality \eqref{eq:3.19} is sometimes called Jensen’s inequality for quasiconvex functions, and is illustrated in figure 3.10.

**Example 3.35** Cardinality of a nonnegative vector. The cardinality or size of a vector \( x \in \mathbb{R}^n \) is the number of nonzero components, and denoted \( \text{card}(x) \). The function \( \text{card} \) is quasiconcave on \( \mathbb{R}_{+}^n \) (but not \( \mathbb{R}^n \)). This follows immediately from the modified Jensen inequality

\[
\text{card}(x + y) \geq \min \{ \text{card}(x), \text{card}(y) \},
\]

which holds for \( x, y \succeq 0 \).

**Example 3.36** Rank of positive semidefinite matrix. The function \( \text{rank } X \) is quasiconcave on \( \mathbb{S}^n_{+} \). This follows from the modified Jensen inequality \eqref{eq:3.19},

\[
\text{rank}(X + Y) \geq \min \{ \text{rank } X, \text{rank } Y \},
\]

which holds for \( X, Y \in \mathbb{S}^n_{+} \). (This can be considered an extension of the previous example, since \( \text{rank}(\text{diag}(x)) = \text{card}(x) \) for \( x \succeq 0 \).)
3.4 Quasiconvex functions

Like convexity, quasiconvexity is characterized by the behavior of a function $f$ on lines: $f$ is quasiconvex if and only if its restriction to any line intersecting its domain is quasiconvex. In particular, quasiconvexity of a function can be verified by restricting it to an arbitrary line, and then checking quasiconvexity of the resulting function on $\mathbb{R}$.

Quasiconvex functions on $\mathbb{R}$

We can give a simple characterization of quasiconvex functions on $\mathbb{R}$. We consider continuous functions, since stating the conditions in the general case is cumbersome. A continuous function $f : \mathbb{R} \to \mathbb{R}$ is quasiconvex if and only if at least one of the following conditions holds:

- $f$ is nondecreasing
- $f$ is nonincreasing
- There is a point $c \in \text{dom } f$ such that for $t \leq c$ (and $t \in \text{dom } f$), $f$ is nonincreasing, and for $t \geq c$ (and $t \in \text{dom } f$), $f$ is nondecreasing.

The point $c$ can be chosen as any point which is a global minimizer of $f$. Figure 3.11 illustrates this.

3.4.3 Differentiable quasiconvex functions

First-order conditions

Suppose $f : \mathbb{R}^n \to \mathbb{R}$ is differentiable. Then $f$ is quasiconvex if and only if $\text{dom } f$ is convex and for all $x, y \in \text{dom } f$

$$f(y) \leq f(x) \implies \nabla f(x)^T (y - x) \leq 0.$$  (3.20)
A quasiconvex function on $\mathbb{R}$. The function is nonincreasing for $t \leq c$ and nondecreasing for $t \geq c$.

Three level curves of a quasiconvex function $f$ are shown. The vector $\nabla f(x)$ defines a supporting hyperplane to the sublevel set $\{z \mid f(z) \leq f(x)\}$ at $x$.

This is the analog of inequality (3.2), for quasiconvex functions. We leave the proof as an exercise (exercise 3.43).

The condition (3.20) has a simple geometric interpretation when $\nabla f(x) \neq 0$. It states that $\nabla f(x)$ defines a supporting hyperplane to the sublevel set $\{y \mid f(y) \leq f(x)\}$, at the point $x$, as illustrated in figure 3.12.

While the first-order condition for convexity (3.2), and the first-order condition for quasiconvexity (3.20) are similar, there are some important differences. For example, if $f$ is convex and $\nabla f(x) = 0$, then $x$ is a global minimizer of $f$. But this statement is false for quasiconvex functions: it is possible that $\nabla f(x) = 0$, but $x$ is not a global minimizer of $f$. 
Second-order conditions
Now suppose \( f \) is twice differentiable. If \( f \) is quasiconvex, then for all \( x \in \text{dom} f \), and all \( y \in \mathbb{R}^n \), we have
\[
y^T \nabla f(x) = 0 \implies y^T \nabla^2 f(x) y \geq 0. \tag{3.21}
\]
For a quasiconvex function on \( \mathbb{R} \), this reduces to the simple condition
\[
f'(x) = 0 \implies f''(x) \geq 0,
\]
i.e., at any point with zero slope, the second derivative is nonnegative. For a quasiconvex function on \( \mathbb{R}^n \), the interpretation of the condition (3.21) is a bit more complicated. As in the case \( n = 1 \), we conclude that whenever \( \nabla f(x) = 0 \), we must have \( \nabla^2 f(x) \succeq 0 \). When \( \nabla f(x) \neq 0 \), the condition (3.21) means that \( \nabla^2 f(x) \) is positive semidefinite on the \((n-1)\)-dimensional subspace \( \nabla f(x) \perp \). This implies that \( \nabla^2 f(x) \) can have at most one negative eigenvalue.

As a (partial) converse, if \( f \) satisfies
\[
y^T \nabla f(x) = 0 \implies y^T \nabla^2 f(x) y > 0 \tag{3.22}
\]
for all \( x \in \text{dom} f \) and all \( y \in \mathbb{R}^n \), \( y \neq 0 \), then \( f \) is quasiconvex. This condition is the same as requiring \( \nabla^2 f(x) \) to be positive definite for any point with \( \nabla f(x) = 0 \), and for all other points, requiring \( \nabla^2 f(x) \) to be positive definite on the \((n-1)\)-dimensional subspace \( \nabla f(x) \perp \).

Proof of second-order conditions for quasiconvexity
By restricting the function to an arbitrary line, it suffices to consider the case in which \( f : \mathbb{R} \to \mathbb{R} \).

We first show that if \( f : \mathbb{R} \to \mathbb{R} \) is quasiconvex on an interval \((a,b)\), then it must satisfy (3.21), i.e., if \( f'(c) = 0 \) with \( c \in (a,b) \), then we must have \( f''(c) \geq 0 \). If \( f'(c) = 0 \) with \( c \in (a,b) \), \( f''(c) < 0 \), then for small positive \( \epsilon \) we have \( f(c-\epsilon) < f(c) \) and \( f(c+\epsilon) < f(c) \). It follows that the sublevel set \( \{x \mid f(x) \leq f(c) - \epsilon \} \) is disconnected for small positive \( \epsilon \), and therefore not convex, which contradicts our assumption that \( f \) is quasiconvex.

Now we show that if the condition (3.22) holds, then \( f \) is quasiconvex. Assume that (3.22) holds, i.e., for each \( c \in (a,b) \) with \( f'(c) = 0 \), we have \( f''(c) > 0 \). This means that whenever the function \( f' \) crosses the value 0, it is strictly increasing. Therefore it can cross the value 0 at most once. If \( f' \) does not cross the value 0 at all, then \( f \) is either nonincreasing or nondecreasing on \((a,b)\), and therefore quasiconvex. Otherwise it must cross the value 0 exactly once, say at \( c \in (a,b) \). Since \( f''(c) > 0 \), it follows that \( f'(t) \leq 0 \) for \( a < t \leq c \), and \( f'(t) \geq 0 \) for \( c \leq t < b \). This shows that \( f \) is quasiconvex.

3.4.4 Operations that preserve quasiconvexity

Nonnegative weighted maximum
A nonnegative weighted maximum of quasiconvex functions, i.e.,
\[
f = \max\{w_1 f_1, \ldots, w_m f_m\},
\]
with \( w_i \geq 0 \) and \( f_i \) quasiconvex, is quasiconvex. The property extends to the general pointwise supremum \( f(x) = \sup_{y \in C} (w(y)g(x, y)) \)

where \( w(y) \geq 0 \) and \( g(x, y) \) is quasiconvex in \( x \) for each \( y \). This fact can be easily verified: \( f(x) \leq \alpha \) if and only if \( w(y)g(x, y) \leq \alpha \) for all \( y \in C \), i.e., the \( \alpha \)-sublevel set of \( f \) is the intersection of the \( \alpha \)-sublevel sets of the functions \( w(y)g(x, y) \) in the variable \( x \).

**Example 3.37** Generalized eigenvalue. The maximum generalized eigenvalue of a pair of symmetric matrices \((X, Y)\), with \( Y \succ 0 \), is defined as

\[
\lambda_{\text{max}}(X, Y) = \sup_{u \neq 0} \frac{u^T X u}{u^T Y u} = \sup \{ \lambda \mid \det(\lambda Y - X) = 0 \}.
\]

(See §A.5.3). This function is quasiconvex on \( \text{dom} \ f = S^n \times S^n_+ \).

To see this we consider the expression

\[
\lambda_{\text{max}}(X, Y) = \sup_{u \neq 0} \frac{u^T X u}{u^T Y u}.
\]

For each \( u \neq 0 \), the function \( u^T X u / u^T Y u \) is linear-fractional in \((X, Y)\), hence a quasiconvex function of \((X, Y)\). We conclude that \( \lambda_{\text{max}} \) is quasiconvex, since it is the supremum of a family of quasiconvex functions.

**Composition**

If \( g : \mathbb{R}^n \to \mathbb{R} \) is quasiconvex and \( h : \mathbb{R} \to \mathbb{R} \) is nondecreasing, then \( f = h \circ g \) is quasiconvex.

The composition of a quasiconvex function with an affine or linear-fractional transformation yields a quasiconvex function. If \( f \) is quasiconvex, then \( g(x) = f(Ax + b) \) is quasiconvex, and \( \tilde{g}(x) = f((Ax + b)/(c^T x + d)) \) is quasiconvex on the set

\[
\{ x \mid c^T x + d > 0, \ (Ax + b)/(c^T x + d) \in \text{dom} \ f \}.
\]

**Minimization**

If \( f(x, y) \) is quasiconvex jointly in \( x \) and \( y \) and \( C \) is a convex set, then the function

\[
g(x) = \inf_{y \in C} f(x, y)
\]

is quasiconvex.

To show this, we need to show that \( \{ x \mid g(x) \leq \alpha \} \) is convex, where \( \alpha \in \mathbb{R} \) is arbitrary. From the definition of \( g, g(x) \leq \alpha \) if and only if for any \( \epsilon > 0 \) there exists
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a \ y \in \ C \ with \ f(x,y) \leq \alpha + \epsilon. \ Now \ let \ x_1 \ and \ x_2 \ be \ two \ points \ in \ the \ \alpha\text{-sublevel} \ set \ of \ g. \ Then \ for \ any \ \epsilon > 0, \ there \ exists \ y_1, \ y_2 \in \ C\ with

\[ f(x_1, y_1) \leq \alpha + \epsilon, \quad f(x_2, y_2) \leq \alpha + \epsilon, \]

and since \ f \ is \ quasiconvex \ in \ x \ and \ y, \ we \ also \ have

\[ f(\theta x_1 + (1 - \theta)x_2, \theta y_1 + (1 - \theta)y_2) \leq \alpha + \epsilon, \]

for \ 0 \leq \theta \leq 1. \ Hence \ g(\theta x_1 + (1 - \theta)x_2) \leq \alpha, \ which \ proves \ that \ \{x \mid g(x) \leq \alpha\} \ is \ convex.

3.4.5 Representation via family of convex functions

In the sequel, it will be convenient to represent the sublevel sets of a quasiconvex function \( f \) (which are convex) via inequalities of convex functions. We seek a family of convex functions \( \phi_t : \mathbb{R}^n \to \mathbb{R} \), indexed by \( t \in \mathbb{R} \), with

\[ f(x) \leq t \iff \phi_t(x) \leq 0, \tag{3.23} \]

i.e., the \( t\text{-sublevel} \) set of the quasiconvex function \( f \) is the \( 0\text{-sublevel} \) set of the convex function \( \phi_t \). Evidently \( \phi_t \) must satisfy the property that for all \( x \in \mathbb{R}^n \),

\[ \phi_t(x) \leq 0 \implies \phi_s(x) \leq 0 \text{ for } s \geq t. \]

This is satisfied if for each \( x \), \( \phi_t(x) \) is a nonincreasing function of \( t \), i.e., \( \phi_s(x) \leq \phi_t(x) \) whenever \( s \geq t \).

To see that such a representation always exists, we can take

\[ \phi_t(x) = \begin{cases} 0 & f(x) \leq t \\ \infty & \text{otherwise,} \end{cases} \]

i.e., \( \phi_t \) is the indicator function of the \( t\text{-sublevel} \) of \( f \). Obviously this representation is not unique; for example if the sublevel sets of \( f \) are closed, we can take

\[ \phi_t(x) = \text{dist} \ (x, \{z \mid f(z) \leq t\}). \]

We are usually interested in a family \( \phi_t \) with nice properties, such as differentiability.

**Example 3.38** Convex over concave function. Suppose \( p \) is a convex function, \( q \) is a concave function, with \( p(x) \geq 0 \) and \( q(x) > 0 \) on a convex set \( C \). Then the function \( f \) defined by \( f(x) = p(x)/q(x) \), on \( C \), is quasiconvex.

Here we have

\[ f(x) \leq t \iff p(x) - tq(x) \leq 0, \]

so we can take \( \phi_t(x) = p(x) - tq(x) \) for \( t \geq 0 \). For each \( t \), \( \phi_t \) is convex and for each \( x \), \( \phi_t(x) \) is decreasing in \( t \).
3.5 Log-concave and log-convex functions

3.5.1 Definition

A function $f : \mathbb{R}^n \to \mathbb{R}$ is logarithmically concave or log-concave if $f(x) > 0$ for all $x \in \text{dom } f$ and $\log f$ is concave. It is said to be logarithmically convex or log-convex if $\log f$ is convex. Thus $f$ is log-convex if and only if $1/f$ is log-concave. It is convenient to allow $f$ to take on the value zero, in which case we take $\log f(x) = -\infty$. In this case we say $f$ is log-concave if the extended-value function $\log f$ is concave.

We can express log-concavity directly, without logarithms: a function $f : \mathbb{R}^n \to \mathbb{R}$, with convex domain and $f(x) > 0$ for all $x \in \text{dom } f$, is log-concave if and only if for all $x, y \in \text{dom } f$ and $0 \leq \theta \leq 1$, we have

$$f(\theta x + (1 - \theta)y) \geq \theta f(x) \cdot (1 - \theta) f(y).$$

In particular, the value of a log-concave function at the average of two points is at least the geometric mean of the values at the two points.

From the composition rules we know that $e^h$ is convex if $h$ is convex, so a log-convex function is convex. Similarly, a nonnegative concave function is log-concave. It is also clear that a log-convex function is quasiconvex and a log-concave function is quasiconcave, since the logarithm is monotone increasing.

Example 3.39 Some simple examples of log-concave and log-convex functions.

- Affine function. $f(x) = a^T x + b$ is log-concave on $\{x \mid a^T x + b > 0\}$.
- Powers. $f(x) = x^a$, on $\mathbb{R}_{++}$, is log-convex for $a \leq 0$, and log-concave for $a \geq 0$.
- Exponentials. $f(x) = e^{ax}$ is log-convex and log-concave.
- The cumulative distribution function of a Gaussian density, $\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^x e^{-u^2/2} du$, is log-concave (see exercise 3.54).
- Gamma function. The Gamma function,

$$\Gamma(x) = \int_0^\infty u^{x-1} e^{-u} \, du,$$

is log-convex for $x \geq 1$ (see exercise 3.52).
- Determinant. $\det X$ is log concave on $\mathbb{S}_{++}^n$.
- Determinant over trace. $\det X / \text{tr } X$ is log concave on $\mathbb{S}_{++}^n$ (see exercise 3.49).

Example 3.40 Log-concave density functions. Many common probability density functions are log-concave. Two examples are the multivariate normal distribution,

$$f(x) = \frac{1}{\sqrt{(2\pi)^n \det \Sigma}} e^{-\frac{1}{2} (x-\bar{x})^T \Sigma^{-1} (x-\bar{x})}$$
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(\text{where } \bar{x} \in \mathbb{R}^n \text{ and } \Sigma \in \mathbb{S}^{n}_{++}), \text{ and the exponential distribution on } \mathbb{R}^n_+,

\begin{equation*}
    f(x) = \left( \prod_{i=1}^{n} \lambda_i \right) e^{-\lambda^T x}
\end{equation*}

(\text{where } \lambda > 0). \text{ Another example is the uniform distribution over a convex set } C,

f(x) = \begin{cases}
    \frac{1}{\alpha} & x \in C \\
    0 & x \notin C
\end{cases}

\text{where } \alpha = \text{vol}(C) \text{ is the volume (Lebesgue measure) of } C. \text{ In this case } \log f \text{ takes on the value } -\infty \text{ outside } C, \text{ and } -\log \alpha \text{ on } C, \therefore \text{ is concave.}

As a more exotic example consider the Wishart distribution, defined as follows. Let \( x_1, \ldots, x_p \in \mathbb{R}^n \) be independent Gaussian random vectors with zero mean and covariance \( \Sigma \in \mathbb{S}^n \), with \( p > n \). The random matrix \( X = \sum_{i=1}^{p} x_i x_i^T \) has the Wishart density

\begin{equation*}
    f(X) = a (\det X)^{(p-n-1)/2} e^{-\frac{1}{2} \text{tr}(\Sigma^{-1}X)},
\end{equation*}

with \( \text{dom } f = \mathbb{S}^{n}_{++} \), and \( a \) is a positive constant. The Wishart density is log-concave, since

\begin{equation*}
    \log f(X) = \log a + \frac{p-n-1}{2} \log \det X - \frac{1}{2} \text{tr}(\Sigma^{-1}X),
\end{equation*}

which is a concave function of \( X \).

3.5.2 Properties

Twice differentiable log-convex/concave functions

Suppose \( f \) is twice differentiable, with \( \text{dom } f \) convex, so

\begin{equation*}
    \nabla^2 \log f(x) = \frac{1}{f(x)} \nabla^2 f(x) - \frac{1}{f(x)^2} \nabla f(x) \nabla f(x)^T.
\end{equation*}

We conclude that \( f \) is log-convex if and only if for all \( x \in \text{dom } f \),

\begin{equation*}
    f(x) \nabla^2 f(x) \succeq \nabla f(x) \nabla f(x)^T,
\end{equation*}

and log-concave if and only if for all \( x \in \text{dom } f \),

\begin{equation*}
    f(x) \nabla^2 f(x) \preceq \nabla f(x) \nabla f(x)^T.
\end{equation*}

Multiplication, addition, and integration

Log-convexity and log-concavity are closed under multiplication and positive scaling. For example, if \( f \) and \( g \) are log-concave, then so is the pointwise product \( h(x) = f(x)g(x) \), since \( \log h(x) = \log f(x) + \log g(x) \), and \( \log f(x) \) and \( \log g(x) \) are concave functions of \( x \).

Simple examples show that the sum of log-concave functions is not, in general, log-concave. Log-convexity, however, is preserved under sums. Let \( f \) and \( g \) be log-convex functions, \text{i.e., } \( F = \log f \) and \( G = \log g \) are convex. From the composition rules for convex functions, it follows that

\begin{equation*}
    \log (\exp F + \exp G) = \log (f + g)
\end{equation*}
is convex. Therefore the sum of two log-convex functions is log-convex.

More generally, if \( f(x, y) \) is log-convex in \( x \) for each \( y \in C \) then

\[
g(x) = \int_C f(x, y) \, dy
\]

is log-convex.

**Example 3.41** Laplace transform of a nonnegative function and the moment and cumulant generating functions. Suppose \( p : \mathbb{R}^n \to \mathbb{R} \) satisfies \( p(x) \geq 0 \) for all \( x \). The Laplace transform of \( p \),

\[
P(z) = \int p(x) e^{-z^T x} \, dx,
\]

is log-convex on \( \mathbb{R}^n \). (Here \( \text{dom} \, P \) is, naturally, \( \{ z \mid P(z) < \infty \} \).) Now suppose \( p \) is a density, i.e., satisfies \( \int p(x) \, dx = 1 \). The function \( M(z) = P(-z) \) is called the **moment generating function** of the density. It gets its name from the fact that the moments of the density can be found from the derivatives of the moment generating function, evaluated at \( z = 0 \), e.g.,

\[
\nabla M(0) = Ev, \quad \nabla^2 M(0) = Evv^T,
\]

where \( v \) is a random variable with density \( p \).

The function \( \log M(z) \), which is convex, is called the **cumulant generating function** for \( p \), since its derivatives give the cumulants of the density. For example, the first and second derivatives of the cumulant generating function, evaluated at zero, are the mean and covariance of the associated random variable:

\[
\nabla \log M(0) = Ev, \quad \nabla^2 \log M(0) = E(v - Ev)(v - Ev)^T.
\]

**Integration of log-concave functions**

In some special cases log-concavity is preserved by integration. If \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) is log-concave, then

\[
g(x) = \int f(x, y) \, dy
\]

is a log-concave function of \( x \) (on \( \mathbb{R}^n \)). (The integration here is over \( \mathbb{R}^m \).) A proof of this result is not simple; see the references.

This result has many important consequences, some of which we describe in the rest of this section. It implies, for example, that marginal distributions of log-concave probability densities are log-concave. It also implies that log-concavity is closed under convolution, i.e., if \( f \) and \( g \) are log-concave on \( \mathbb{R}^n \), then so is the convolution

\[
(f * g)(x) = \int f(x - y)g(y) \, dy.
\]

(To see this, note that \( g(y) \) and \( f(x - y) \) are log-concave in \( (x, y) \), hence the product \( f(x - y)g(y) \) is; then the integration result applies.)
Suppose $C \subseteq \mathbb{R}^n$ is a convex set and $w$ is a random vector in $\mathbb{R}^n$ with log-concave probability density $p$. Then the function

$$f(x) = \text{prob}(x + w \in C)$$

is log-concave in $x$. To see this, express $f$ as

$$f(x) = \int g(x + w)p(w) \, dw,$$

where $g$ is defined as

$$g(u) = \begin{cases} 1 & u \in C \\ 0 & u \notin C, \end{cases}$$

(which is log-concave) and apply the integration result.

---

**Example 3.42** The cumulative distribution function of a probability density function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is defined as

$$F(x) = \text{prob}(w \preceq x) = \int_{-\infty}^{x_1} \cdots \int_{-\infty}^{x_n} f(z) \, dz_1 \cdots dz_n,$$

where $w$ is a random variable with density $f$. If $f$ is log-concave, then $F$ is log-concave. We have already encountered a special case: the cumulative distribution function of a Gaussian random variable,

$$f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} \, dt,$$

is log-concave. (See example 3.39 and exercise 3.54.)

---

**Example 3.43** Yield function. Let $x \in \mathbb{R}^n$ denote the nominal or target value of a set of parameters of a product that is manufactured. Variation in the manufacturing process causes the parameters of the product, when manufactured, to have the value $x + w$, where $w \in \mathbb{R}^n$ is a random vector that represents manufacturing variation, and is usually assumed to have zero mean. The yield of the manufacturing process, as a function of the nominal parameter values, is given by

$$Y(x) = \text{prob}(x + w \in S),$$

where $S \subseteq \mathbb{R}^n$ denotes the set of acceptable parameter values for the product, i.e., the product specifications.

If the density of the manufacturing error $w$ is log-concave (for example, Gaussian) and the set $S$ of product specifications is convex, then the yield function $Y$ is log-concave. This implies that the $\alpha$-yield region, defined as the set of nominal parameters for which the yield exceeds $\alpha$, is convex. For example, the 95% yield region

$$\{x \mid Y(x) \geq 0.95\} = \{x \mid \log Y(x) \geq \log 0.95\}$$

is convex, since it is a superlevel set of the concave function $\log Y$. 
Example 3.44 Volume of polyhedron. Let $A \in \mathbb{R}^{m \times n}$. Define

$$P_u = \{ x \in \mathbb{R}^n \mid Ax \preceq u \}. $$

Then its volume $\text{vol} P_u$ is a log-concave function of $u$.

To prove this, note that the function

$$\Psi(x, u) = \begin{cases} 
1 & \text{if } Ax \preceq u \\
0 & \text{otherwise},
\end{cases}$$

is log-concave. By the integration result, we conclude that

$$\int \Psi(x, u) \, dx = \text{vol} P_u$$

is log-concave.

3.6 Convexity with respect to generalized inequalities

We now consider generalizations of the notions of monotonicity and convexity, using generalized inequalities instead of the usual ordering on $\mathbb{R}$.

3.6.1 Monotonicity with respect to a generalized inequality

Suppose $K \subseteq \mathbb{R}^n$ is a proper cone with associated generalized inequality $\preceq_K$. A function $f : \mathbb{R}^n \to \mathbb{R}$ is called $K$-nonincreasing if

$$x \preceq_K y \implies f(x) \leq f(y),$$

and $K$-increasing if

$$x \preceq_K y, x \neq y \implies f(x) < f(y).$$

We define $K$-nonincreasing and $K$-decreasing functions in a similar way.

Example 3.45 Monotone vector functions. A function $f : \mathbb{R}^n \to \mathbb{R}$ is nondecreasing with respect to $\mathbb{R}^n_+$ if and only if

$$x_1 \leq y_1, \ldots, x_n \leq y_n \implies f(x) \leq f(y)$$

for all $x, y$. This is the same as saying that $f$, when restricted to any component $x_i$ (i.e., $x_i$ is considered the variable while $x_j$ for $j \neq i$ are fixed), is nondecreasing.

Example 3.46 Matrix monotone functions. A function $f : \mathbb{S}^n \to \mathbb{R}$ is called matrix monotone (increasing, decreasing) if it is monotone with respect to the positive semidefinite cone. Some examples of matrix monotone functions of the variable $X \in \mathbb{S}^n$: 
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for all $x, y$. This is the same as saying that $f$, when restricted to any component $x_i$ (i.e., $x_i$ is considered the variable while $x_j$ for $j \neq i$ are fixed), is nondecreasing.

Example 3.46 Matrix monotone functions. A function $f : \mathbb{S}^n \to \mathbb{R}$ is called matrix monotone (increasing, decreasing) if it is monotone with respect to the positive semidefinite cone. Some examples of matrix monotone functions of the variable $X \in \mathbb{S}^n$: 
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\[ \text{is log-concave.} \]
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- \( \text{tr}(WX) \), where \( W \in \mathbf{S}^n \), is matrix nondecreasing if \( W \succeq 0 \), and matrix increasing if \( W \succ 0 \) (it is matrix nonincreasing if \( W \preceq 0 \), and matrix decreasing if \( W \prec 0 \)).

- \( \text{tr}(X^{-1}) \) is matrix decreasing on \( \mathbf{S}^+_n \).

- \( \det X \) is matrix increasing on \( \mathbf{S}^+_n \), and matrix nondecreasing on \( \mathbf{S}^+_n \).

### Gradient conditions for monotonicity

Recall that a differentiable function \( f : \mathbb{R} \to \mathbb{R} \), with convex (i.e., interval) domain, is nondecreasing if and only if \( f'(x) \geq 0 \) for all \( x \in \text{dom} f \), and increasing if \( f'(x) > 0 \) for all \( x \in \text{dom} f \) (but the converse is not true). These conditions are readily extended to the case of monotonicity with respect to a generalized inequality. A differentiable function \( f \), with convex domain, is \( K \)-nondecreasing if and only if

\[
\nabla f(x) \succeq_K 0 \tag{3.24}
\]

for all \( x \in \text{dom} f \). Note the difference with the simple scalar case: the gradient must be nonnegative in the dual inequality. For the strict case, we have the following: If

\[
\nabla f(x) \succ_K 0 \tag{3.25}
\]

for all \( x \in \text{dom} f \), then \( f \) is \( K \)-increasing. As in the scalar case, the converse is not true.

Let us prove these first-order conditions for monotonicity. First, assume that \( f \) satisfies (3.24) for all \( x \), but is not \( K \)-nondecreasing, i.e., there exist \( x, y \) with \( x \preceq_K y \) and \( f(y) < f(x) \). By differentiability of \( f \) there exists a \( t \in [0, 1] \) with

\[
\frac{d}{dt} f(x + t(y - x)) = \nabla f(x + t(y - x))^T(y - x) < 0.
\]

Since \( y - x \in K \) this means

\[
\nabla f(x + t(y - x)) \notin K^*,
\]

which contradicts our assumption that (3.24) is satisfied everywhere. In a similar way it can be shown that (3.25) implies \( f \) is \( K \)-increasing.

It is also straightforward to see that it is necessary that (3.24) hold everywhere. Assume (3.24) does not hold for \( x = z \). By the definition of dual cone this means there exists a \( v \in K \) with

\[
\nabla f(z)^Tv < 0.
\]

Now consider \( h(t) = f(z + tv) \) as a function of \( t \). We have \( h'(0) = \nabla f(z)^Tv < 0 \), and therefore there exists \( t > 0 \) with \( h(t) = f(z + tv) < h(0) = f(z) \), which means \( f \) is not \( K \)-nondecreasing.

### 3.6.2 Convexity with respect to a generalized inequality

Suppose \( K \subseteq \mathbb{R}^m \) is a proper cone with associated generalized inequality \( \preceq_K \). We say \( f : \mathbb{R}^n \to \mathbb{R}^m \) is \( K \)-convex if for all \( x, y, \) and \( 0 \leq \theta \leq 1 \),

\[
f(\theta x + (1 - \theta)y) \preceq_K \theta f(x) + (1 - \theta)f(y).
\]
The function is \textit{strictly $K$-convex} if
\[
f(\theta x + (1-\theta)y) \prec_K \theta f(x) + (1-\theta)f(y)
\]
for all $x \neq y$ and $0 < \theta < 1$. These definitions reduce to ordinary convexity and strict convexity when $m = 1$ (and $K = \mathbb{R}_+$).

\begin{example}
\textit{Convexity with respect to componentwise inequality.} A function $f : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is convex with respect to componentwise inequality (i.e., the generalized inequality induced by $\mathbb{R}^m_+$) if and only if for all $x, y$ and $0 \leq \theta \leq 1$,
\[
f(\theta x + (1-\theta)y) \preceq \theta f(x) + (1-\theta)f(y),
\]
i.e., each component $f_i$ is a convex function. The function $f$ is strictly convex with respect to componentwise inequality if and only if each component $f_i$ is strictly convex.
\end{example}

\begin{example}
\textit{Matrix convexity.} Suppose $f$ is a symmetric matrix valued function, i.e., $f : \mathbb{R}^n \rightarrow \mathbb{S}^m$. The function $f$ is convex with respect to matrix inequality if
\[
f(\theta x + (1-\theta)y) \preceq \theta f(x) + (1-\theta)f(y)
\]
for any $x$ and $y$, and for $\theta \in [0, 1]$. This is sometimes called \textit{matrix convexity}. An equivalent definition is that the scalar function $z^T f(x) z$ is convex for all vectors $z$. (This is often a good way to prove matrix convexity). A matrix function is strictly matrix convex if
\[
f(\theta x + (1-\theta)y) \prec \theta f(x) + (1-\theta)f(y)
\]
when $x \neq y$ and $0 < \theta < 1$, or, equivalently, if $z^T f z$ is strictly convex for every $z \neq 0$.

Some examples:
\begin{itemize}
\item The function $f(X) = XX^T$ where $X \in \mathbb{R}^{n \times m}$ is matrix convex, since for fixed $z$ the function $z^T X X^T z = ||X^T z||_2^2$ is a convex quadratic function of (the components of) $X$. For the same reason, $f(X) = X^2$ is matrix convex on $\mathbb{S}^n$.
\item The function $X^p$ is matrix convex on $\mathbb{S}^n_+$ for $1 \leq p \leq 2$ or $-1 \leq p \leq 0$, and matrix concave for $0 \leq p \leq 1$.
\item The function $f(X) = e^X$ is \textit{not} matrix convex on $\mathbb{S}^n$, for $n \geq 2$.
\end{itemize}

Many of the results for convex functions have extensions to $K$-convex functions. As a simple example, a function is $K$-convex if and only if its restriction to any line in its domain is $K$-convex. In the rest of this section we list a few results for $K$-convexity that we will use later; more results are explored in the exercises.

\textbf{Dual characterization of $K$-convexity}

A function $f$ is $K$-convex if and only if for every $w \succeq_K 0$, the (real-valued) function $w^T f$ is convex (in the ordinary sense); $f$ is strictly $K$-convex if and only if for every nonzero $w \succeq_K 0$ the function $w^T f$ is strictly convex. (These follow directly from the definitions and properties of dual inequality.)
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Differentiable $K$-convex functions

A differentiable function $f$ is $K$-convex if and only if its domain is convex, and for all $x, y \in \text{dom} f$,

$$f(y) \succeq_K f(x) + Df(x)(y - x).$$

(Here $Df(x) \in \mathbb{R}^{m \times n}$ is the derivative or Jacobian matrix of $f$ at $x$; see §A.4.1.)

The function $f$ is strictly $K$-convex if and only if for all $x, y \in \text{dom} f$ with $x \neq y$,

$$f(y) \succ_K f(x) + Df(x)(y - x).$$

Composition theorem

Many of the results on composition can be generalized to $K$-convexity. For example, if $g : \mathbb{R}^n \to \mathbb{R}^p$ is $K$-convex, $h : \mathbb{R}^p \to \mathbb{R}$ is convex, and $\tilde{h}$ (the extended-value extension of $h$) is $K$-nondecreasing, then $h \circ g$ is convex. This generalizes the fact that a nondecreasing convex function of a convex function is convex. The condition that $\tilde{h}$ be $K$-nondecreasing implies that $\text{dom} h - K = \text{dom} h$.

**Example 3.49** The quadratic matrix function $g : \mathbb{R}^{m \times n} \to \mathbb{S}^n$ defined by

$$g(X) = X^TAX + B^TX + X^TB + C,$$

where $A \in \mathbb{S}^m$, $B \in \mathbb{R}^{m \times n}$, and $C \in \mathbb{S}^n$, is convex when $A \succeq 0$.

The function $h : \mathbb{S}^n \to \mathbb{R}$ defined by $h(Y) = -\log \det(-Y)$ is convex and increasing on $\text{dom} h = -\mathbb{S}^n_{++}$.

By the composition theorem, we conclude that

$$f(X) = -\log \det(-(X^TAX + B^TX + X^TB + C))$$

is convex on

$$\text{dom} f = \{X \in \mathbb{R}^{m \times n} \mid X^TAX + B^TX + X^TB + C \prec 0\}.$$ 

This generalizes the fact that

$$-\log(-(ax^2 + bx + c))$$

is convex on

$$\{x \in \mathbb{R} \mid ax^2 + bx + c < 0\},$$

provided $a \geq 0$. 
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Exercises

Definition of convexity

3.1 Suppose $f : \mathbb{R} \rightarrow \mathbb{R}$ is convex, and $a, b \in \text{dom } f$ with $a < b$.

(a) Show that

$$f(x) \leq \frac{b - x}{b - a} f(a) + \frac{x - a}{b - a} f(b)$$

for all $x \in [a, b]$.

(b) Show that

$$f(x) - f(a) \leq \frac{f(b) - f(a)}{b - a} (x - a) \leq \frac{f(b) - f(x)}{b - x}$$

for all $x \in (a, b)$. Draw a sketch that illustrates this inequality.

(c) Suppose $f$ is differentiable. Use the result in (b) to show that

$$f'(a) \leq \frac{f(b) - f(a)}{b - a} \leq f'(b).$$

Note that these inequalities also follow from (3.2):

$$f(b) \geq f(a) + f'(a)(b - a), \quad f(a) \geq f(b) + f'(b)(a - b).$$

(d) Suppose $f$ is twice differentiable. Use the result in (c) to show that $f''(a) \geq 0$ and $f''(b) \geq 0$.

3.2 Level sets of convex, concave, quasiconvex, and quasiconcave functions. Some level sets of a function $f$ are shown below. The curve labeled 1 shows $\{x \mid f(x) = 1\}$, etc.

Could $f$ be convex (concave, quasiconvex, quasiconcave)? Explain your answer. Repeat for the level curves shown below.
3.3 **Inverse of an increasing convex function.** Suppose \( f : \mathbb{R} \to \mathbb{R} \) is increasing and convex on its domain \((a, b)\). Let \( g \) denote its inverse, i.e., the function with domain \((f(a), f(b))\) and \( g(f(x)) = x \) for \( a < x < b \). What can you say about convexity or concavity of \( g \)?

3.4 \[(RV73, \text{page 15})\] Show that a continuous function \( f : \mathbb{R}^n \to \mathbb{R} \) is convex if and only if for every line segment, its average value on the segment is less than or equal to the average of its values at the endpoints of the segment: For every \( x, y \in \mathbb{R}^n \),

\[
\int_0^1 f(x + \lambda(y-x)) \, d\lambda \leq \frac{f(x) + f(y)}{2}.
\]

3.5 \[(RV73, \text{page 22})\] **Running average of a convex function.** Suppose \( f : \mathbb{R} \to \mathbb{R} \) is convex, with \( \mathbb{R}_+ \subseteq \text{dom} \, f \). Show that its running average \( F \), defined as

\[
F(x) = \frac{1}{x} \int_0^x f(t) \, dt, \quad \text{dom} \, F = \mathbb{R}_{++},
\]

is convex. \textit{Hint.} For each \( s \), \( f(sx) \) is convex in \( x \), so \( \int_0^1 f(sx) \, ds \) is convex.

3.6 **Functions and epigraphs.** When is the epigraph of a function a halfspace? When is the epigraph of a function a convex cone? When is the epigraph of a function a polyhedron?

3.7 Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is convex with \( \text{dom} \, f = \mathbb{R}^n \), and bounded above on \( \mathbb{R}^n \). Show that \( f \) is constant.

3.8 **Second-order condition for convexity.** Prove that a twice differentiable function \( f \) is convex if and only if its domain is convex and \( \nabla^2 f(x) \succeq 0 \) for all \( x \in \text{dom} \, f \). \textit{Hint.} First consider the case \( f : \mathbb{R} \to \mathbb{R} \). You can use the first-order condition for convexity (which was proved on page 70).

3.9 **Second-order conditions for convexity on an affine set.** Let \( F \in \mathbb{R}^{n \times m} \), \( \hat{x} \in \mathbb{R}^n \). The restriction of \( f : \mathbb{R}^n \to \mathbb{R} \) to the affine set \( \{ Fz + \hat{x} \mid z \in \mathbb{R}^m \} \) is defined as the function \( \tilde{f} : \mathbb{R}^n \to \mathbb{R} \) with

\[
\tilde{f}(z) = f(Fz + \hat{x}), \quad \text{dom} \, \tilde{f} = \{ z \mid Fz + \hat{x} \in \text{dom} \, f \}.
\]

Suppose \( f \) is twice differentiable with a convex domain.

(a) Show that \( \tilde{f} \) is convex if and only if for all \( z \in \text{dom} \, \tilde{f} \)

\[
P^T \nabla^2 f(Fz + \hat{x})P \succeq 0.
\]

(b) Suppose \( A \in \mathbb{R}^{p \times n} \) is a matrix whose nullspace is equal to the range of \( F \), i.e., \( AF = 0 \) and \( \text{rank} \, A = n - \text{rank} \, F \). Show that \( \tilde{f} \) is convex if for all \( z \in \text{dom} \, \tilde{f} \) there exists a \( \lambda \in \mathbb{R} \) such that

\[
\nabla^2 f(Fz + \hat{x}) + \lambda A^T A \succeq 0.
\]

\textit{Hint.} Use the following result: If \( B \in \mathbb{S}^n \) and \( A \in \mathbb{R}^{p \times n} \), then \( x^T Bx \succeq 0 \) for all \( x \in \mathcal{N}(A) \) if there exists a \( \lambda \) such that \( B + \lambda A^T A \succeq 0 \).

3.10 **An extension of Jensen’s inequality.** One interpretation of Jensen’s inequality is that randomization or dithering hurts, i.e., raises the average value of a convex function: For \( f \) convex and \( v \) a zero mean random variable, we have \( \mathbf{E} f(x_0 + v) \geq f(x_0) \). This leads to the following conjecture. If \( f \) is convex, then the larger the variance of \( v \), the larger \( \mathbf{E} f(x_0 + v) \).

(a) Give a counterexample that shows that this conjecture is false. Find zero mean random variables \( v \) and \( w \), with \( \text{var}(v) > \text{var}(w) \), a convex function \( f \), and a point \( x_0 \), such that \( \mathbf{E} f(x_0 + v) < \mathbf{E} f(x_0 + w) \).
3.11 Monotone mappings. A function $\psi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is called monotone if for all $x, y \in \text{dom} \psi$,

$$(\psi(x) - \psi(y))^T (x - y) \geq 0.$$  

(Note that ‘monotone’ as defined here is not the same as the definition given in §3.6.1. Both definitions are widely used.) Suppose $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is a differentiable convex function. Show that its gradient $\nabla f$ is monotone. Is the converse true, i.e., is every monotone mapping the gradient of a convex function?

3.12 Suppose $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is convex, $g : \mathbb{R}^n \rightarrow \mathbb{R}$ is concave, $\text{dom} f = \text{dom} g = \mathbb{R}^n$, and for all $x$, $g(x) \leq f(x)$. Show that there exists an affine function $h$ such that for all $x$, $g(x) \leq h(x) \leq f(x)$. In other words, if a concave function $g$ is an underestimator of a convex function $f$, then we can fit an affine function between $f$ and $g$.

3.13 Kullback-Leibler divergence and the information inequality. Let $D_{\text{KL}}$ be the Kullback-Leibler divergence, as defined in (3.17). Prove the information inequality: $D_{\text{KL}}(u, v) \geq 0$ for all $u, v \in \mathbb{R}_+^n$. Also show that $D_{\text{KL}}(u, v) = 0$ if and only if $u = v$.  

Hint. The Kullback-Leibler divergence can be expressed as

$$D_{\text{KL}}(u, v) = f(u) - f(v) - \nabla f(v)^T (u - v),$$

where $f(v) = \sum_{i=1}^n v_i \log v_i$ is the negative entropy of $v$.

3.14 Convex-concave functions and saddle-points. We say the function $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ is convex-concave if $f(x, z)$ is a concave function of $z$, for each fixed $x$, and a convex function of $x$, for each fixed $z$. We also require its domain to have the product form $\text{dom} f = A \times B$, where $A \subseteq \mathbb{R}^n$ and $B \subseteq \mathbb{R}^m$ are convex.

(a) Give a second-order condition for a twice differentiable function $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ to be convex-concave, in terms of its Hessian $\nabla^2 f(x, z)$.

(b) Suppose that $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ is convex-concave and differentiable, with $\nabla f(\tilde{x}, \tilde{z}) = 0$. Show that the saddle-point property holds: for all $x, z$, we have

$$f(\tilde{x}, z) \leq f(\tilde{x}, \tilde{z}) \leq f(x, \tilde{z}).$$

Show that this implies that $f$ satisfies the strong max-min property:

$$\sup_x \inf_z f(x, z) = \inf_x \sup_z f(x, z)$$

(and their common value is $f(\tilde{x}, \tilde{z})$).

(c) Now suppose that $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ is differentiable, but not necessarily convex-concave, and the saddle-point property holds at $\tilde{x}, \tilde{z}$:

$$f(\tilde{x}, z) \leq f(\tilde{x}, \tilde{z}) \leq f(x, \tilde{z})$$

for all $x, z$. Show that $\nabla f(\tilde{x}, z) = 0$.

Examples

3.15 A family of concave utility functions. For $0 < \alpha \leq 1$ let

$$u_\alpha(x) = \frac{x^\alpha - 1}{\alpha},$$

with $\text{dom} u_\alpha = \mathbb{R}_+$. We also define $u_0(x) = \log x$ (with $\text{dom} u_0 = \mathbb{R}_{++}$).

(a) Show that for $x > 0$, $u_0(x) = \lim_{\alpha \rightarrow 0} u_\alpha(x)$.
3 Convex functions

3.16 For each of the following functions determine whether it is convex, concave, quasiconvex, or quasiconcave.

(a) \( f(x) = e^x - 1 \) on \( \mathbb{R} \).
(b) \( f(x_1, x_2) = x_1 x_2 \) on \( \mathbb{R}^2_{++} \).
(c) \( f(x_1, x_2) = 1/(x_1 x_2) \) on \( \mathbb{R}^2_{++} \).
(d) \( f(x_1, x_2) = x_1 x_2 \) on \( \mathbb{R}^2_{++} \).
(e) \( f(x_1, x_2) = x_1^2 x_2 \) on \( \mathbb{R} \times \mathbb{R}_{++} \).
(f) \( f(x_1, x_2) = x_1^n x_2^{-\alpha} \), where \( 0 \leq \alpha \leq 1 \), on \( \mathbb{R}^2_{++} \).

3.17 Suppose \( p < 1 \), \( p \neq 0 \). Show that the function

\[
 f(x) = \left( \sum_{i=1}^{n} x_i^p \right)^{1/p}
\]

with \( \text{dom } f = \mathbb{R}^n_{++} \) is concave. This includes as special cases \( f(x) = (\sum_{i=1}^{n} x_i^{1/2})^2 \) and the harmonic mean \( f(x) = (\sum_{i=1}^{n} 1/x_i)^{-1} \). Hint. Adapt the proofs for the log-sum-exp function and the geometric mean in §3.1.5.

3.18 Adapt the proof of concavity of the log-determinant function in §3.1.5 to show the following.

(a) \( f(X) = \text{tr} \left( X^{-1} \right) \) is convex on \( \text{dom } f = \mathbb{S}^n_{++} \).
(b) \( f(X) = (\det X)^{1/n} \) is concave on \( \text{dom } f = \mathbb{S}^n_{++} \).

3.19 Nonnegative weighted sums and integrals.

(a) Show that \( f(x) = \sum_{i=1}^{k} \alpha_i x_i \) is a convex function of \( x \), where \( \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_k \geq 0 \), and \( x_i \) denotes the \( i \)th largest component of \( x \). (You can use the fact that \( f(x) = \sum_{i=1}^{k} x_i \) is convex on \( \mathbb{R}^n \).)
(b) Let \( T(x, \omega) \) denote the trigonometric polynomial

\[
 T(x, \omega) = x_1 + x_2 \cos \omega + x_3 \cos 2\omega + \cdots + x_n \cos (n-1)\omega.
\]

Show that the function

\[
 f(x) = -\int_{0}^{2\pi} \log T(x, \omega) \, d\omega
\]

is convex on \( \{ x \in \mathbb{R}^n \mid T(x, \omega) > 0, \ 0 \leq \omega \leq 2\pi \} \).

3.20 Composition with an affine function. Show that the following functions \( f : \mathbb{R}^n \to \mathbb{R} \) are convex.

(a) \( f(x) = \| Ax - b \| \), where \( A \in \mathbb{R}^{m \times n} \), \( b \in \mathbb{R}^m \), and \( \| \cdot \| \) is a norm on \( \mathbb{R}^m \).
(b) \( f(x) = - (\det(A_0 + x_1 A_1 + \cdots + x_n A_n))^{1/m} \), on \( \{ x \mid A_0 + x_1 A_1 + \cdots + x_n A_n > 0 \} \), where \( A_i \in \mathbb{S}^m \).
(c) \( f(X) = \text{tr} \left( A_0 + x_1 A_1 + \cdots + x_n A_n \right)^{-1} \), on \( \{ x \mid A_0 + x_1 A_1 + \cdots + x_n A_n > 0 \} \), where \( A_i \in \mathbb{S}^m \). (Use the fact that \( \text{tr}(X^{-1}) \) is convex on \( \mathbb{S}^n_{++} \); see exercise 3.18.)
3.21 **Pointwise maximum and supremum.** Show that the following functions \( f : \mathbb{R}^n \to \mathbb{R} \) are convex.

(a) \( f(x) = \max_{i=1,\ldots,k} \|A(i)x - b(i)\|, \) where \( A(i) \in \mathbb{R}^{m \times n}, b(i) \in \mathbb{R}^m \) and \( \| \cdot \| \) is a norm on \( \mathbb{R}^m \).

(b) \( f(x) = \sum_{i=1}^n |x(i)| \) on \( \mathbb{R}^n \), where \( |x| \) denotes the vector with \( |x(i)| = |x_i| \) (i.e., \( |x| \) is the absolute value of \( x \), componentwise), and \( |x(i)| \) is the \( i \)-th largest component of \( x \). In other words, \( |x(1)|, |x(2)|, \ldots, |x(n)| \) are the absolute values of the components of \( x \), sorted in nonincreasing order.

3.22 **Composition rules.** Show that the following functions are convex.

(a) \( f(x) = -\log(-\log(\sum_{i=1}^m e^{a_i^T x + b_i})) \) on \( \text{dom} \ f = \{x \mid \sum_{i=1}^m e^{a_i^T x + b_i} < 1\} \). You can use the fact that \( \log(\sum_{i=1}^m e^{x_i}) \) is convex.

(b) \( f(x,u,v) = -\sqrt{uv - x^T x} \) on \( \text{dom} \ f = \{(x,u,v) \mid uv > x^T x, \ u, v > 0\} \). Use the fact that \( x^T x/u \) is convex in \((x,u)\) for \( u > 0 \), and that \(-\sqrt{1/x^2} \) is convex on \( \mathbb{R}_+^2 \).

(c) \( f(x,u,v) = -\log(uv - x^T x) \) on \( \text{dom} \ f = \{(x,u,v) \mid uv > x^T x, \ u, v > 0\} \).

(d) \( f(x,t) = -(t^p - \|x\|_p^p)^{1/p} \) where \( p > 1 \) and \( \text{dom} \ f = \{(x,t) \mid t \geq \|x\|_p\} \). You can use the fact that \( \|x\|_p/u^p-1 \) is convex in \((x,u)\) for \( u > 0 \) (see exercise 3.23), and that \(-x^{1/p}y^{1-1/p} \) is convex on \( \mathbb{R}^2_+ \) (see exercise 3.16).

(e) \( f(x,t) = -\log(t^p - \|x\|_p^p) \) where \( p > 1 \) and \( \text{dom} \ f = \{(x,t) \mid t > \|x\|_p\} \). You can use the fact that \( \|x\|_p^p/u^{p-1} \) is convex in \((x,u)\) for \( u > 0 \) (see exercise 3.23).

3.23 **Perspective of a function.**

(a) Show that for \( p > 1 \),

\[
    f(x,t) = \frac{|x_1|^p + \cdots + |x_n|^p}{t^{p-1}} = \|x\|_p^p t^{-1}
\]

is convex on \( \{(x,t) \mid t > 0\} \).

(b) Show that

\[
    f(x) = \frac{\|Ax + b\|_2^2}{c^T x + d}
\]

is convex on \( \{x \mid c^T x + d > 0\} \), where \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, c \in \mathbb{R}^n \) and \( d \in \mathbb{R} \).

3.24 **Some functions on the probability simplex.** Let \( x \) be a real-valued random variable which takes values in \( \{a_1, \ldots, a_n\} \) where \( a_1 < a_2 < \cdots < a_n \), with \( \text{prob}(x = a_i) = p_i \), \( i = 1, \ldots, n \). For each of the following functions of \( p \) (on the probability simplex \( \{p \in \mathbb{R}_+^n \mid 1^T p = 1\} \)), determine if the function is convex, concave, quasiconvex, or quasiconcave.

(a) \( E \cdot x \).

(b) \( \text{prob}(x \geq \alpha) \).

(c) \( \text{prob}(\alpha \leq x \leq \beta) \).

(d) \( \sum_{i=1}^n p_i \log p_i \), the negative entropy of the distribution.

(e) \( \text{var} \cdot (x - \mathbb{E} \cdot x)^2 \).

(f) \( \text{quartile}(x) = \inf\{\beta \mid \text{prob}(x \leq \beta) \geq 0.25\} \).

(g) The cardinality of the smallest set \( A \subseteq \{a_1, \ldots, a_n\} \) with \( \text{prob} \geq 0.90 \). (By cardinality we mean the number of elements in \( A \).)

(h) The minimum width interval that contains 90% of the probability, i.e.,

\[
    \inf \{\beta - \alpha \mid \text{prob}(\alpha \leq x \leq \beta) \geq 0.90\}.
\]
3.25 Maximum probability distance between distributions. Let \( p, q \in \mathbb{R}^n \) represent two probability distributions on \( \{1, \ldots, n\} \) (so \( p, q \succeq 0, \mathbf{1}^T p = 1^T q = 1 \)). We define the maximum probability distance \( d_{\text{mp}}(p, q) \) between \( p \) and \( q \) as the maximum difference in probability assigned by \( p \) and \( q \), over all events:

\[
d_{\text{mp}}(p, q) = \max \{|\text{prob}(p, C) - \text{prob}(q, C)| \mid C \subseteq \{1, \ldots, n\}\}.
\]

Here \( \text{prob}(p, C) \) is the probability of \( C \), under the distribution \( p \), i.e., \( \text{prob}(p, C) = \sum_{i \in C} p_i \).

Find a simple expression for \( d_{\text{mp}} \), involving \( \|p - q\|_1 = \sum_{i=1}^n |p_i - q_i| \), and show that \( d_{\text{mp}} \) is a convex function on \( \mathbb{R}^n \times \mathbb{R}^n \). (Its domain is \( \{(p, q) \mid p, q \succeq 0, \mathbf{1}^T p = 1^T q = 1\} \), but it has a natural extension to all of \( \mathbb{R}^n \times \mathbb{R}^n \).)

3.26 More functions of eigenvalues. Let \( \lambda_1(X) \geq \lambda_2(X) \geq \cdots \geq \lambda_n(X) \) denote the eigenvalues of a matrix \( X \in \mathbb{S}^n \). We have already seen several functions of the eigenvalues that are convex or concave functions of \( X \).

- The maximum eigenvalue \( \lambda_1(X) \) is convex (example 3.10). The minimum eigenvalue \( \lambda_n(X) \) is concave.
- The sum of the eigenvalues (or trace), \( \text{tr} X = \lambda_1(X) + \cdots + \lambda_n(X) \), is linear.
- The sum of the inverses of the eigenvalues (or trace of the inverse), \( \text{tr}(X^{-1}) = \sum_{i=1}^n 1/\lambda_i(X) \), is convex on \( \mathbb{S}^n_{++} \) (exercise 3.18).
- The geometric mean of the eigenvalues, \( (\det X)^{1/n} = (\prod_{i=1}^n \lambda_i(X))^{1/n} \), and the logarithm of the product of the eigenvalues, \( \log \det X = \sum_{i=1}^n \log \lambda_i(X) \), are concave on \( X \in \mathbb{S}^n_{++} \) (exercise 3.18 and page 74).

In this problem we explore some more functions of eigenvalues, by exploiting variational characterizations.

(a) Sum of \( k \) largest eigenvalues. Show that \( \sum_{i=1}^k \lambda_i(X) \) is convex on \( \mathbb{S}^n \). Hint. [HJ85, page 191] Use the variational characterization

\[
\sum_{i=1}^k \lambda_i(X) = \sup \{\text{tr}(V^T XV) \mid V \in \mathbb{R}^{n \times k}, V^T V = I\}.
\]

(b) Geometric mean of \( k \) smallest eigenvalues. Show that \( (\prod_{i=n-k+1}^n \lambda_i(X))^{1/k} \) is concave on \( \mathbb{S}^n_{++} \). Hint. [MOT79, page 513] For \( X > 0 \), we have

\[
\left( \prod_{i=n-k+1}^n \lambda_i(X) \right)^{1/k} = \frac{1}{k} \inf \{\text{tr}(V^T XV) \mid V \in \mathbb{R}^{n \times k}, \det V^T V = 1\}.
\]

(c) Log of product of \( k \) smallest eigenvalues. Show that \( \sum_{i=n-k+1}^n \log \lambda_i(X) \) is concave on \( \mathbb{S}^n_{++} \). Hint. [MOT79, page 513] For \( X > 0 \),

\[
\sum_{i=n-k+1}^n \lambda_i(X) = \inf \left\{ \prod_{i=1}^k (V^T XV)_{ii} \mid V \in \mathbb{R}^{n \times k}, V^T V = I \right\}.
\]

3.27 Diagonal elements of Cholesky factor. Each \( X \in \mathbb{S}^n_{++} \) has a unique Cholesky factorization \( X = LL^T \), where \( L \) is lower triangular, with \( L_{ii} > 0 \). Show that \( L_{ii} \) is a concave function of \( X \) (with domain \( \mathbb{S}^n_{++} \)).

Hint. \( L_{ii} \) can be expressed as \( L_{ii} = (w - z^T Y^{-1} z)^{1/2} \), where

\[
\begin{bmatrix}
Y & z \\
& w
\end{bmatrix}
\]

is the leading \( i \times i \) submatrix of \( X \).
Operations that preserve convexity

3.28 Expressing a convex function as the pointwise supremum of a family of affine functions.
In this problem we extend the result proved on page 83 to the case where \( \text{dom} \ f \neq \mathbb{R}^n \).
Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a convex function. Define \( \tilde{f} : \mathbb{R}^n \to \mathbb{R} \) as the pointwise supremum of all affine functions that are global underestimators of \( f \):
\[
\tilde{f}(x) = \sup\{g(x) \mid g \text{ affine, } g(z) \leq f(z) \text{ for all } z\}.
\]
(a) Show that \( f(x) = \tilde{f}(x) \) for \( x \in \text{int dom} \ f \).
(b) Show that \( f = \tilde{f} \) if \( f \) is closed (i.e., \( \text{epi} \ f \) is a closed set; see §A.3.3).

3.29 Representation of piecewise-linear convex functions. A convex function \( f : \mathbb{R}^n \to \mathbb{R} \), with \( \text{dom} \ f = \mathbb{R}^n \), is called piecewise-linear if there exists a partition of \( \mathbb{R}^n \) as
\[
\mathbb{R}^n = X_1 \cup X_2 \cup \cdots \cup X_L,
\]
where \( \text{int} \ X_i \neq \emptyset \) and \( \text{int} \ X_i \cap \text{int} \ X_j = \emptyset \) for \( i \neq j \), and a family of affine functions \( a_1^T x + b_1, \ldots, a_L^T x + b_L \) such that \( f(x) = a_i^T x + b_i \) for \( x \in X_i \).
Show that such a function has the form \( f(x) = \max\{a_1^T x + b_1, \ldots, a_L^T x + b_L\} \).

3.30 Convex hull or envelope of a function. The convex hull or convex envelope of a function \( f : \mathbb{R}^n \to \mathbb{R} \) is defined as
\[
g(x) = \inf\{t \mid (x, t) \in \text{conv epi} \ f\}.
\]
Geometrically, the epigraph of \( g \) is the convex hull of the epigraph of \( f \).
Show that \( g \) is the largest convex underestimator of \( f \). In other words, show that if \( h \) is convex and satisfies \( h(x) \leq f(x) \) for all \( x \), then \( h(x) \leq g(x) \) for all \( x \).

3.31 [Roc70, page 35] Largest homogeneous underestimator. Let \( f \) be a convex function. Define the function \( g \) as
\[
g(x) = \inf_{\alpha > 0} \frac{f(\alpha x)}{\alpha}.
\]
(a) Show that \( g \) is homogeneous (\( g(tx) = tg(x) \) for all \( t \geq 0 \)).
(b) Show that \( g \) is the largest homogeneous underestimator of \( f \): If \( h \) is homogeneous and \( h(x) \leq f(x) \) for all \( x \), then we have \( h(x) \leq g(x) \) for all \( x \).
(c) Show that \( g \) is convex.

3.32 Products and ratios of convex functions. In general the product or ratio of two convex functions is not convex. However, there are some results that apply to functions on \( \mathbb{R} \).
Prove the following.
(a) If \( f \) and \( g \) are convex, both nondecreasing (or nonincreasing), and positive functions on an interval, then \( fg \) is convex.
(b) If \( f, g \) are concave, positive, with one nondecreasing and the other nonincreasing, then \( fg \) is concave.
(c) If \( f \) is convex, nondecreasing, and positive, and \( g \) is concave, nonincreasing, and positive, then \( f/g \) is convex.

3.33 Direct proof of perspective theorem. Give a direct proof that the perspective function \( g \), as defined in §3.2.6, of a convex function \( f \) is convex: Show that \( \text{dom} \ g \) is a convex set, and that for \( (x, t), \ (y, s) \in \text{dom} \ g \), and \( 0 \leq \theta \leq 1 \), we have
\[
g(\theta x + (1 - \theta)y, \theta t + (1 - \theta)s) \leq \theta g(x, t) + (1 - \theta)g(y, s).
\]

3.34 The Minkowski function. The Minkowski function of a convex set \( C \) is defined as
\[
M_C(x) = \inf\{t > 0 \mid t^{-1} x \in C\}.
\]
3 Convex functions

(a) Draw a picture giving a geometric interpretation of how to find $M_C(x)$.
(b) Show that $M_C$ is homogeneous, i.e., $M_C(\alpha x) = \alpha M_C(x)$ for $\alpha \geq 0$.
(c) What is $\text{dom} M_C$?
(d) Show that $M_C$ is a convex function.
(e) Suppose $C$ is also closed, bounded, symmetric (if $x \in C$ then $-x \in C$), and has nonempty interior. Show that $M_C$ is a norm. What is the corresponding unit ball?

3.35 Support function calculus. Recall that the support function of a set $C \subseteq \mathbb{R}^n$ is defined as $S_C(y) = \sup\{y^T x \mid x \in C\}$. On page 81 we showed that $S_C$ is a convex function.

(a) Show that $S_B = S_{\text{conv} B}$.
(b) Show that $S_{A+B} = S_A + S_B$.
(c) Show that $S_{A \cup B} = \max\{S_A, S_B\}$.
(d) Let $B$ be closed and convex. Show that $A \subseteq B$ if and only if $S_A(y) \leq S_B(y)$ for all $y$.

Conjugate functions

3.36 Derive the conjugates of the following functions.

(a) Max function. $f(x) = \max_{i=1,\ldots,n} x_i$ on $\mathbb{R}^n$.
(b) Sum of largest elements. $f(x) = \sum_{i=1}^n x_{[i]}$ on $\mathbb{R}^n$.
(c) Piecewise-linear function on $\mathbb{R}$. $f(x) = \max_{i=1,\ldots,m} (a_i x + b_i)$ on $\mathbb{R}$. You can assume that the $a_i$ are sorted in increasing order, i.e., $a_1 \leq \cdots \leq a_m$, and that none of the functions $a_i x + b_i$ is redundant, i.e., for each $k$ there is at least one $x$ with $f(x) = a_k x + b_k$.
(d) Power function. $f(x) = x^p$ on $\mathbb{R}_{++}$, where $p > 1$. Repeat for $p < 0$.
(e) Negative geometric mean. $f(x) = -(\prod_{i=1}^n x_i)^{1/n}$ on $\mathbb{R}_{++}$.
(f) Negative generalized logarithm for second-order cone. $f(x,t) = -\log(t^2 - x^T x)$ on $\{(x,t) \in \mathbb{R}^n \times \mathbb{R} \mid \|x\|_2 < t\}$.

3.37 Show that the conjugate of $f(X) = \text{tr}(X^{-1})$ with $\text{dom} f = \mathbb{S}_{++}$ is given by

$$f^\ast(Y) = -2\text{tr}(-Y)^{1/2}, \quad \text{dom} f^\ast = -\mathbb{S}_{++}.$$

Hint. The gradient of $f$ is $\nabla f(X) = -X^{-2}$.

3.38 Young’s inequality. Let $f : \mathbb{R} \to \mathbb{R}$ be an increasing function, with $f(0) = 0$, and let $g$ be its inverse. Define $F$ and $G$ as

$$F(x) = \int_0^x f(a) \, da, \quad G(y) = \int_0^y g(a) \, da.$$

Show that $F$ and $G$ are conjugates. Give a simple graphical interpretation of Young’s inequality,

$$xy \leq F(x) + G(y).$$

3.39 Properties of conjugate functions.

(a) Conjugate of convex plus affine function. Define $g(x) = f(x) + c^T x + d$, where $f$ is convex. Express $g^\ast$ in terms of $f^\ast$ (and $c$, $d$).
(b) Conjugate of perspective. Express the conjugate of the perspective of a convex function $f$ in terms of $f^\ast$. 

(c) **Conjugate and minimization.** Let \( f(x, z) \) be convex in \((x, z)\) and define \( g(x) = \inf_z f(x, z). \) Express the conjugate \( g^* \) in terms of \( f^*\).

As an application, express the conjugate of \( g(x) = \inf_z \{h(z) \mid Az + b = x\}, \) where \( h \) is convex, in terms of \( h^*, A, \) and \( b. \)

(d) **Conjugate of conjugate.** Show that the conjugate of the conjugate of a closed convex function is itself: \( f = f^{**} \) if \( f \) is closed and convex. (A function is closed if its epigraph is closed; see §A.3.3.) Hint. Show that \( f^{**} \) is the pointwise supremum of all affine global underestimators of \( f. \) Then apply the result of exercise 3.28.

### 3.40 Gradient and Hessian of conjugate function

Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is convex and twice continuously differentiable. Suppose \( \bar{y} \) and \( \bar{x} \) are related by \( \bar{y} = \nabla f(\bar{x}), \) and that \( \nabla^2 f(\bar{x}) > 0. \)

(a) Show that \( \nabla f^*(\bar{y}) = \bar{x}. \)

(b) Show that \( \nabla^2 f^*(\bar{y}) = (\nabla^2 f(\bar{x})^{-1}). \)

### 3.41 Conjugate of negative normalized entropy

Show that the conjugate of the negative normalized entropy

\[
f(x) = \sum_{i=1}^{n} x_i \log(x_i/1^T x),
\]

with \( \text{dom} f = \mathbb{R}^n_+ \), is given by

\[
f^*(y) = \begin{cases} 0 & \sum_{i=1}^{n} e^{y_i} \leq 1 \\ +\infty & \text{otherwise.} \end{cases}
\]

### Quasiconvex functions

#### 3.42 Approximation width

Let \( f_0, \ldots, f_n : \mathbb{R} \to \mathbb{R} \) be given continuous functions. We consider the problem of approximating \( f_0 \) as a linear combination of \( f_1, \ldots, f_n. \) For \( x \in \mathbb{R}^n, \) we say that \( f = x_1 f_1 + \cdots + x_n f_n \) approximates \( f_0 \) with tolerance \( \epsilon > 0 \) over the interval \([0, T]\) if \( |f(t) - f_0(t)| \leq \epsilon \) for \( 0 \leq t \leq T. \) Now we choose a fixed tolerance \( \epsilon > 0 \) and define the approximation width as the largest \( T \) such that \( f \) approximates \( f_0 \) over the interval \([0, T]\):

\[
W(x) = \sup\{T \mid |x_1 f_1(t) + \cdots + x_n f_n(t) - f_0(t)| \leq \epsilon \text{ for } 0 \leq t \leq T \}.
\]

Show that \( W \) is quasiconcave.

#### 3.43 First-order condition for quasiconvexity

Prove the first-order condition for quasiconvexity given in §3.4.3: A differentiable function \( f : \mathbb{R}^n \to \mathbb{R}, \) with \( \text{dom} f \) convex, is quasiconvex if and only if for all \( x, y \in \text{dom} f, \)

\[
f(y) \leq f(x) \iff \nabla f(x)^T (y - x) \leq 0.
\]

**Hint.** It suffices to prove the result for a function on \( \mathbb{R}; \) the general result follows by restriction to an arbitrary line.

#### 3.44 Second-order conditions for quasiconvexity

In this problem we derive alternate representations of the second-order conditions for quasiconvexity given in §3.4.3. Prove the following.

(a) A point \( x \in \text{dom} f \) satisfies (3.21) if there exists a \( \sigma \) such that

\[
\nabla^2 f(x) + \sigma \nabla f(x) \nabla f(x)^T \succeq 0.
\]

It satisfies (3.22) for all \( y \neq 0 \) if and only if there exists a \( \sigma \) such

\[
\nabla^2 f(x) + \sigma \nabla f(x) \nabla f(x)^T \succ 0.
\]

**Hint.** We can assume without loss of generality that \( \nabla^2 f(x) \) is diagonal.
(b) A point \( x \in \text{dom } f \) satisfies (3.21) if and only if either \( \nabla f(x) = 0 \) and \( \nabla^2 f(x) \succeq 0 \), or \( \nabla f(x) \neq 0 \) and the matrix
\[
H(x) = \begin{bmatrix}
\nabla^2 f(x) & \nabla f(x) \\
\nabla f(x)^T & 0
\end{bmatrix}
\]
has exactly one negative eigenvalue. It satisfies (3.22) for all \( y \neq 0 \) if and only if \( H(x) \) has exactly one nonpositive eigenvalue.

Hint. You can use the result of part (a). The following result, which follows from the eigenvalue interlacing theorem in linear algebra, may also be useful: If \( B \in \mathbb{S}^n \) and \( a \in \mathbb{R}^n \), then
\[
\lambda_n \left( \begin{bmatrix} B & a \\ a^T & 0 \end{bmatrix} \right) \geq \lambda_n(B).
\]

3.45 Use the first and second-order conditions for quasiconvexity given in §3.4.3 to verify quasiconvexity of the function \( f(x) = -x_1 x_2 \), with \( \text{dom } f = \mathbb{R}^2_{++} \).

3.46 Quasilinear functions with domain \( \mathbb{R}^n \). A function on \( \mathbb{R} \) that is quasilinear (i.e., quasiconvex and quasiconcave) is monotone, i.e., either nondecreasing or nonincreasing. In this problem we consider a generalization of this result to functions on \( \mathbb{R}^n \).

Suppose the function \( f : \mathbb{R}^n \to \mathbb{R} \) is quasilinear and continuous with \( \text{dom } f = \mathbb{R}^n \). Show that it can be expressed as \( f(x) = g(a^T x) \), where \( g : \mathbb{R} \to \mathbb{R} \) is monotone and \( a \in \mathbb{R}^n \).

In other words, a quasilinear function with domain \( \mathbb{R}^n \) must be a monotone function of a linear function. (The converse is also true.)

Log-concave and log-convex functions

3.47 Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is differentiable, \( \text{dom } f \) is convex, and \( f(x) > 0 \) for all \( x \in \text{dom } f \).

Show that \( f \) is log-concave if and only if for all \( x, y \in \text{dom } f \),
\[
\frac{f(y)}{f(x)} \leq \exp \left( \frac{\nabla f(x)^T (y - x)}{f(x)} \right).
\]

3.48 Show that if \( f : \mathbb{R}^n \to \mathbb{R} \) is log-concave and \( a \geq 0 \), then the function \( g = f - a \) is log-concave, where \( \text{dom } g = \{ x \in \text{dom } f \mid f(x) > a \} \).

3.49 Show that the following functions are log-concave.

(a) Logistic function: \( f(x) = e^x / (1 + e^x) \) with \( \text{dom } f = \mathbb{R} \).

(b) Harmonic mean:
\[
f(x) = \frac{1}{1/x_1 + \cdots + 1/x_n}, \quad \text{dom } f = \mathbb{R}^n_{++}.
\]

(c) Product over sum:
\[
f(x) = \frac{\prod_{i=1}^n x_i}{\sum_{i=1}^n x_i}, \quad \text{dom } f = \mathbb{R}^n_{++}.
\]

(d) Determinant over trace:
\[
f(X) = \frac{\det X}{\text{tr } X}, \quad \text{dom } f = \mathbb{S}^n_{++}.
\]
3.50 **Coefficients of a polynomial as a function of the roots.** Show that the coefficients of a polynomial with real negative roots are log-concave functions of the roots. In other words, the functions $a_i : \mathbb{R}^n \to \mathbb{R}$, defined by the identity

$$s^n + a_1(\lambda)s^{n-1} + \cdots + a_{n-1}(\lambda)s + a_n(\lambda) = (s - \lambda_1)(s - \lambda_2)\cdots(s - \lambda_n),$$

are log-concave on $-\mathbb{R}^n_+$.  

*Hint.* The function $S_k(x) = \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} x_{i_1}x_{i_2}\cdots x_{i_k}$, with $\text{dom } S_k \subseteq \mathbb{R}^n_+$ and $1 \leq k \leq n$, is called the $k$th elementary symmetric function on $\mathbb{R}^n$. It can be shown that $S_k^{1/k}$ is concave (see [ML57]).

3.51 [BL00, page 41] Let $p$ be a polynomial on $\mathbb{R}$, with all its roots real. Show that it is log-concave on any interval on which it is positive.

3.52 [MO79, §3.E.2] **Log-convexity of moment functions.** Suppose $f : \mathbb{R} \to \mathbb{R}$ is nonnegative with $\mathbb{R}_+ \subseteq \text{dom } f$. For $x \geq 0$ define

$$\phi(x) = \int_0^\infty u^x f(u) \, du.$$  

Show that $\phi$ is a log-convex function. (If $x$ is a positive integer, and $f$ is a probability density function, then $\phi(x)$ is the $x$th moment of the distribution.) Use this to show that the Gamma function,

$$\Gamma(x) = \int_0^\infty u^{x-1} e^{-u} \, du,$$

is log-convex for $x \geq 1$.

3.53 Suppose $x$ and $y$ are independent random vectors in $\mathbb{R}^n$, with log-concave probability density functions $f$ and $g$, respectively. Show that the probability density function of the sum $z = x + y$ is log-concave.

3.54 **Log-concavity of Gaussian cumulative distribution function.** The cumulative distribution function of a Gaussian random variable,

$$f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^x e^{-t^2/2} \, dt,$$

is log-concave. This follows from the general result that the convolution of two log-concave functions is log-concave. In this problem we guide you through a simple self-contained proof that $f$ is log-concave. Recall that $f$ is log-concave if and only if $f''(x)f(x) \leq f'(x)^2$ for all $x$.

(a) Verify that $f''(x)f(x) \leq f'(x)^2$ for $x \geq 0$. That leaves us the hard part, which is to show the inequality for $x < 0$.

(b) Verify that for any $t$ and $x$ we have $t^2/2 \geq -x^2/2 + xt$.

(c) Using part (b) show that $e^{-t^2/2} \leq e^{x^2/2-xt}$. Conclude that, for $x < 0$,

$$\int_{-\infty}^x e^{-t^2/2} \, dt \leq e^{x^2/2} \int_{-\infty}^x e^{-xt} \, dt.$$

(d) Use part (c) to verify that $f''(x)f(x) \leq f'(x)^2$ for $x \leq 0$. 

3.55 Log-concavity of the cumulative distribution function of a log-concave probability density. In this problem we extend the result of exercise 3.54. Let \( g(t) = \exp(-h(t)) \) be a differentiable log-concave probability density function, and let

\[
f(x) = \int_{-\infty}^{x} g(t) \, dt = \int_{-\infty}^{x} e^{-h(t)} \, dt
\]

be its cumulative distribution. We will show that \( f \) is log-concave, i.e., it satisfies \( f''(x)f(x) \leq (f'(x))^2 \) for all \( x \).

(a) Express the derivatives of \( f \) in terms of the function \( h \). Verify that \( f''(x)f(x) \leq (f'(x))^2 \) if \( h'(x) \geq 0 \).

(b) Assume that \( h'(x) < 0 \). Use the inequality

\[
h(t) \geq h(x) + h'(x)(t-x)
\]

(which follows from convexity of \( h \)), to show that

\[
\int_{-\infty}^{x} e^{-h(t)} \, dt \leq \frac{e^{-h(x)}}{-h'(x)}.
\]

Use this inequality to verify that \( f''(x)f(x) \leq (f'(x))^2 \) if \( h'(x) < 0 \).

3.56 More log-concave densities. Show that the following densities are log-concave.

(a) [MO79, page 493] The gamma density, defined by

\[
f(x) = \frac{\alpha^\lambda}{\Gamma(\lambda)} x^{\lambda-1} e^{-\alpha x},
\]

with \( \text{dom} \ f = \mathbb{R}_+ \). The parameters \( \lambda \) and \( \alpha \) satisfy \( \lambda \geq 1, \alpha > 0 \).

(b) [MO79, page 306] The Dirichlet density

\[
f(x) = \frac{\Gamma(1^T \lambda)}{\Gamma(\lambda_1) \cdots \Gamma(\lambda_{n+1})} x_1^{\lambda_1-1} \cdots x_n^{\lambda_n-1} \left( \frac{1 - \sum_{i=1}^{n} x_i}{\lambda_{n+1}} \right)^{\lambda_{n+1}-1}
\]

with \( \text{dom} \ f = \{ x \in \mathbb{R}^n_+ \mid 1^T x < 1 \} \). The parameter \( \lambda \) satisfies \( \lambda \geq 1 \).

Convexity with respect to a generalized inequality

3.57 Show that the function \( f(X) = X^{-1} \) is matrix convex on \( \mathbb{S}^n_+ \).

3.58 Schur complement. Suppose \( X \in \mathbb{S}^n \) partitioned as

\[
X = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix},
\]

where \( A \in \mathbb{S}^k \). The Schur complement of \( X \) (with respect to \( A \)) is \( S = C - B^T A^{-1} B \) (see §A.5.5). Show that the Schur complement, viewed as a function from \( \mathbb{S}^n \) into \( \mathbb{S}^{n-k} \), is matrix concave on \( \mathbb{S}^n_+ \).

3.59 Second-order conditions for \( K \)-convexity. Let \( K \subseteq \mathbb{R}^m \) be a proper convex cone, with associated generalized inequality \( \preceq_K \). Show that a twice differentiable function \( f: \mathbb{R}^n \to \mathbb{R}^m \), with convex domain, is \( K \)-convex if and only if for all \( x \in \text{dom} \ f \) and all \( y \in \mathbb{R}^m \),

\[
\sum_{i,j=1}^{n} \frac{\partial^2 f(x)}{\partial x_i \partial x_j} y_i y_j \geq_K 0,
\]

i.e., the second derivative is a \( K \)-nonnegative bilinear form. (Here \( \partial^2 f/\partial x_i \partial x_j \in \mathbb{R}^m \), with components \( \partial^2 f_k/\partial x_i \partial x_j \), for \( k = 1, \ldots, m \); see §A.4.1.)
3.60 Sublevel sets and epigraph of $K$-convex functions. Let $K \subseteq \mathbb{R}^m$ be a proper convex cone with associated generalized inequality $\preceq_K$, and let $f : \mathbb{R}^n \to \mathbb{R}^m$. For $\alpha \in \mathbb{R}^m$, the $\alpha$-sublevel set of $f$ (with respect to $\preceq_K$) is defined as

$$C_\alpha = \{ x \in \mathbb{R}^n \mid f(x) \preceq_K \alpha \}.$$ 

The epigraph of $f$, with respect to $\preceq_K$, is defined as the set

$$\text{epi}_K f = \{ (x, t) \in \mathbb{R}^{n+m} \mid f(x) \preceq_K t \}.$$ 

Show the following:

(a) If $f$ is $K$-convex, then its sublevel sets $C_\alpha$ are convex for all $\alpha$.

(b) $f$ is $K$-convex if and only if $\text{epi}_K f$ is a convex set.
Chapter 4

Convex optimization problems

4.1 Optimization problems

4.1.1 Basic terminology

We use the notation

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p
\end{align*}
\]  

(4.1)

to describe the problem of finding an \( x \) that minimizes \( f_0(x) \) among all \( x \) that satisfy the conditions \( f_i(x) \leq 0, \ i = 1, \ldots, m \), and \( h_i(x) = 0, \ i = 1, \ldots, p \). We call \( x \in \mathbb{R}^n \) the optimization variable and the function \( f_0 : \mathbb{R}^n \to \mathbb{R} \) the objective function or cost function. The inequalities \( f_i(x) \leq 0 \) are called inequality constraints, and the corresponding functions \( f_i : \mathbb{R}^n \to \mathbb{R} \) are called the inequality constraint functions. The equations \( h_i(x) = 0 \) are called the equality constraints, and the functions \( h_i : \mathbb{R}^n \to \mathbb{R} \) are the equality constraint functions. If there are no constraints (i.e., \( m = p = 0 \)) we say the problem (4.1) is unconstrained.

The set of points for which the objective and all constraint functions are defined,

\[
\mathcal{D} = \bigcap_{i=0}^{m} \text{dom} f_i \cap \bigcap_{i=1}^{p} \text{dom} h_i,
\]

is called the domain of the optimization problem (4.1). A point \( x \in \mathcal{D} \) is feasible if it satisfies the constraints \( f_i(x) \leq 0, \ i = 1, \ldots, m \), and \( h_i(x) = 0, \ i = 1, \ldots, p \).

The problem (4.1) is said to be feasible if there exists at least one feasible point, and infeasible otherwise. The set of all feasible points is called the feasible set or the constraint set.

The optimal value \( p^* \) of the problem (4.1) is defined as

\[
p^* = \inf \{ f_0(x) | f_i(x) \leq 0, \ i = 1, \ldots, m, \ h_i(x) = 0, \ i = 1, \ldots, p \}.
\]

We allow \( p^* \) to take on the extended values \( \pm \infty \). If the problem is infeasible, we have \( p^* = \infty \) (following the standard convention that the infimum of the empty set...
is $\infty$). If there are feasible points $x_k$ with $f_0(x_k) \to -\infty$ as $k \to \infty$, then $p^* = -\infty$, and we say the problem (4.1) is unbounded below.

**Optimal and locally optimal points**

We say $x^*$ is an optimal point, or solves the problem (4.1), if $x^*$ is feasible and $f_0(x^*) = p^*$. The set of all optimal points is the optimal set, denoted

$$X_{\text{opt}} = \{ x \mid f_i(x) \leq 0, \ i = 1, \ldots, m, \ h_i(x) = 0, \ i = 1, \ldots, p, \ f_0(x) = p^* \}.$$ 

If there exists an optimal point for the problem (4.1), we say the optimal value is attained or achieved, and the problem is solvable. If $X_{\text{opt}}$ is empty, we say the optimal value is not attained or not achieved. (This always occurs when the problem is unbounded below.) A feasible point $x$ with $f_0(x) \leq p^* + \epsilon$ (where $\epsilon > 0$) is called $\epsilon$-suboptimal, and the set of all $\epsilon$-suboptimal points is called the $\epsilon$-suboptimal set for the problem (4.1).

We say a feasible point $x$ is locally optimal if there is an $R > 0$ such that

$$f_0(x) = \inf \{ f_0(z) \mid f_i(z) \leq 0, \ i = 1, \ldots, m, \ h_i(z) = 0, \ i = 1, \ldots, p, \ |z - x|_2 \leq R \},$$

or, in other words, $x$ solves the optimization problem

$$\begin{align*}
\text{minimize} & \quad f_0(z) \\
\text{subject to} & \quad f_i(z) \leq 0, \ i = 1, \ldots, m \\
& \quad h_i(z) = 0, \ i = 1, \ldots, p \\
& \quad |z - x|_2 \leq R
\end{align*}$$

with variable $z$. Roughly speaking, this means $x$ minimizes $f_0$ over nearby points in the feasible set. The term ‘globally optimal’ is sometimes used for ‘optimal’ to distinguish between ‘locally optimal’ and ‘optimal’. Throughout this book, however, optimal will mean globally optimal.

If $x$ is feasible and $f_i(x) = 0$, we say the $i$th inequality constraint $f_i(x) \leq 0$ is active at $x$. If $f_i(x) < 0$, we say the constraint $f_i(x) \leq 0$ is inactive. (The equality constraints are active at all feasible points.) We say that a constraint is redundant if deleting it does not change the feasible set.

**Example 4.1** We illustrate these definitions with a few simple unconstrained optimization problems with variable $x \in \mathbb{R}$, and $\text{dom} f_0 = \mathbb{R}_{++}$.

- $f_0(x) = 1/x$: $p^* = 0$, but the optimal value is not achieved.
- $f_0(x) = -\log x$: $p^* = -\infty$, so this problem is unbounded below.
- $f_0(x) = x \log x$: $p^* = -1/e$, achieved at the (unique) optimal point $x^* = 1/e$.

**Feasibility problems**

If the objective function is identically zero, the optimal value is either zero (if the feasible set is nonempty) or $\infty$ (if the feasible set is empty). We call this the
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*feasibility problem*, and will sometimes write it as

\[
\begin{align*}
\text{find} & \quad x \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p.
\end{align*}
\]

The feasibility problem is thus to determine whether the constraints are consistent, and if so, find a point that satisfies them.

4.1.2 Expressing problems in standard form

We refer to (4.1) as an optimization problem in *standard form*. In the standard form problem we adopt the convention that the righthand side of the inequality and equality constraints are zero. This can always be arranged by subtracting any nonzero righthand side: we represent the equality constraint \(g_i(x) = \tilde{g}_i(x)\), for example, as \(h_i(x) = 0\), where \(h_i(x) = g_i(x) - \tilde{g}_i(x)\). In a similar way we express inequalities of the form \(f_i(x) \geq 0\) as \(-f_i(x) \leq 0\).

**Example 4.2** *Box constraints.* Consider the optimization problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad l_i \leq x_i \leq u_i, \quad i = 1, \ldots, n,
\end{align*}
\]

where \(x \in \mathbb{R}^n\) is the variable. The constraints are called *variable bounds* (since they give lower and upper bounds for each \(x_i\)) or *box constraints* (since the feasible set is a box).

We can express this problem in standard form as

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad l_i - x_i \leq 0, \quad i = 1, \ldots, n \\
& \quad x_i - u_i \leq 0, \quad i = 1, \ldots, n.
\end{align*}
\]

There are \(2n\) inequality constraint functions:

\[
f_i(x) = l_i - x_i, \quad i = 1, \ldots, n,
\]

and

\[
f_i(x) = x_{i-n} - u_{i-n}, \quad i = n+1, \ldots, 2n.
\]

**Maximization problems**

We concentrate on the minimization problem by convention. We can solve the *maximization* problem

\[
\begin{align*}
\text{maximize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p
\end{align*}
\]
by minimizing the function \(-f_0\) subject to the constraints. By this correspondence we can define all the terms above for the maximization problem (4.2). For example the optimal value of (4.2) is defined as
\[
p^* = \sup \{ f_0(x) \mid f_i(x) \leq 0, \ i = 1, \ldots, m, \ h_i(x) = 0, \ i = 1, \ldots, p \},
\]
and a feasible point \(x\) is \(\epsilon\)-suboptimal if \(f_0(x) \geq p^* - \epsilon\). When the maximization problem is considered, the objective is sometimes called the utility or satisfaction level instead of the cost.

### 4.1.3 Equivalent problems

In this book we will use the notion of equivalence of optimization problems in an informal way. We call two problems equivalent if from a solution of one, a solution of the other is readily found, and vice versa. (It is possible, but complicated, to give a formal definition of equivalence.)

As a simple example, consider the problem
\[
\begin{align*}
\text{minimize} & \quad \tilde{f}_0(z) = \alpha_0 f_0(x) \\
\text{subject to} & \quad \tilde{f}_i(z) = \alpha_i f_i(x) \leq 0, \ i = 1, \ldots, m \\
& \quad \tilde{h}_i(z) = \beta_i h_i(x) = 0, \ i = 1, \ldots, p,
\end{align*}
\]
where \(\alpha_i > 0, \ i = 0, \ldots, m\), and \(\beta_i \neq 0, \ i = 1, \ldots, p\). This problem is obtained from the standard form problem (4.1) by scaling the objective and inequality constraint functions by positive constants, and scaling the equality constraint functions by nonzero constants. As a result, the feasible sets of the problem (4.3) and the original problem (4.1) are identical. A point \(x\) is optimal for the original problem (4.1) if and only if it is optimal for the scaled problem (4.3), so we say the two problems are equivalent. The two problems (4.1) and (4.3) are not, however, the same (unless \(\alpha_i\) and \(\beta_i\) are all equal to one), since the objective and constraint functions differ.

We now describe some general transformations that yield equivalent problems.

#### Change of variables

Suppose \(\phi : \mathbb{R}^n \to \mathbb{R}^n\) is one-to-one, with image covering the problem domain \(D\), i.e., \(\phi(\text{dom } \phi) \supseteq D\). We define functions \(\tilde{f}_i\) and \(\tilde{h}_i\) as
\[
\begin{align*}
\tilde{f}_i(z) &= f_i(\phi(z)), \ i = 0, \ldots, m, \\
\tilde{h}_i(z) &= h_i(\phi(z)), \ i = 1, \ldots, p.
\end{align*}
\]
Now consider the problem
\[
\begin{align*}
\text{minimize} & \quad \tilde{f}_0(z) \\
\text{subject to} & \quad \tilde{f}_i(z) \leq 0, \ i = 1, \ldots, m \\
& \quad \tilde{h}_i(z) = 0, \ i = 1, \ldots, p,
\end{align*}
\]
with variable \(z\). We say that the standard form problem (4.1) and the problem (4.4) are related by the change of variable or substitution of variable \(x = \phi(z)\).

The two problems are clearly equivalent: if \(x\) solves the problem (4.1), then \(z = \phi^{-1}(x)\) solves the problem (4.4); if \(z\) solves the problem (4.4), then \(x = \phi(z)\) solves the problem (4.1).
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Transformation of objective and constraint functions

Suppose that \( \psi_0 : \mathbb{R} \to \mathbb{R} \) is monotone increasing, \( \psi_1, \ldots, \psi_m : \mathbb{R} \to \mathbb{R} \) satisfy \( \psi_i(u) \leq 0 \) if and only if \( u \leq 0 \), and \( \psi_{m+1}, \ldots, \psi_{m+p} : \mathbb{R} \to \mathbb{R} \) satisfy \( \psi_i(u) = 0 \) if and only if \( u = 0 \). We define functions \( \tilde{f}_i \) and \( \tilde{h}_i \) as the compositions

\[
\tilde{f}_i(x) = \psi_i(f_i(x)), \quad i = 0, \ldots, m, \\
\tilde{h}_i(x) = \psi_{m+i}(h_i(x)), \quad i = 1, \ldots, p.
\]

Evidently the associated problem

\[
\begin{align*}
\text{minimize} & \quad \tilde{f}_0(x) \\
\text{subject to} & \quad \tilde{f}_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad \tilde{h}_i(x) = 0, \quad i = 1, \ldots, p
\end{align*}
\]

and the standard form problem (4.1) are equivalent; indeed, the feasible sets are identical, and the optimal points are identical. (The example (4.3) above, in which the objective and constraint functions are scaled by appropriate constants, is the special case when all \( \psi_i \) are linear.)

**Example 4.3 Least-norm and least-norm-squared problems.** As a simple example consider the unconstrained Euclidean norm minimization problem

\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|_2, \\
\end{align*}
\]

with variable \( x \in \mathbb{R}^n \). Since the norm is always nonnegative, we can just as well solve the problem

\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|^2_2 = (Ax - b)^T(Ax - b), \\
\end{align*}
\]

in which we minimize the square of the Euclidean norm. The problems (4.5) and (4.6) are clearly equivalent; the optimal points are the same. The two problems are not the same, however. For example, the objective in (4.5) is not differentiable at any \( x \) with \( Ax - b = 0 \), whereas the objective in (4.6) is differentiable for all \( x \) (in fact, quadratic).

Slack variables

One simple transformation is based on the observation that \( f_i(x) \leq 0 \) if and only if there is an \( s_i \geq 0 \) that satisfies \( f_i(x) + s_i = 0 \). Using this transformation we obtain the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad s_i \geq 0, \quad i = 1, \ldots, m \\
& \quad f_i(x) + s_i = 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p
\end{align*}
\]

where the variables are \( x \in \mathbb{R}^n \) and \( s \in \mathbb{R}^m \). This problem has \( n + m \) variables, \( m \) inequality constraints (the nonnegativity constraints on \( s_i \)), and \( m + p \) equality constraints. The new variable \( s_i \) is called the slack variable associated with the original inequality constraint \( f_i(x) \leq 0 \). Introducing slack variables replaces each inequality constraint with an equality constraint, and a nonnegativity constraint.

The problem (4.7) is equivalent to the original standard form problem (4.1). Indeed, if \( (x, s) \) is feasible for the problem (4.7), then \( x \) is feasible for the original
problem, since \( s_i = -f_i(x) \geq 0 \). Conversely, if \( x \) is feasible for the original problem, then \((x, s)\) is feasible for the problem (4.7), where we take \( s_i = -f_i(x) \). Similarly, \( x \) is optimal for the original problem (4.1) if and only if \((x, s)\) is optimal for the problem (4.7), where \( s_i = -f_i(x) \).

### Eliminating equality constraints

If we can explicitly parametrize all solutions of the equality constraints \( h_i(x) = 0 \), \( i = 1, \ldots, p \), (4.8) using some parameter \( z \in \mathbb{R}^k \), then we can eliminate the equality constraints from the problem, as follows. Suppose the function \( \phi : \mathbb{R}^k \to \mathbb{R}^n \) is such that \( x \) satisfies (4.8) if and only if there is some \( z \in \mathbb{R}^k \) such that \( x = \phi(z) \). The optimization problem

\[
\begin{align*}
\text{minimize} \quad & f_0(\phi(z)) \\
\text{subject to} \quad & f_i(\phi(z)) \leq 0, \quad i = 1, \ldots, m
\end{align*}
\]

is then equivalent to the original problem (4.1). This transformed problem has variable \( z \in \mathbb{R}^k \), \( m \) inequality constraints, and no equality constraints. If \( z \) is optimal for the transformed problem, then \( x = \phi(z) \) is optimal for the original problem. Conversely, if \( x \) is optimal for the original problem, then (since \( x \) is feasible) there is at least one \( z \) such that \( x = \phi(z) \). Any such \( z \) is optimal for the transformed problem.

### Eliminating linear equality constraints

The process of eliminating variables can be described more explicitly, and easily carried out numerically, when the equality constraints are all linear, \( i.e. \), have the form \( Ax = b \). If \( Ax = b \) is inconsistent, \( i.e. \), \( b \notin \mathcal{R}(A) \), then the original problem is infeasible. Assuming this is not the case, let \( x_0 \) denote any solution of the equality constraints. Let \( F \in \mathbb{R}^{n \times k} \) be any matrix with \( \mathcal{R}(F) = \mathcal{N}(A) \), so the general solution of the linear equations \( Ax = b \) is given by \( Fz + x_0 \), where \( z \in \mathbb{R}^k \). (We can choose \( F \) to be full rank, in which case we have \( k = n - \text{rank} \ A \).)

Substituting \( x = Fz + x_0 \) into the original problem yields the problem

\[
\begin{align*}
\text{minimize} \quad & f_0(Fz + x_0) \\
\text{subject to} \quad & f_i(Fz + x_0) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

with variable \( z \), which is equivalent to the original problem, has no equality constraints, and \( \text{rank} \ A \) fewer variables.

### Introducing equality constraints

We can also introduce equality constraints and new variables into a problem. Instead of describing the general case, which is complicated and not very illuminating, we give a typical example that will be useful later. Consider the problem

\[
\begin{align*}
\text{minimize} \quad & f_0(A_0x + b_0) \\
\text{subject to} \quad & f_i(A_i x + b_i) \leq 0, \quad i = 1, \ldots, m \\
& h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]
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where \( x \in \mathbb{R}^n \), \( A_i \in \mathbb{R}^{k_i \times n} \), and \( f_i : \mathbb{R}^{k_i} \to \mathbb{R} \). In this problem the objective and constraint functions are given as compositions of the functions \( f_i \) with affine transformations defined by \( A_i x + b_i \).

We introduce new variables \( y_i \in \mathbb{R}^{k_i} \), as well as new equality constraints \( y_i = A_i x + b_i \), for \( i = 0, \ldots, m \), and form the equivalent problem

\[
\begin{align*}
\text{minimize} & \quad f_0(y_0) \\
\text{subject to} & \quad f_i(y_i) \leq 0, \quad i = 1, \ldots, m \\
& \quad y_i = A_i x + b_i, \quad i = 0, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p.
\end{align*}
\]

This problem has \( k_0 + \cdots + k_m \) new variables,

\[ y_0 \in \mathbb{R}^{k_0}, \quad \ldots, \quad y_m \in \mathbb{R}^{k_m}, \]

and \( k_0 + \cdots + k_m \) new equality constraints,

\[ y_0 = A_0 x + b_0, \quad \ldots, \quad y_m = A_m x + b_m. \]

The objective and inequality constraints in this problem are independent, i.e., involve different optimization variables.

**Optimizing over some variables**

We always have

\[ \inf_{x,y} f(x,y) = \inf_x \tilde{f}(x) \]

where \( \tilde{f}(x) = \inf_y f(x,y) \). In other words, we can always minimize a function by first minimizing over some of the variables, and then minimizing over the remaining ones. This simple and general principle can be used to transform problems into equivalent forms. The general case is cumbersome to describe and not illuminating, so we describe instead an example.

Suppose the variable \( x \in \mathbb{R}^n \) is partitioned as \( x = (x_1, x_2) \), with \( x_1 \in \mathbb{R}^{n_1} \), \( x_2 \in \mathbb{R}^{n_2} \), and \( n_1 + n_2 = n \). We consider the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x_1, x_2) \\
\text{subject to} & \quad f_i(x_1) \leq 0, \quad i = 1, \ldots, m_1 \\
& \quad f_i(x_2) \leq 0, \quad i = 1, \ldots, m_2,
\end{align*}
\]

in which the constraints are independent, in the sense that each constraint function depends on \( x_1 \) or \( x_2 \). We first minimize over \( x_2 \). We define the function \( \tilde{f}_0 \) of \( x_1 \) by

\[ \tilde{f}_0(x_1) = \inf\{ f_0(x_1, z) \mid f_i(z) \leq 0, \quad i = 1, \ldots, m_2 \}. \]

The problem (4.9) is then equivalent to

\[
\begin{align*}
\text{minimize} & \quad \tilde{f}_0(x_1) \\
\text{subject to} & \quad f_i(x_1) \leq 0, \quad i = 1, \ldots, m_1.
\end{align*}
\]
Example 4.4 Minimizing a quadratic function with constraints on some variables.
Consider a problem with strictly convex quadratic objective, with some of the vari-
ables unconstrained:

\[
\begin{align*}
\text{minimize} & \quad x_1^T P_{11} x_1 + 2 x_1^T P_{12} x_2 + x_2^T P_{22} x_2 \\
\text{subject to} & \quad f_i(x_1) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

where \( P_{11} \) and \( P_{22} \) are symmetric. Here we can analytically minimize over \( x_2 \):

\[
\inf_{x_2} \left( x_1^T P_{11} x_1 + 2 x_1^T P_{12} x_2 + x_2^T P_{22} x_2 \right) = x_1^T \left( P_{11} - P_{12} P_{22}^{-1} P_{12}^T \right) x_1
\]

(see §A.5.5). Therefore the original problem is equivalent to

\[
\begin{align*}
\text{minimize} & \quad x_1^T \left( P_{11} - P_{12} P_{22}^{-1} P_{12}^T \right) x_1 \\
\text{subject to} & \quad f_i(x_1) \leq 0, \quad i = 1, \ldots, m.
\end{align*}
\]

Epigraph problem form

The epigraph form of the standard problem (4.1) is the problem

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad f_0(x) - t \leq 0 \\
& \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]

with variables \( x \in \mathbb{R}^n \) and \( t \in \mathbb{R} \). We can easily see that it is equivalent to the original problem: \((x, t)\) is optimal for (4.11) if and only if \( x \) is optimal for (4.1) and \( t = f_0(x) \). Note that the objective function of the epigraph form problem is a linear function of the variables \( x, t \).

The epigraph form problem (4.11) can be interpreted geometrically as an optimization problem in the ‘graph space’ \((x, t)\): we minimize \( t \) over the epigraph of \( f_0 \), subject to the constraints on \( x \). This is illustrated in figure 4.1.

Implicit and explicit constraints

By a simple trick already mentioned in §3.1.2, we can include any of the constraints implicitly in the objective function, by redefining its domain. As an extreme example, the standard form problem can be expressed as the unconstrained problem

\[
\text{minimize} \quad F(x),
\]

where we define the function \( F \) as \( f_0 \), but with domain restricted to the feasible set:

\[
\text{dom} F = \{ x \in \text{dom} f_0 \mid f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad h_i(x) = 0, \quad i = 1, \ldots, p \},
\]

and \( F(x) = f_0(x) \) for \( x \in \text{dom} F \). (Equivalently, we can define \( F(x) \) to have value \( \infty \) for \( x \) not feasible.) The problems (4.1) and (4.12) are clearly equivalent: they have the same feasible set, optimal points, and optimal value.

Of course this transformation is nothing more than a notational trick. Making the constraints implicit has not made the problem any easier to analyze or solve,
Figure 4.1 Geometric interpretation of epigraph form problem, for a problem with no constraints. The problem is to find the point in the epigraph (shown shaded) that minimizes $t$, i.e., the ‘lowest’ point in the epigraph. The optimal point is $(x^*, t^*)$.

even though the problem (4.12) is, at least nominally, unconstrained. In some ways the transformation makes the problem more difficult. Suppose, for example, that the objective $f_0$ in the original problem is differentiable, so in particular its domain is open. The restricted objective function $F$ is probably not differentiable, since its domain is likely not to be open.

Conversely, we will encounter problems with implicit constraints, which we can then make explicit. As a simple example, consider the unconstrained problem

$$\text{minimize } f(x)$$

where the function $f$ is given by

$$f(x) = \begin{cases} x^T x & Ax = b \\ \infty & \text{otherwise.} \end{cases}$$

Thus, the objective function is equal to the quadratic form $x^T x$ on the affine set defined by $Ax = b$, and $\infty$ off the affine set. Since we can clearly restrict our attention to points that satisfy $Ax = b$, we say that the problem (4.13) has an implicit equality constraint $Ax = b$ hidden in the objective. We can make the implicit equality constraint explicit, by forming the equivalent problem

$$\text{minimize } x^T x$$

subject to

$$Ax = b.$$ (4.14)

While the problems (4.13) and (4.14) are clearly equivalent, they are not the same. The problem (4.13) is unconstrained, but its objective function is not differentiable. The problem (4.14), however, has an equality constraint, but its objective and constraint functions are differentiable.
4.1.4 Parameter and oracle problem descriptions

For a problem in the standard form (4.1), there is still the question of how the objective and constraint functions are specified. In many cases these functions have some analytical or closed form, i.e., are given by a formula or expression that involves the variable \( x \) as well as some parameters. Suppose, for example, the objective is quadratic, so it has the form \( f_0(x) = (1/2)x^TPx + q^Tx + r \). To specify the objective function we give the coefficients (also called problem parameters or problem data) \( P \in \mathbb{S}^n \), \( q \in \mathbb{R}^n \), and \( r \in \mathbb{R} \). We call this a parameter problem description, since the specific problem to be solved (i.e., the problem instance) is specified by giving the values of the parameters that appear in the expressions for the objective and constraint functions.

In other cases the objective and constraint functions are described by oracle models (which are also called black box or subroutine models). In an oracle model, we do not know \( f \) explicitly, but can evaluate \( f(x) \) (and usually also some derivatives) at any \( x \in \text{dom } f \). This is referred to as querying the oracle, and is usually associated with some cost, such as time. We are also given some prior information about the function, such as convexity and a bound on its values. As a concrete example of an oracle model, consider an unconstrained problem, in which we are to minimize \( f \). The function value \( f(x) \) and its gradient \( \nabla f(x) \) are evaluated in a subroutine. We can call the subroutine at any \( x \in \text{dom } f \), but do not have access to its source code. Calling the subroutine with argument \( x \) yields (when the subroutine returns) \( f(x) \) and \( \nabla f(x) \). Note that in the oracle model, we never really know the function; we only know the function value (and some derivatives) at the points where we have queried the oracle. (We also know some given prior information about the function, such as differentiability and convexity.)

In practice the distinction between a parameter and oracle problem description is not so sharp. If we are given a parameter problem description, we can construct an oracle for it, which simply evaluates the required functions and derivatives when queried. Most of the algorithms we study in part III work with an oracle model, but can be made more efficient when they are restricted to solve a specific parametrized family of problems.

4.2 Convex optimization

4.2.1 Convex optimization problems in standard form

A convex optimization problem is one of the form

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad a_i^T x = b_i, \quad i = 1, \ldots, p,
\end{align*}
\]  

(4.15)

where \( f_0, \ldots, f_m \) are convex functions. Comparing (4.15) with the general standard form problem (4.1), the convex problem has three additional requirements:
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- the objective function must be convex,
- the inequality constraint functions must be convex,
- the equality constraint functions $h_i(x) = a_i^T x - b_i$ must be affine.

We immediately note an important property: The feasible set of a convex optimization problem is convex, since it is the intersection of the domain of the problem

$$D = \bigcap_{i=0}^{m} \text{dom } f_i,$$

which is a convex set, with $m$ (convex) sublevel sets $\{x \mid f_i(x) \leq 0\}$ and $p$ hyperplanes $\{x \mid a_i^T x = b_i\}$. (We can assume without loss of generality that $a_i \neq 0$: if $a_i = 0$ and $b_i = 0$ for some $i$, then the $i$th equality constraint can be deleted; if $a_i = 0$ and $b_i \neq 0$, the $i$th equality constraint is inconsistent, and the problem is infeasible.) Thus, in a convex optimization problem, we minimize a convex objective function over a convex set.

If $f_0$ is quasiconvex instead of convex, we say the problem (4.15) is a (standard form) quasiconvex optimization problem. Since the sublevel sets of a convex or quasiconvex function are convex, we conclude that for a convex or quasiconvex optimization problem the $\epsilon$-suboptimal sets are convex. In particular, the optimal set is convex. If the objective is strictly convex, then the optimal set contains at most one point.

Concave maximization problems

With a slight abuse of notation, we will also refer to

$$\begin{align*}
\text{maximize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad a_i^T x = b_i, \quad i = 1, \ldots, p,
\end{align*}$$

as a convex optimization problem if the objective function $f_0$ is concave, and the inequality constraint functions $f_1, \ldots, f_m$ are convex. This concave maximization problem is readily solved by minimizing the convex objective function $-f_0$. All of the results, conclusions, and algorithms that we describe for the minimization problem are easily transposed to the maximization case. In a similar way the maximization problem (4.16) is called quasiconvex if $f_0$ is quasiconcave.

Abstract form convex optimization problem

It is important to note a subtlety in our definition of convex optimization problem. Consider the example with $x \in \mathbb{R}^2$,

$$\begin{align*}
\text{minimize} & \quad f_0(x) = x_1^2 + x_2^2 \\
\text{subject to} & \quad f_1(x) = x_1/(1 + x_2^2) \leq 0 \\
& \quad h_1(x) = (x_1 + x_2)^3 = 0,
\end{align*}$$

which is in the standard form (4.1). This problem is not a convex optimization problem in standard form since the equality constraint function $h_1$ is not affine, and
the inequality constraint function \( f_1 \) is not convex. Nevertheless the feasible set, which is \( \{ x \mid x_1 \leq 0, \ x_1 + x_2 = 0 \} \), is convex. So although in this problem we are minimizing a convex function \( f_0 \) over a convex set, it is not a convex optimization problem by our definition.

Of course, the problem is readily reformulated as

\[
\begin{align*}
\text{minimize} & \quad f_0(x) = x_1^2 + x_2^2 \\
\text{subject to} & \quad \tilde{f}_1(x) = x_1 \leq 0 \\
& \quad \hat{h}_1(x) = x_1 + x_2 = 0,
\end{align*}
\]

(4.18)

which is in standard convex optimization form, since \( f_0 \) and \( \tilde{f}_1 \) are convex, and \( \hat{h}_1 \) is affine.

Some authors use the term abstract convex optimization problem to describe the (abstract) problem of minimizing a convex function over a convex set. Using this terminology, the problem (4.17) is an abstract convex optimization problem. We will not use this terminology in this book. For us, a convex optimization problem is not just one of minimizing a convex function over a convex set; it is also required that the feasible set be described specifically by a set of inequalities involving convex functions, and a set of linear equality constraints. The problem (4.17) is not a convex optimization problem, but the problem (4.18) is a convex optimization problem. (The two problems are, however, equivalent.)

Our adoption of the stricter definition of convex optimization problem does not matter much in practice. To solve the abstract problem of minimizing a convex function over a convex set, we need to find a description of the set in terms of convex inequalities and linear equality constraints. As the example above suggests, this is usually straightforward.

### 4.2.2 Local and global optima

A fundamental property of convex optimization problems is that any locally optimal point is also (globally) optimal. To see this, suppose that \( x \) is locally optimal for a convex optimization problem, i.e., \( x \) is feasible and

\[
f_0(x) = \inf \{ f_0(z) \mid z \text{ feasible}, \ \| z - x \|_2 \leq R \},
\]

(4.19)

for some \( R > 0 \). Now suppose that \( x \) is not globally optimal, i.e., there is a feasible \( y \) such that \( f_0(y) < f_0(x) \). Evidently \( \| y - x \|_2 > R \), since otherwise \( f_0(x) \leq f_0(y) \). Consider the point \( z \) given by

\[
z = (1 - \theta)x + \theta y, \quad \theta = \frac{R}{2\| y - x \|_2}.
\]

Then we have \( \| z - x \|_2 = R/2 < R \), and by convexity of the feasible set, \( z \) is feasible. By convexity of \( f_0 \) we have

\[
f_0(z) \leq (1 - \theta)f_0(x) + \theta f_0(y) < f_0(x),
\]

which contradicts (4.19). Hence there exists no feasible \( y \) with \( f_0(y) < f_0(x) \), i.e., \( x \) is globally optimal.
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Figure 4.2 Geometric interpretation of the optimality condition (4.21). The feasible set $X$ is shown shaded. Some level curves of $f_0$ are shown as dashed lines. The point $x$ is optimal: $-\nabla f_0(x)$ defines a supporting hyperplane (shown as a solid line) to $X$ at $x$.

It is not true that locally optimal points of quasiconvex optimization problems are globally optimal; see §4.2.5.

4.2.3 An optimality criterion for differentiable $f_0$

Suppose that the objective $f_0$ in a convex optimization problem is differentiable, so that for all $x,y \in \text{dom} f_0$,

$$f_0(y) \geq f_0(x) + \nabla f_0(x)^T (y - x) \quad (4.20)$$

(see §3.1.3). Let $X$ denote the feasible set, i.e.,

$$X = \{x \mid f_i(x) \leq 0, \ i = 1, \ldots, m, \ h_i(x) = 0, \ i = 1, \ldots, p\}.$$}

Then $x$ is optimal if and only if $x \in X$ and

$$\nabla f_0(x)^T (y - x) \geq 0 \text{ for all } y \in X. \quad (4.21)$$

This optimality criterion can be understood geometrically: If $\nabla f_0(x) \neq 0$, it means that $-\nabla f_0(x)$ defines a supporting hyperplane to the feasible set at $x$ (see figure 4.2).

Proof of optimality condition

First suppose $x \in X$ and satisfies (4.21). Then if $y \in X$ we have, by (4.20), $f_0(y) \geq f_0(x)$. This shows $x$ is an optimal point for (4.1).

Conversely, suppose $x$ is optimal, but the condition (4.21) does not hold, i.e., for some $y \in X$ we have

$$\nabla f_0(x)^T (y - x) < 0.$$
Consider the point $z(t) = ty + (1 - t)x$, where $t \in [0, 1]$ is a parameter. Since $z(t)$ is on the line segment between $x$ and $y$, and the feasible set is convex, $z(t)$ is feasible. We claim that for small positive $t$ we have $fo(z(t)) < fo(x)$, which will prove that $x$ is not optimal. To show this, note that

$$\frac{d}{dt} fo(z(t)) \bigg|_{t=0} = \nabla f_0(x)^T (y - x) < 0,$$

so for small positive $t$, we have $fo(z(t)) < fo(x)$.

We will pursue the topic of optimality conditions in much more depth in chapter 5, but here we examine a few simple examples.

**Unconstrained problems**

For an unconstrained problem (i.e., $m = p = 0$), the condition (4.21) reduces to the well known necessary and sufficient condition

$$\nabla f_0(x) = 0 \quad (4.22)$$

for $x$ to be optimal. While we have already seen this optimality condition, it is useful to see how it follows from (4.21). Suppose $x$ is optimal, which means here that $x \in \text{dom} f_0$, and for all feasible $y$ we have $\nabla f_0(x)^T (y - x) \geq 0$. Since $f_0$ is differentiable, its domain is (by definition) open, so all $y$ sufficiently close to $x$ are feasible. Let us take $y = x - t \nabla f_0(x)$, where $t \in \mathbb{R}$ is a parameter. For $t$ small and positive, $y$ is feasible, and so

$$\nabla f_0(x)^T (y - x) = -t \| \nabla f_0(x) \|_2^2 \geq 0,$$

from which we conclude $\nabla f_0(x) = 0$.

There are several possible situations, depending on the number of solutions of (4.22). If there are no solutions of (4.22), then there are no optimal points; the optimal value of the problem is not attained. Here we can distinguish between two cases: the problem is unbounded below, or the optimal value is finite, but not attained. On the other hand we can have multiple solutions of the equation (4.22), in which case each such solution is a minimizer of $f_0$.

**Example 4.5 Unconstrained quadratic optimization.** Consider the problem of minimizing the quadratic function

$$f_0(x) = (1/2)x^T Px + q^T x + r,$$

where $P \in \mathbb{S}_+^n$ (which makes $f_0$ convex). The necessary and sufficient condition for $x$ to be a minimizer of $f_0$ is

$$\nabla f_0(x) = Px + q = 0.$$

Several cases can occur, depending on whether this (linear) equation has no solutions, one solution, or many solutions.

- If $q \notin \mathcal{R}(P)$, then there is no solution. In this case $f_0$ is unbounded below.
- If $P \succ 0$ (which is the condition for $f_0$ to be strictly convex), then there is a unique minimizer, $x^* = -P^{-1}q$. 
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- If $P$ is singular, but $q \in \mathbb{R}(P)$, then the set of optimal points is the (affine) set $X_{opt} = -P^t q + \mathcal{N}(P)$, where $P^t$ denotes the pseudo-inverse of $P$ (see §A.5.4).

Example 4.6 Analytic centering. Consider the (unconstrained) problem of minimizing the (convex) function $f_0 : \mathbb{R}^n \to \mathbb{R}$, defined as

$$f_0(x) = -\sum_{i=1}^{m} \log(b_i - a_i^T x), \quad \text{dom } f_0 = \{x \mid Ax \prec b\},$$

where $a_1^T, \ldots, a_m^T$ are the rows of $A$. The function $f_0$ is differentiable, so the necessary and sufficient conditions for $x$ to be optimal are

$$Ax \prec b, \quad \nabla f_0(x) = \sum_{i=1}^{m} \frac{1}{b_i - a_i^T x} a_i = 0. \quad (4.23)$$

(The condition $Ax \prec b$ is just $x \in \text{dom } f_0$.) If $Ax \prec b$ is infeasible, then the domain of $f_0$ is empty. Assuming $Ax \prec b$ is feasible, there are still several possible cases (see exercise 4.2):

- There are no solutions of (4.23), and hence no optimal points for the problem. This occurs if and only if $f_0$ is unbounded below.
- There are many solutions of (4.23). In this case it can be shown that the solutions form an affine set.
- There is a unique solution of (4.23), i.e., a unique minimizer of $f_0$. This occurs if and only if the open polyhedron $\{x \mid Ax \prec b\}$ is nonempty and bounded.

Problems with equality constraints only

Consider the case where there are equality constraints but no inequality constraints, i.e.,

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad Ax = b.
\end{align*}$$

Here the feasible set is affine. We assume that it is nonempty; otherwise the problem is infeasible. The optimality condition for a feasible $x$ is that

$$\nabla f_0(x)^T (y - x) \geq 0$$

must hold for all $y$ satisfying $Ay = b$. Since $x$ is feasible, every feasible $y$ has the form $y = x + v$ for some $v \in \mathcal{N}(A)$. The optimality condition can therefore be expressed as:

$$\nabla f_0(x)^T v \geq 0 \text{ for all } v \in \mathcal{N}(A).$$

If a linear function is nonnegative on a subspace, then it must be zero on the subspace, so it follows that $\nabla f_0(x)^T v = 0$ for all $v \in \mathcal{N}(A)$. In other words,

$$\nabla f_0(x) \perp \mathcal{N}(A).$$
Using the fact that $\mathcal{N}(A) = \mathcal{R}(A^T)$, this optimality condition can be expressed as $\nabla f_0(x) \in \mathcal{R}(A^T)$, i.e., there exists a $\nu \in \mathbb{R}^p$ such that

$$\nabla f_0(x) + A^T \nu = 0.$$  

Together with the requirement $Ax = b$ (i.e., that $x$ is feasible), this is the classical Lagrange multiplier optimality condition, which we will study in greater detail in chapter 5.

**Minimization over the nonnegative orthant**

As another example we consider the problem

$$\min f_0(x)$$

subject to

$$x \succeq 0,$$

where the only inequality constraints are nonnegativity constraints on the variables.

The optimality condition (4.21) is then

$$x \succeq 0, \quad \nabla f_0(x)^T (y - x) \geq 0 \text{ for all } y \succeq 0.$$  

The term $\nabla f_0(x)^T y$, which is a linear function of $y$, is unbounded below on $y \succeq 0$, unless we have $\nabla f_0(x) \succeq 0$. The condition then reduces to $-\nabla f_0(x)^T x \geq 0$. But $x \succeq 0$ and $\nabla f_0(x) \succeq 0$, so we must have $\nabla f_0(x)^T x = 0$, i.e.,

$$\sum_{i=1}^{n} (\nabla f_0(x))_i x_i = 0.$$  

Now each of the terms in this sum is the product of two nonnegative numbers, so we conclude that each term must be zero, i.e., $(\nabla f_0(x))_i x_i = 0$ for $i = 1, \ldots, n$.

The optimality condition can therefore be expressed as

$$x \succeq 0, \quad \nabla f_0(x) \succeq 0, \quad x_i (\nabla f_0(x))_i = 0, \quad i = 1, \ldots, n.$$  

The last condition is called *complementarity*, since it means that the sparsity patterns (i.e., the set of indices corresponding to nonzero components) of the vectors $x$ and $\nabla f_0(x)$ are complementary (i.e., have empty intersection). We will encounter complementarity conditions again in chapter 5.

### 4.2.4 Equivalent convex problems

It is useful to see which of the transformations described in §4.1.3 preserve convexity.

**Eliminating equality constraints**

For a convex problem the equality constraints must be linear, i.e., of the form $Ax = b$. In this case they can be eliminated by finding a particular solution $x_0$ of
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Ax = b, and a matrix F whose range is the nullspace of A, which results in the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(Fz + x_0) \\
\text{subject to} & \quad f_i(Fz + x_0) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

with variable z. Since the composition of a convex function with an affine function is convex, eliminating equality constraints preserves convexity of a problem. Moreover, the process of eliminating equality constraints (and reconstructing the solution of the original problem from the solution of the transformed problem) involves standard linear algebra operations.

At least in principle, this means we can restrict our attention to convex optimization problems which have no equality constraints. In many cases, however, it is better to retain the equality constraints, since eliminating them can make the problem harder to understand and analyze, or ruin the efficiency of an algorithm that solves it. This is true, for example, when the variable x has very large dimension, and eliminating the equality constraints would destroy sparsity or some other useful structure of the problem.

**Introducing equality constraints**

We can introduce new variables and equality constraints into a convex optimization problem, provided the equality constraints are linear, and the resulting problem will also be convex. For example, if an objective or constraint function has the form \(f_i(A_ix + b_i)\), where \(A_i \in \mathbb{R}^{k_i \times n}\), we can introduce a new variable \(y_i \in \mathbb{R}^{k_i}\), replace \(f_i(A_ix + b_i)\) with \(f_i(y_i)\), and add the linear equality constraint \(y_i = A_ix + b_i\).

**Slack variables**

By introducing slack variables we have the new constraints \(f_i(x) + s_i = 0\). Since equality constraint functions must be affine in a convex problem, we must have \(f_i\) affine. In other words: introducing slack variables for linear inequalities preserves convexity of a problem.

**Epigraph problem form**

The epigraph form of the convex optimization problem (4.15) is

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad f_0(x) - t \leq 0 \\
& \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad a_i^Tx = b_i, \quad i = 1, \ldots, p.
\end{align*}
\]

The objective is linear (hence convex) and the new constraint function \(f_0(x) - t\) is also convex in \((x, t)\), so the epigraph form problem is convex as well.

It is sometimes said that a linear objective is universal for convex optimization, since any convex optimization problem is readily transformed to one with linear objective. The epigraph form of a convex problem has several practical uses. By assuming the objective of a convex optimization problem is linear, we can simplify theoretical analysis. It can also simplify algorithm development, since an algorithm that solves convex optimization problems with linear objective can, using
the transformation above, solve any convex optimization problem (provided it can handle the constraint \( f_0(x) - t \leq 0 \)).

**Minimizing over some variables**

Minimizing a convex function over some variables preserves convexity. Therefore, if \( f_0 \) in (4.9) is jointly convex in \( x_1 \) and \( x_2 \), and \( f_i, i = 1, \ldots, m_1 \), and \( f_i, i = 1, \ldots, m_2 \), are convex, then the equivalent problem (4.10) is convex.

### 4.2.5 Quasiconvex optimization

Recall that a quasiconvex optimization problem has the standard form

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b,
\end{align*}
\]

where the inequality constraint functions \( f_1, \ldots, f_m \) are convex, and the objective \( f_0 \) is quasiconvex (instead of convex, as in a convex optimization problem). (Quasiconvex constraint functions can be replaced with equivalent convex constraint functions, i.e., constraint functions that are convex and have the same 0-sublevel set, as in §3.4.5.)

In this section we point out some basic differences between convex and quasiconvex optimization problems, and also show how solving a quasiconvex optimization problem can be reduced to solving a sequence of convex optimization problems.

**Locally optimal solutions and optimality conditions**

The most important difference between convex and quasiconvex optimization is that a quasiconvex optimization problem can have locally optimal solutions that are not (globally) optimal. This phenomenon can be seen even in the simple case of unconstrained minimization of a quasiconvex function on \( \mathbb{R} \), such as the one shown in figure 4.3.

Nevertheless, a variation of the optimality condition (4.21) given in §4.2.3 does hold for quasiconvex optimization problems with differentiable objective function. Let \( X \) denote the feasible set for the quasiconvex optimization problem (4.24). It follows from the first-order condition for quasiconvexity (3.20) that \( x \) is optimal if

\[
x \in X, \quad \nabla f_0(x)^T(y - x) > 0 \text{ for all } y \in X \setminus \{x\}.
\]

There are two important differences between this criterion and the analogous one (4.21) for convex optimization:

- The condition (4.25) is only sufficient for optimality; simple examples show that it need not hold for an optimal point. In contrast, the condition (4.21) is necessary and sufficient for \( x \) to solve the convex problem.

- The condition (4.25) requires the gradient of \( f_0 \) to be nonzero, whereas the condition (4.21) does not. Indeed, when \( \nabla f_0(x) = 0 \) in the convex case, the condition (4.21) is satisfied, and \( x \) is optimal.
4.2 Convex optimization

A quasiconvex function \( f \) on \( \mathbb{R} \), with a locally optimal point \( x \) that is not globally optimal. This example shows that the simple optimality condition \( f'(x) = 0 \), valid for convex functions, does not hold for quasiconvex functions.

Quasiconvex optimization via convex feasibility problems

One general approach to quasiconvex optimization relies on the representation of the sublevel sets of a quasiconvex function via a family of convex inequalities, as described in §3.4.5. Let \( \phi_t : \mathbb{R}^n \to \mathbb{R}, t \in \mathbb{R} \), be a family of convex functions that satisfy

\[
f_0(x) \leq t \iff \phi_t(x) \leq 0,
\]

and also, for each \( x \), \( \phi_t(x) \) is a nonincreasing function of \( t \), i.e., \( \phi_s(x) \leq \phi_t(x) \) whenever \( s \geq t \).

Let \( p^* \) denote the optimal value of the quasiconvex optimization problem (4.24). If the feasibility problem

\[
\text{find } x \quad \text{subject to } \phi_t(x) \leq 0, \quad f_i(x) \leq 0, \quad i = 1, \ldots, m
\]

\[
Ax = b
\]

(4.26)

is feasible, then we have \( p^* \leq t \). Conversely, if the problem (4.26) is infeasible, then we can conclude \( p^* \geq t \). The problem (4.26) is a convex feasibility problem, since the inequality constraint functions are all convex, and the equality constraints are linear. Thus, we can check whether the optimal value \( p^* \) of a quasiconvex optimization problem is less than or more than a given value \( t \) by solving the convex feasibility problem (4.26). If the convex feasibility problem is feasible then we have \( p^* \leq t \), and any feasible point \( x \) is feasible for the quasiconvex problem and satisfies \( f_0(x) \leq t \). If the convex feasibility problem is infeasible, then we know that \( p^* \geq t \).

This observation can be used as the basis of a simple algorithm for solving the quasiconvex optimization problem (4.24) using bisection, solving a convex feasibility problem at each step. We assume that the problem is feasible, and start with an interval \([l, u]\) known to contain the optimal value \( p^* \). We then solve the convex feasibility problem at its midpoint \( t = (l + u)/2 \), to determine whether the
optimal value is in the lower or upper half of the interval, and update the interval accordingly. This produces a new interval, which also contains the optimal value, but has half the width of the initial interval. This is repeated until the width of the interval is small enough:

**Algorithm 4.1** Bisection method for quasiconvex optimization.

\[\text{given } l \leq p^*, \ u \geq p^*, \ \text{tolerance } \varepsilon > 0.\]

\[\text{repeat}\]
1. \( t := (l + u)/2. \)
2. Solve the convex feasibility problem (4.26).
3. \( \text{if (4.26) is feasible, } u := t; \ \text{else } l := t. \)
4. \( \text{until } u - l \leq \varepsilon. \)

The interval \([l, u]\) is guaranteed to contain \(p^*, i.e., we have } l \leq p^* \leq u \) at each step. In each iteration the interval is divided in two, i.e., bisected, so the length of the interval after \(k\) iterations is \(2^{-k}(u - l)\), where \(u - l\) is the length of the initial interval. It follows that exactly \(\lceil \log_2((u - l)/\varepsilon) \rceil\) iterations are required before the algorithm terminates. Each step involves solving the convex feasibility problem (4.26).

4.3 Linear optimization problems

When the objective and constraint functions are all affine, the problem is called a **linear program** (LP). A general linear program has the form

\[
\begin{align*}
\text{minimize} & \quad c^T x + d \\
\text{subject to} & \quad Gx \preceq h \\
& \quad Ax = b,
\end{align*}
\]

(4.27)

where \(G \in \mathbb{R}^{m \times n}\) and \(A \in \mathbb{R}^{p \times n}\). Linear programs are, of course, convex optimization problems.

It is common to omit the constant \(d\) in the objective function, since it does not affect the optimal (or feasible) set. Since we can maximize an affine objective \(c^T x + d\), by minimizing \(-c^T x - d\) (which is still convex), we also refer to a maximization problem with affine objective and constraint functions as an LP.

The geometric interpretation of an LP is illustrated in figure 4.4. The feasible set of the LP (4.27) is a polyhedron \(\mathcal{P}\); the problem is to minimize the affine function \(c^T x + d\) (or, equivalently, the linear function \(c^T x\)) over \(\mathcal{P}\).

**Standard and inequality form linear programs**

Two special cases of the LP (4.27) are so widely encountered that they have been given separate names. In a **standard form LP** the only inequalities are componen-
twice nonnegativity constraints \( x \succeq 0 \):

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \succeq 0.
\end{align*}
\] (4.28)

If the LP has no equality constraints, it is called an inequality form LP, usually written as

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b.
\end{align*}
\] (4.29)

**Converting LPs to standard form**

It is sometimes useful to transform a general LP (4.27) to one in standard form (4.28) (for example in order to use an algorithm for standard form LPs). The first step is to introduce slack variables \( s_i \) for the inequalities, which results in

\[
\begin{align*}
\text{minimize} & \quad c^T x + d \\
\text{subject to} & \quad Gx + s = h \\
& \quad Ax = b \\
& \quad s \succeq 0.
\end{align*}
\]

The second step is to express the variable \( x \) as the difference of two nonnegative variables \( x^+ \) and \( x^- \), i.e., \( x = x^+ - x^- \), \( x^+, x^- \succeq 0 \). This yields the problem

\[
\begin{align*}
\text{minimize} & \quad c^T x^+ - c^T x^- + d \\
\text{subject to} & \quad Gx^+ - Gx^- + s = h \\
& \quad Ax^+ - Ax^- = b \\
& \quad x^+ \succeq 0, \quad x^- \succeq 0, \quad s \succeq 0,
\end{align*}
\]
which is an LP in standard form, with variables $x^+, x^-$, and $s$. (For equivalence of this problem and the original one (4.27), see exercise 4.10.)

These techniques for manipulating problems (along with many others we will see in the examples and exercises) can be used to formulate many problems as linear programs. With some abuse of terminology, it is common to refer to a problem that can be formulated as an LP as an LP, even if it does not have the form (4.27).

### 4.3.1 Examples

LPs arise in a vast number of fields and applications; here we give a few typical examples.

**Diet problem**

A healthy diet contains $m$ different nutrients in quantities at least equal to $b_1, \ldots, b_m$. We can compose such a diet by choosing nonnegative quantities $x_1, \ldots, x_n$ of $n$ different foods. One unit quantity of food $j$ contains an amount $a_{ij}$ of nutrient $i$, and has a cost of $c_j$. We want to determine the cheapest diet that satisfies the nutritional requirements. This problem can be formulated as the LP

$$
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \succeq b \\
& \quad x \succeq 0.
\end{align*}
$$

Several variations on this problem can also be formulated as LPs. For example, we can insist on an exact amount of a nutrient in the diet (which gives a linear equality constraint), or we can impose an upper bound on the amount of a nutrient, in addition to the lower bound as above.

**Chebyshev center of a polyhedron**

We consider the problem of finding the largest Euclidean ball that lies in a polyhedron described by linear inequalities,

$$
P = \{ x \in \mathbb{R}^n \mid a_i^T x \leq b_i, \ i = 1, \ldots, m \}.
$$

(The center of the optimal ball is called the *Chebyshev center* of the polyhedron; it is the point deepest inside the polyhedron, i.e., farthest from the boundary; see §8.5.1.) We represent the ball as

$$
B = \{ x_c + u \mid \|u\|_2 \leq r \}.
$$

The variables in the problem are the center $x_c \in \mathbb{R}^n$ and the radius $r$; we wish to maximize $r$ subject to the constraint $B \subseteq P$.

We start by considering the simpler constraint that $B$ lies in one halfspace $a_i^T x \leq b_i$, i.e.,

$$
\|u\|_2 \leq r \implies a_i^T (x_c + u) \leq b_i.
$$

(4.30)

Since

$$
\sup\{a_i^T u \mid \|u\|_2 \leq r\} = r\|a_i\|_2
$$
we can write (4.30) as
\[ a_i^T x_c + r \| a_i \|_2 \leq b_i, \]
which is a linear inequality in \( x_c \) and \( r \). In other words, the constraint that the ball lies in the halfspace determined by the inequality \( a_i^T x \leq b_i \) can be written as a linear inequality.

Therefore \( B \subseteq P \) if and only if \( (4.31) \) holds for all \( i = 1, \ldots, m \). Hence the Chebyshev center can be determined by solving the LP
\[
\text{maximize} \quad r \\
\text{subject to} \quad a_i^T x_c + r \| a_i \|_2 \leq b_i, \quad i = 1, \ldots, m,
\]
with variables \( r \) and \( x_c \). (For more on the Chebyshev center, see §8.5.1.)

Dynamic activity planning

We consider the problem of choosing, or planning, the activity levels of \( n \) activities, or sectors of an economy, over \( N \) time periods. We let \( x_j(t) \geq 0, \quad t = 1, \ldots, N \), denote the activity level of sector \( j \), in period \( t \). The activities both consume and produce products or goods in proportion to their activity levels. The amount of good \( i \) produced per unit of activity \( j \) is given by \( a_{ij} \). Similarly, the amount of good \( i \) consumed per unit of activity \( j \) is \( b_{ij} \). The total amount of goods produced in period \( t \) is given by \( Ax(t) \in \mathbb{R}^m \), and the amount of goods consumed is \( Bx(t) \in \mathbb{R}^m \).

(Although we refer to these products as ‘goods’, they can also include unwanted products such as pollutants.)

The goods consumed in a period cannot exceed those produced in the previous period: we must have \( Bx(t + 1) \preceq Ax(t) \) for \( t = 1, \ldots, N \). A vector \( g_0 \in \mathbb{R}^m \) of initial goods is given, which constrains the first period activity levels: \( Bx(1) \preceq g_0 \).

The (vectors of) excess goods not consumed by the activities are given by
\[
\begin{align*}
s(0) &= g_0 - Bx(1) \\
s(t) &= Ax(t) - Bx(t + 1), \quad t = 1, \ldots, N - 1 \\
s(N) &= Ax(N).
\end{align*}
\]

The objective is to maximize a discounted total value of excess goods:
\[
c^T s(0) + \gamma c^T s(1) + \cdots + \gamma^N c^T s(N),
\]
where \( c \in \mathbb{R}^m \) gives the values of the goods, and \( \gamma > 0 \) is a discount factor. (The value \( c_i \) is negative if the \( i \)th product is unwanted, e.g., a pollutant; \( |c_i| \) is then the cost of disposal per unit.)

Putting it all together we arrive at the LP
\[
\text{maximize} \quad c^T s(0) + \gamma c^T s(1) + \cdots + \gamma^N c^T s(N) \\
\text{subject to} \quad x(t) \succeq 0, \quad t = 1, \ldots, N \\
\quad \quad \quad s(t) \succeq 0, \quad t = 0, \ldots, N \\
\quad \quad \quad s(0) = g_0 - Bx(1) \\
\quad \quad \quad s(t) = Ax(t) - Bx(t + 1), \quad t = 1, \ldots, N - 1 \\
\quad \quad \quad s(N) = Ax(N),
\]
with variables \( x(1), \ldots, x(N), s(0), \ldots, s(N) \). This problem is a standard form LP; the variables \( s(t) \) are the slack variables associated with the constraints \( Bx(t + 1) \preceq Ax(t) \).
Chebyshev inequalities

We consider a probability distribution for a discrete random variable $x$ on a set $\{u_1, \ldots, u_n\} \subseteq \mathbb{R}$ with $n$ elements. We describe the distribution of $x$ by a vector $p \in \mathbb{R}^n$, where

$$p_i = \text{prob}(x = u_i),$$

so $p$ satisfies $p \succeq 0$ and $1^T p = 1$. Conversely, if $p$ satisfies $p \succeq 0$ and $1^T p = 1$, then it defines a probability distribution for $x$. We assume that $u_i$ are known and fixed, but the distribution $p$ is not known.

If $f$ is any function of $x$, then

$$E f = \sum_{i=1}^n p_i f(u_i)$$

is a linear function of $p$. If $S$ is any subset of $\mathbb{R}$, then

$$\text{prob}(x \in S) = \sum_{u_i \in S} p_i$$

is a linear function of $p$.

Although we do not know $p$, we are given prior knowledge of the following form: We know upper and lower bounds on expected values of some functions of $x$, and probabilities of some subsets of $\mathbb{R}$. This prior knowledge can be expressed as linear inequality constraints on $p$,

$$\alpha_i \leq a_i^T p \leq \beta_i, \quad i = 1, \ldots, m.$$

The problem is to give lower and upper bounds on $E f_0(x) = a_0^T p$, where $f_0$ is some function of $x$.

To find a lower bound we solve the LP

$$\begin{align*}
\text{minimize} & \quad a_0^T p \\
\text{subject to} & \quad p \succeq 0, \quad 1^T p = 1 \\
& \quad \alpha_i \leq a_i^T p \leq \beta_i, \quad i = 1, \ldots, m,
\end{align*}$$

with variable $p$. The optimal value of this LP gives the lowest possible value of $E f_0(x)$ for any distribution that is consistent with the prior information. Moreover, the bound is sharp: the optimal solution gives a distribution that is consistent with the prior information and achieves the lower bound. In a similar way, we can find the best upper bound by maximizing $a_0^T p$ subject to the same constraints. (We will consider Chebyshev inequalities in more detail in §7.4.1.)

Piecewise-linear minimization

Consider the (unconstrained) problem of minimizing the piecewise-linear, convex function

$$f(x) = \max_{i=1, \ldots, m} (a_i^T x + b_i).$$

This problem can be transformed to an equivalent LP by first forming the epigraph problem,

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad \max_{i=1, \ldots, m} (a_i^T x + b_i) \leq t,
\end{align*}$$
and then expressing the inequality as a set of $m$ separate inequalities:

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad a_i^T x + b_i \leq t, \quad i = 1, \ldots, m.
\end{align*}$$

This is an LP (in inequality form), with variables $x$ and $t$.

### 4.3.2 Linear-fractional programming

The problem of minimizing a ratio of affine functions over a polyhedron is called a **linear-fractional program**:

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad Gx \preceq h \\
& \quad Ax = b
\end{align*} \tag{4.32}$$

where the objective function is given by

$$f_0(x) = \frac{c^T x + d}{e^T x + f}, \quad \text{dom} \ f_0 = \{x \mid e^T x + f > 0\}.$$  

The objective function is quasiconvex (in fact, quasilinear) so linear-fractional programs are quasiconvex optimization problems.

**Transforming to a linear program**

If the feasible set

$$\{x \mid Gx \preceq h, \ Ax = b, \ e^T x + f > 0\}$$

is nonempty, the linear-fractional program (4.32) can be transformed to an equivalent linear program

$$\begin{align*}
\text{minimize} & \quad c^T y + dz \\
\text{subject to} & \quad Gy - hz \preceq 0 \\
& \quad Ay - bz = 0 \\
& \quad e^T y + fz = 1 \\
& \quad z \geq 0
\end{align*} \tag{4.33}$$

with variables $y$, $z$.

To show the equivalence, we first note that if $x$ is feasible in (4.32) then the pair

$$y = \frac{x}{e^T x + f}, \quad z = \frac{1}{e^T x + f}$$

is feasible in (4.33), with the same objective value $c^T y + dz = f_0(x)$. It follows that the optimal value of (4.32) is greater than or equal to the optimal value of (4.33).

Conversely, if $(y, z)$ is feasible in (4.33), with $z \neq 0$, then $x = y/z$ is feasible in (4.32), with the same objective value $f_0(x) = c^T y + dz$. If $(y, z)$ is feasible in (4.33) with $z = 0$, and $x_0$ is feasible for (4.32), then $x = x_0 + ty$ is feasible in (4.32) for all $t \geq 0$. Moreover, $\lim_{t \to \infty} f_0(x_0 + ty) = c^T y + dz$, so we can find feasible points in (4.32) with objective values arbitrarily close to the objective value of $(y, z)$. We conclude that the optimal value of (4.32) is less than or equal to the optimal value of (4.33).
Generalized linear-fractional programming

A generalization of the linear-fractional program \((4.32)\) is the generalized linear-fractional program in which

\[
f_0(x) = \max_{i=1,\ldots,r} \frac{e_i^T x + d_i}{e_i^T x + f_i}, \quad \text{dom } f_0 = \{x \mid e_i^T x + f_i > 0, \; i = 1, \ldots, r\}.
\]

The objective function is the pointwise maximum of \(r\) quasiconvex functions, and therefore quasiconvex, so this problem is quasiconvex. When \(r = 1\) it reduces to the standard linear-fractional program.

**Example 4.7** Von Neumann growth problem. We consider an economy with \(n\) sectors, and activity levels \(x_i > 0\) in the current period, and activity levels \(x_i^+ > 0\) in the next period. (In this problem we only consider one period.) There are \(m\) goods which are consumed, and also produced, by the activity: An activity level \(x\) consumes goods \(Bx \in \mathbb{R}^m\), and produces goods \(Ax\). The goods consumed in the next period cannot exceed the goods produced in the current period, i.e., \(Bx^+ \preceq Ax\). The growth rate in sector \(i\), over the period, is given by \(x_i^+ / x_i\).

Von Neumann’s growth problem is to find an activity level vector \(x\) that maximizes the minimum growth rate across all sectors of the economy. This problem can be expressed as a generalized linear-fractional problem

\[
\begin{align*}
\text{maximize} & \quad \min_{i=1,\ldots,n} x_i^+ / x_i \\
\text{subject to} & \quad x^+ \succeq 0 \\
& \quad Bx^+ \preceq Ax
\end{align*}
\]

with domain \(\{(x,x^+) \mid x > 0\}\). Note that this problem is homogeneous in \(x\) and \(x^+\), so we can replace the implicit constraint \(x > 0\) by the explicit constraint \(x \succeq 1\).

### 4.4 Quadratic optimization problems

The convex optimization problem \((4.15)\) is called a quadratic program (QP) if the objective function is (convex) quadratic, and the constraint functions are affine. A quadratic program can be expressed in the form

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} x^T P x + q^T x + r \\
\text{subject to} & \quad Gx \leq h \\
& \quad Ax = b,
\end{align*}
\]

where \(P \in \mathbb{S}^n_+\), \(G \in \mathbb{R}^{m \times n}\), and \(A \in \mathbb{R}^{p \times n}\). In a quadratic program, we minimize a convex quadratic function over a polyhedron, as illustrated in figure 4.5.

If the objective in \((4.15)\) as well as the inequality constraint functions are (convex) quadratic, as in

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} x^T P_0 x + q_0^T x + r_0 \\
\text{subject to} & \quad \frac{1}{2} x^T P_i x + q_i^T x + r_i \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b,
\end{align*}
\]

where \(P, G, A, P_i, q_i, r_i \in \mathbb{R}^{n \times n}\). The quadratic program is an iterative algorithm for solving the quadratic program.

**Example 4.8** Quadratic assignment problem. We are given a set of \(n\) facilities and a set of \(n\) locations, and a cost matrix \(C \in \mathbb{R}^{n \times n}\) where \(C_{ij}\) is the cost of assigning facility \(i\) to location \(j\). The problem is to minimize the total cost of assigning facilities to locations. This problem can be expressed as a quadratic program

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} \sum_{j=1}^{n} C_{ij} x_{ij} \\
\text{subject to} & \quad x_{ij} = \begin{cases} 1 & \text{if facility } i \text{ is assigned to location } j \\ 0 & \text{otherwise} \end{cases}, \quad i, j = 1, \ldots, n
\end{align*}
\]
where $P_i \in S^n_+$, $i = 0, 1 \ldots, m$, the problem is called a \textit{quadratically constrained quadratic program} (QCQP). In a QCQP, we minimize a convex quadratic function over a feasible region that is the intersection of ellipsoids (when $P_i \succ 0$).

Quadratic programs include linear programs as a special case, by taking $P = 0$ in (4.34). Quadratically constrained quadratic programs include quadratic programs (and therefore also linear programs) as a special case, by taking $P_i = 0$ in (4.35), for $i = 1, \ldots, m$.

### 4.4.1 Examples

\textbf{Least-squares and regression}

The problem of minimizing the convex quadratic function
\[
\|Ax - b\|_2^2 = x^T A^T Ax - 2b^T Ax + b^T b
\]
is an (unconstrained) QP. It arises in many fields and has many names, \textit{e.g.}, \textit{regression analysis} or \textit{least-squares approximation}. This problem is simple enough to have the well known analytical solution $x = A^b$, where $A^b$ is the pseudo-inverse of $A$ (see §A.5.4).

When linear inequality constraints are added, the problem is called \textit{constrained regression} or \textit{constrained least-squares}, and there is no longer a simple analytical solution. As an example we can consider regression with lower and upper bounds on the variables, \textit{i.e.},

\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|_2^2 \\
\text{subject to} & \quad l_i \leq x_i \leq u_i, \quad i = 1, \ldots, n,
\end{align*}
\]
which is a QP. (We will study least-squares and regression problems in far more depth in chapters 6 and 7.)

**Distance between polyhedra**

The (Euclidean) distance between the polyhedra $\mathcal{P}_1 = \{ x \mid A_1 x \preceq b_1 \}$ and $\mathcal{P}_2 = \{ x \mid A_2 x \preceq b_2 \}$ in $\mathbb{R}^n$ is defined as

$$\text{dist}(\mathcal{P}_1, \mathcal{P}_2) = \inf \{ \| x_1 - x_2 \|_2 \mid x_1 \in \mathcal{P}_1, \ x_2 \in \mathcal{P}_2 \}.$$  

If the polyhedra intersect, the distance is zero.

To find the distance between $\mathcal{P}_1$ and $\mathcal{P}_2$, we can solve the QP

$$\begin{align*}
\text{minimize} & \quad \| x_1 - x_2 \|_2^2 \\
\text{subject to} & \quad A_1 x_1 \preceq b_1, \quad A_2 x_2 \preceq b_2,
\end{align*}$$

with variables $x_1, x_2 \in \mathbb{R}^n$. This problem is infeasible if and only if one of the polyhedra is empty. The optimal value is zero if and only if the polyhedra intersect, in which case the optimal $x_1$ and $x_2$ are equal (and is a point in the intersection $\mathcal{P}_1 \cap \mathcal{P}_2$). Otherwise the optimal $x_1$ and $x_2$ are the points in $\mathcal{P}_1$ and $\mathcal{P}_2$, respectively, that are closest to each other. (We will study geometric problems involving distance in more detail in chapter 8.)

**Bounding variance**

We consider again the Chebyshev inequalities example (page 150), where the variable is an unknown probability distribution given by $p \in \mathbb{R}^n$, about which we have some prior information. The variance of a random variable $f(x)$ is given by

$$\mathbb{E} f^2 - (\mathbb{E} f)^2 = \sum_{i=1}^n f_i^2 p_i - \left( \sum_{i=1}^n f_i p_i \right)^2,$$

(where $f_i = f(u_i)$), which is a concave quadratic function of $p$.

It follows that we can maximize the variance of $f(x)$, subject to the given prior information, by solving the QP

$$\begin{align*}
\text{maximize} & \quad \sum_{i=1}^n f_i^2 p_i - \left( \sum_{i=1}^n f_i p_i \right)^2 \\
\text{subject to} & \quad p \succeq 0, \quad 1^T p = 1, \quad \alpha_i \leq a_i^T p \leq \beta_i, \quad i = 1, \ldots, m.
\end{align*}$$

The optimal value gives the maximum possible variance of $f(x)$, over all distributions that are consistent with the prior information; the optimal $p$ gives a distribution that achieves this maximum variance.

**Linear program with random cost**

We consider an LP,

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad G x \preceq h, \\
& \quad A x = b,
\end{align*}$$

where $c, G, h, A, b$ are given.
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with variable \( x \in \mathbb{R}^n \). We suppose that the cost function (vector) \( c \in \mathbb{R}^n \) is random, with mean value \( \bar{c} \) and covariance \( \mathbf{E}(c - \bar{c})(c - \bar{c})^T = \Sigma \). (We assume for simplicity that the other problem parameters are deterministic.) For a given \( x \in \mathbb{R}^n \), the cost \( c^T x \) is a (scalar) random variable with mean \( \mathbf{E} c^T x = \bar{c}^T x \) and variance

\[
\text{var}(c^T x) = \mathbf{E}(c^T x - \bar{c}^T x)^2 = x^T \Sigma x.
\]

In general there is a trade-off between small expected cost and small cost variance. One way to take variance into account is to minimize a linear combination of the expected value and the variance of the cost, i.e.,

\[
\mathbf{E} c^T x + \gamma \text{var}(c^T x),
\]

which is called the risk-sensitive cost. The parameter \( \gamma \geq 0 \) is called the risk-aversion parameter, since it sets the relative values of cost variance and expected value. (For \( \gamma > 0 \), we are willing to trade off an increase in expected cost for a sufficiently large decrease in cost variance).

To minimize the risk-sensitive cost we solve the QP

\[
\begin{align*}
\text{minimize} & \quad \bar{c}^T x + \gamma x^T \Sigma x \\
\text{subject to} & \quad Gx \preceq h \\
& \quad Ax = b.
\end{align*}
\]

Markowitz portfolio optimization

We consider a classical portfolio problem with \( n \) assets or stocks held over a period of time. We let \( x_i \) denote the amount of asset \( i \) held throughout the period, with \( x_i \) in dollars, at the price at the beginning of the period. A normal long position in asset \( i \) corresponds to \( x_i > 0 \); a short position in asset \( i \) (i.e., the obligation to buy the asset at the end of the period) corresponds to \( x_i < 0 \). We let \( p_i \) denote the relative price change of asset \( i \) over the period, i.e., its change in price over the period divided by its price at the beginning of the period. The overall return on the portfolio is \( r = p^T x \) (given in dollars). The optimization variable is the portfolio vector \( x \in \mathbb{R}^n \).

A wide variety of constraints on the portfolio can be considered. The simplest set of constraints is that \( x_i \geq 0 \) (i.e., no short positions) and \( 1^T x = B \) (i.e., the total budget to be invested is \( B \), which is often taken to be one).

We take a stochastic model for price changes: \( p \in \mathbb{R}^n \) is a random vector, with known mean \( \bar{p} \) and covariance \( \Sigma \). Therefore with portfolio \( x \in \mathbb{R}^n \), the return \( r \) is a (scalar) random variable with mean \( \bar{p}^T x \) and variance \( x^T \Sigma x \). The choice of portfolio \( x \) involves a trade-off between the mean of the return, and its variance.

The classical portfolio optimization problem, introduced by Markowitz, is the QP

\[
\begin{align*}
\text{minimize} & \quad x^T \Sigma x \\
\text{subject to} & \quad \bar{p}^T x \geq r_{\min} \\
& \quad 1^T x = 1, \quad x \geq 0,
\end{align*}
\]

where \( x \), the portfolio, is the variable. Here we find the portfolio that minimizes the return variance (which is associated with the risk of the portfolio) subject to
achieving a minimum acceptable mean return \( r_{\text{min}} \), and satisfying the portfolio budget and no-shorting constraints.

Many extensions are possible. One standard extension, for example, is to allow short positions, i.e., \( x_i < 0 \). To do this we introduce variables \( x_{\text{long}} \) and \( x_{\text{short}} \), with

\[
x_{\text{long}} \geq 0, \quad x_{\text{short}} \geq 0, \quad x = x_{\text{long}} - x_{\text{short}}, \quad 1^T x_{\text{short}} \leq \eta 1^T x_{\text{long}}.
\]

The last constraint limits the total short position at the beginning of the period to some fraction \( \eta \) of the total long position at the beginning of the period.

As another extension we can include linear transaction costs in the portfolio optimization problem. Starting from a given initial portfolio \( x_{\text{init}} \) we buy and sell assets to achieve the portfolio \( x \), which we then hold over the period as described above. We are charged a transaction fee for buying and selling assets, which is proportional to the amount bought or sold. To handle this, we introduce variables \( u_{\text{buy}} \) and \( u_{\text{sell}} \), which determine the amount of each asset we buy and sell before the holding period. We have the constraints

\[
x = x_{\text{init}} + u_{\text{buy}} - u_{\text{sell}}, \quad u_{\text{buy}} \geq 0, \quad u_{\text{sell}} \geq 0.
\]

We replace the simple budget constraint \( 1^T x = 1 \) with the condition that the initial buying and selling, including transaction fees, involves zero net cash:

\[
(1 - f_{\text{sell}})1^T u_{\text{sell}} = (1 + f_{\text{buy}})1^T u_{\text{buy}}
\]

Here the lefthand side is the total proceeds from selling assets, less the selling transaction fee, and the righthand side is the total cost, including transaction fee, of buying assets. The constants \( f_{\text{buy}} \geq 0 \) and \( f_{\text{sell}} \geq 0 \) are the transaction fee rates for buying and selling (assumed the same across assets, for simplicity).

The problem of minimizing return variance, subject to a minimum mean return, and the budget and trading constraints, is a QP with variables \( x, u_{\text{buy}}, u_{\text{sell}} \).

### 4.4.2 Second-order cone programming

A problem that is closely related to quadratic programming is the second-order cone program (SOCP):

\[
\begin{align*}
\text{minimize} & \quad f^T x \\
\text{subject to} & \quad \|A_i x + b_i\|_2 \leq c_i^T x + d_i, \quad i = 1, \ldots, m \\
& \quad F x = g,
\end{align*}
\]

where \( x \in \mathbb{R}^n \) is the optimization variable, \( A_i \in \mathbb{R}^{n_i \times n} \), and \( F \in \mathbb{R}^{p \times n} \). We call a constraint of the form

\[
\|Ax + b\|_2 \leq c^T x + d,
\]

where \( A \in \mathbb{R}^{k \times n} \), a second-order cone constraint, since it is the same as requiring the affine function \( (Ax + b, c^T x + d) \) to lie in the second-order cone in \( \mathbb{R}^{k+1} \).

When \( c_i = 0, i = 1, \ldots, m \), the SOCP (4.36) is equivalent to a QCQP (which is obtained by squaring each of the constraints). Similarly, if \( A_i = 0, i = 1, \ldots, m \), then the SOCP (4.36) reduces to a (general) LP. Second-order cone programs are, however, more general than QCQPs (and of course, LPs).
Robust linear programming

We consider a linear program in inequality form,

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad a_i^T x \leq b_i, \quad i = 1, \ldots, m,
\end{align*}
\]

in which there is some uncertainty or variation in the parameters \(c, a_i, b_i\). To simplify the exposition we assume that \(c\) and \(b_i\) are fixed, and that \(a_i\) are known to lie in given ellipsoids:

\[
a_i \in \mathcal{E}_i = \{a_i + P_i u \mid \|u\|_2 \leq 1\},
\]

where \(P_i \in \mathbb{R}^{n \times n}\). (If \(P_i\) is singular we obtain ‘flat’ ellipsoids, of dimension \(\text{rank} P_i\); \(P_i = 0\) means that \(a_i\) is known perfectly.)

We will require that the constraints be satisfied for all possible values of the parameters \(a_i\), which leads us to the robust linear program

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad a_i^T x \leq b_i \quad \text{for all} \quad a_i \in \mathcal{E}_i, \quad i = 1, \ldots, m.
\end{align*}
\]

The robust linear constraint, \(a_i^T x \leq b_i\) for all \(a_i \in \mathcal{E}_i\), can be expressed as

\[
\sup\{a_i^T x \mid a_i \in \mathcal{E}_i\} \leq b_i,
\]

the lefthand side of which can be expressed as

\[
\sup\{a_i^T x \mid a_i \in \mathcal{E}_i\} = \sup\{\pi_i^T x + u^T P_i^T x \mid \|u\|_2 \leq 1\} = \pi_i^T x + \|P_i^T x\|_2.
\]

Thus, the robust linear constraint can be expressed as

\[
\pi_i^T x + \|P_i^T x\|_2 \leq b_i,
\]

which is evidently a second-order cone constraint. Hence the robust LP (4.37) can be expressed as the SOCP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \pi_i^T x + \|P_i^T x\|_2 \leq b_i, \quad i = 1, \ldots, m.
\end{align*}
\]

Note that the additional norm terms act as regularization terms; they prevent \(x\) from being large in directions with considerable uncertainty in the parameters \(a_i\).

Linear programming with random constraints

The robust LP described above can also be considered in a statistical framework. Here we suppose that the parameters \(a_i\) are independent Gaussian random vectors, with mean \(\pi_i\) and covariance \(\Sigma_i\). We require that each constraint \(a_i^T x \leq b_i\) should hold with a probability (or confidence) exceeding \(\eta\), where \(\eta \geq 0.5\), i.e.,

\[
\text{prob}(a_i^T x \leq b_i) \geq \eta.
\]
We will show that this probability constraint can be expressed as a second-order cone constraint.

Letting \( u = a_i^T x \), with \( \sigma^2 \) denoting its variance, this constraint can be written as

\[
\text{prob} \left( \frac{u - \Pi}{\sigma} \leq \frac{b_i - \Pi}{\sigma} \right) \geq \eta.
\]

Since \( (u - \Pi)/\sigma \) is a zero mean unit variance Gaussian variable, the probability above is simply \( \Phi((b_i - \Pi)/\sigma) \), where

\[
\Phi(z) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z} e^{-t^2/2} \, dt
\]

is the cumulative distribution function of a zero mean unit variance Gaussian random variable. Thus the probability constraint (4.38) can be expressed as

\[
\frac{b_i - \Pi}{\sigma} \geq \Phi^{-1}(\eta),
\]

or, equivalently,

\[
\Pi + \Phi^{-1}(\eta)\sigma \leq b_i.
\]

From \( \Pi = \pi_i^T x \) and \( \sigma = (x^T \Sigma x)^{1/2} \) we obtain

\[
\pi_i^T x + \Phi^{-1}(\eta)\|\Sigma x\|_2 \leq b_i.
\]

By our assumption that \( \eta \geq 1/2 \), we have \( \Phi^{-1}(\eta) \geq 0 \), so this constraint is a second-order cone constraint.

In summary, the problem

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \text{prob}(a_i^T x \leq b_i) \geq \eta, \quad i = 1, \ldots, m
\end{align*}
\]

can be expressed as the SOCP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \Pi_i^T x + \Phi^{-1}(\eta)\|\Sigma x\|_2 \leq b_i, \quad i = 1, \ldots, m.
\end{align*}
\]

(We will consider robust convex optimization problems in more depth in chapter 6. See also exercises 4.13, 4.28, and 4.59.)

\[\textbf{Example 4.8} \quad \text{Portfolio optimization with loss risk constraints.} \]

We consider again the classical Markowitz portfolio problem described above (page 155). We assume here that the price change vector \( p \in \mathbb{R}^n \) is a Gaussian random variable, with mean \( \mu \) and covariance \( \Sigma \). Therefore the return \( r \) is a Gaussian random variable with mean \( \pi = \mu^T x \) and variance \( \sigma_r^2 = x^T \Sigma x \).

Consider a loss risk constraint of the form

\[
\text{prob}(r \leq \alpha) \leq \beta, \quad (4.39)
\]

where \( \alpha \) is a given unwanted return level (e.g., a large loss) and \( \beta \) is a given maximum probability.
As in the stochastic interpretation of the robust LP given above, we can express this constraint using the cumulative distribution function \( \Phi \) of a unit Gaussian random variable. The inequality (4.39) is equivalent to

\[
\bar{p}^T x + \Phi^{-1}(\beta) \|\Sigma^{1/2} x\|_2 \geq \alpha.
\]

Provided \( \beta \leq 1/2 \) (i.e., \( \Phi^{-1}(\beta) \leq 0 \)), this loss risk constraint is a second-order cone constraint. (If \( \beta > 1/2 \), the loss risk constraint becomes nonconvex in \( x \).)

The problem of maximizing the expected return subject to a bound on the loss risk (with \( \beta \leq 1/2 \)), can therefore be cast as an SOCP with one second-order cone constraint:

\[
\begin{align*}
\text{maximize} & \quad \bar{p}^T x \\
\text{subject to} & \quad \bar{p}^T x + \Phi^{-1}(\beta) \|\Sigma^{1/2} x\|_2 \geq \alpha \\
& \quad x \succeq 0, \quad 1^T x = 1.
\end{align*}
\]

There are many extensions of this problem. For example, we can impose several loss risk constraints, i.e.,

\[
\text{prob}(r \leq \alpha_i) \leq \beta_i, \quad i = 1, \ldots, k,
\]

(where \( \beta_i \leq 1/2 \)), which expresses the risks \( \beta_i \) we are willing to accept for various levels of loss \( \alpha_i \).

### Minimal surface

Consider a differentiable function \( f : \mathbb{R}^2 \to \mathbb{R} \) with \( \text{dom} f = C \). The surface area of its graph is given by

\[
A = \int_C \sqrt{1 + \|\nabla f(x)\|_2^2} \, dx = \int_C \|\nabla f(x), 1\|_2 \, dx,
\]

which is a convex functional of \( f \). The minimal surface problem is to find the function \( f \) that minimizes \( A \) subject to some constraints, for example, some given values of \( f \) on the boundary of \( C \).

We will approximate this problem by discretizing the function \( f \). Let \( C = [0, 1] \times [0, 1] \), and let \( f_{ij} \) denote the value of \( f \) at the point \( (i/K, j/K) \), for \( i, j = 0, \ldots, K \). An approximate expression for the gradient of \( f \) at the point \( x = (i/K, j/K) \) can be found using forward differences:

\[
\nabla f(x) \approx K \begin{bmatrix} f_{i+1,j} - f_{i,j} \\ f_{i,j+1} - f_{i,j} \end{bmatrix}.
\]

Substituting this into the expression for the area of the graph, and approximating the integral as a sum, we obtain an approximation for the area of the graph:

\[
A \approx A_{\text{disc}} = \frac{1}{K^2} \sum_{i,j=0}^{K-1} \left\| \begin{bmatrix} K (f_{i+1,j} - f_{i,j}) \\ K (f_{i,j+1} - f_{i,j}) \\ 1 \end{bmatrix} \right\|_2
\]

The discretized area approximation \( A_{\text{disc}} \) is a convex function of \( f_{ij} \).

We can consider a wide variety of constraints on \( f_{ij} \), such as equality or inequality constraints on any of its entries (for example, on the boundary values), or
on its moments. As an example, we consider the problem of finding the minimal area
surface with fixed boundary values on the left and right edges of the square:

\[
\begin{align*}
\text{minimize} & \quad A_{\text{disc}} \\
\text{subject to} & \quad f_{0j} = l_j, \quad j = 0, \ldots, K \\
& \quad f_{Kj} = r_j, \quad j = 0, \ldots, K
\end{align*}
\] (4.40)

where \( f_{ij}, \ i, j = 0, \ldots, K, \) are the variables, and \( l_j, r_j \) are the given boundary values on the left and right sides of the square.

We can transform the problem (4.40) into an SOCP by introducing new variables \( t_{ij}, \ i, j = 0, \ldots, K - 1: \)

\[
\begin{align*}
\text{minimize} & \quad (1/K^2) \sum_{i,j=0}^{K-1} t_{ij} \\
\text{subject to} & \quad \left[ \begin{array}{c}
K(f_{i+1,j} - f_{i,j}) \\
K(f_{i,j+1} - f_{i,j}) \\
1
\end{array} \right] \leq t_{ij}, \quad i, j = 0, \ldots, K - 1 \\
& \quad f_{0j} = l_j, \quad j = 0, \ldots, K \\
& \quad f_{Kj} = r_j, \quad j = 0, \ldots, K.
\end{align*}
\]

4.5 Geometric programming

In this section we describe a family of optimization problems that are not convex in their natural form. These problems can, however, be transformed to convex optimization problems, by a change of variables and a transformation of the objective and constraint functions.

4.5.1 Monomials and posynomials

A function \( f : \mathbb{R}^n \to \mathbb{R} \) with \( \text{dom} f = \mathbb{R}^n_++ \), defined as

\[
f(x) = c x_1^{a_1} x_2^{a_2} \cdots x_n^{a_n},
\]

where \( c > 0 \) and \( a_i \in \mathbb{R} \), is called a monomial function, or simply, a monomial. The exponents \( a_i \) of a monomial can be any real numbers, including fractional or negative, but the coefficient \( c \) can only be positive. (The term ‘monomial’ conflicts with the standard definition from algebra, in which the exponents must be non-negative integers, but this should not cause any confusion.) A sum of monomials, i.e., a function of the form

\[
f(x) = \sum_{k=1}^K c_k x_1^{a_{1k}} x_2^{a_{2k}} \cdots x_n^{a_{nk}},
\]

where \( c_k > 0 \), is called a posynomial function (with \( K \) terms), or simply, a posynomial.
Posynomials are closed under addition, multiplication, and nonnegative scaling. Monomials are closed under multiplication and division. If a posynomial is multiplied by a monomial, the result is a posynomial; similarly, a posynomial can be divided by a monomial, with the result a posynomial.

4.5.2 Geometric programming

An optimization problem of the form

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 1, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 1, \quad i = 1, \ldots, p
\end{align*}$$

(4.43)

where $f_0, \ldots, f_m$ are posynomials and $h_1, \ldots, h_p$ are monomials, is called a geometric program (GP). The domain of this problem is $D = \mathbb{R}^n_+$. The constraint $x \succ 0$ is implicit.

Extensions of geometric programming

Several extensions are readily handled. If $f$ is a posynomial and $h$ is a monomial, then the constraint $f(x) \leq h(x)$ can be handled by expressing it as $f(x)/h(x) \leq 1$ (since $f/h$ is posynomial). This includes as a special case a constraint of the form $f(x) \leq a$, where $f$ is posynomial and $a > 0$. In a similar way if $h_1$ and $h_2$ are both nonzero monomial functions, then we can handle the equality constraint $h_1(x) = h_2(x)$ by expressing it as $h_1(x)/h_2(x) = 1$ (since $h_1/h_2$ is monomial). We can maximize a nonzero monomial objective function, by minimizing its inverse (which is also a monomial).

For example, consider the problem

$$\begin{align*}
\text{maximize} & \quad x/y \\
\text{subject to} & \quad 2 \leq x \leq 3 \\
& \quad x^2 + 3y/z \leq \sqrt{y} \\
& \quad x/y = z^2
\end{align*}$$

with variables $x, y, z \in \mathbb{R}$ (and the implicit constraint $x, y, z > 0$). Using the simple transformations described above, we obtain the equivalent standard form GP

$$\begin{align*}
\text{minimize} & \quad x^{-1}y \\
\text{subject to} & \quad 2x^{-1} \leq 1, \quad (1/3)x \leq 1 \\
& \quad x^2y^{-1/2} + 3y^{1/2}z^{-1} \leq 1 \\
& \quad xy^{-1}z^{-2} = 1
\end{align*}$$

We will refer to a problem like this one, that is easily transformed to an equivalent GP in the standard form (4.43), also as a GP. (In the same way that we refer to a problem easily transformed to an LP as an LP.)
4.5.3 Geometric program in convex form

Geometric programs are not (in general) convex optimization problems, but they can be transformed to convex problems by a change of variables and a transformation of the objective and constraint functions.

We will use the variables defined as \( y_i = \log x_i \), so \( x_i = e^{y_i} \). If \( f \) is the monomial function of \( x \) given in (4.41), i.e.,

\[
f(x) = cx_1^{a_1}x_2^{a_2} \cdots x_n^{a_n},
\]
then

\[
f(x) = f(e^{y_1}, \ldots, e^{y_n}) = c(e^{y_1})^{a_1} \cdots (e^{y_n})^{a_n} = e^{a^T y + b},
\]
where \( b = \log c \). The change of variables \( y_i = \log x_i \) turns a monomial function into the exponential of an affine function.

Similarly, if \( f \) is the posynomial given by (4.42), i.e.,

\[
f(x) = \sum_{k=1}^{K} c_k x_{1}^{a_{1k}}x_{2}^{a_{2k}} \cdots x_{n}^{a_{nk}},
\]
then

\[
f(x) = \sum_{k=1}^{K} e^{a_{k}^T y + b_k},
\]
where \( a_k = (a_{1k}, \ldots, a_{nk}) \) and \( b_k = \log c_k \). After the change of variables, a posynomial becomes a sum of exponentials of affine functions.

The geometric program (4.43) can be expressed in terms of the new variable \( y \) as

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=1}^{K_0} e^{a_{0k}^T y + b_{0k}} \\
\text{subject to} & \quad \sum_{k=1}^{K_i} e^{a_{ik}^T y + b_{ik}} \leq 1, \quad i = 1, \ldots, m \\
& \quad e^{a_{i}^T y + h_{i}} = 1, \quad i = 1, \ldots, p,
\end{align*}
\]
where \( a_{ik} \in \mathbb{R}^n, i = 0, \ldots, m \), contain the exponents of the posynomial inequality constraints, and \( g_i \in \mathbb{R}^n, i = 1, \ldots, p \), contain the exponents of the monomial equality constraints of the original geometric program.

Now we transform the objective and constraint functions, by taking the logarithm. This results in the problem

\[
\begin{align*}
\text{minimize} & \quad \tilde{f}_0(y) = \log \left( \sum_{k=1}^{K_0} e^{a_{0k}^T y + b_{0k}} \right) \\
\text{subject to} & \quad \tilde{f}_i(y) = \log \left( \sum_{k=1}^{K_i} e^{a_{ik}^T y + b_{ik}} \right) \leq 0, \quad i = 1, \ldots, m \\
& \quad \tilde{h}_i(y) = g_i^T y + h_i = 0, \quad i = 1, \ldots, p.
\end{align*}
\]

Since the functions \( \tilde{f}_i \) are convex, and \( \tilde{h}_i \) are affine, this problem is a convex optimization problem. We refer to it as a geometric program in convex form. To
distinguish it from the original geometric program, we refer to (4.43) as a geometric program in posynomial form.

Note that the transformation between the posynomial form geometric program (4.43) and the convex form geometric program (4.44) does not involve any computation; the problem data for the two problems are the same. It simply changes the form of the objective and constraint functions.

If the posynomial objective and constraint functions all have only one term, i.e., are monomials, then the convex form geometric program (4.44) reduces to a (general) linear program. We can therefore consider geometric programming to be a generalization, or extension, of linear programming.

4.5.4 Examples

**Frobenius norm diagonal scaling**

Consider a matrix $M \in \mathbb{R}^{n \times n}$, and the associated linear function that maps $u$ into $y = Mu$. Suppose we scale the coordinates, i.e., change variables to $\tilde{u} = Du$, $\tilde{y} = Dy$, where $D$ is diagonal, with $D_{ii} > 0$. In the new coordinates the linear function is given by $\tilde{y} = DMD^{-1}\tilde{u}$.

Now suppose we want to choose the scaling in such a way that the resulting matrix, $DMD^{-1}$, is small. We will use the Frobenius norm (squared) to measure the size of the matrix:

$$
\|DMD^{-1}\|_F^2 = \operatorname{tr} \left( (DMD^{-1})^T (DMD^{-1}) \right) \\
= \sum_{i,j=1}^{n} (DMD^{-1})_{ij}^2 \\
= \sum_{i,j=1}^{n} M_{ii}^2 d_i^2 / d_j^2,
$$

where $D = \operatorname{diag}(d)$. Since this is a posynomial in $d$, the problem of choosing the scaling $d$ to minimize the Frobenius norm is an unconstrained geometric program,

$$
\text{minimize} \sum_{i,j=1}^{n} M_{ij}^2 d_i^2 / d_j^2,
$$

with variable $d$. The only exponents in this geometric program are 0, 2, and $-2$.

**Design of a cantilever beam**

We consider the design of a cantilever beam, which consists of $N$ segments, numbered from right to left as $1, \ldots, N$, as shown in figure 4.6. Each segment has unit length and a uniform rectangular cross-section with width $w_i$ and height $h_i$. A vertical load (force) $F$ is applied at the right end of the beam. This load causes the beam to deflect (downward), and induces stress in each segment of the beam. We assume that the deflections are small, and that the material is linearly elastic, with Young’s modulus $E$. 

The design variables in the problem are the widths $w_i$ and heights $h_i$ of the $N$ segments. We seek to minimize the total volume of the beam (which is proportional to its weight),

$$w_1h_1 + \cdots + w_Nh_N,$$

subject to some design constraints. We impose upper and lower bounds on width and height of the segments,

$$w_{\text{min}} \leq w_i \leq w_{\text{max}}, \quad h_{\text{min}} \leq h_i \leq h_{\text{max}}, \quad i = 1, \ldots, N,$$

as well as the aspect ratios,

$$S_{\text{min}} \leq h_i/w_i \leq S_{\text{max}}.$$

In addition, we have a limit on the maximum allowable stress in the material, and on the vertical deflection at the end of the beam.

We first consider the maximum stress constraint. The maximum stress in segment $i$, which we denote $\sigma_i$, is given by $\sigma_i = 6iF/(w_ih_i^2)$. We impose the constraints

$$\frac{6iF}{w_ih_i^2} \leq \sigma_{\text{max}}, \quad i = 1, \ldots, N,$$

to ensure that the stress does not exceed the maximum allowable value $\sigma_{\text{max}}$ anywhere in the beam.

The last constraint is a limit on the vertical deflection at the end of the beam, which we will denote $y_1$:

$$y_1 \leq y_{\text{max}}.$$

The deflection $y_1$ can be found by a recursion that involves the deflection and slope of the beam segments:

$$v_i = 12(i - 1/2)\frac{F}{Ew_ih_i^3} + v_{i+1}, \quad y_i = 6(i - 1/3)\frac{F}{Ew_ih_i^3} + v_{i+1} + y_{i+1}, \quad (4.45)$$

for $i = N, N - 1, \ldots, 1$, with starting values $v_{N+1} = y_{N+1} = 0$. In this recursion, $y_i$ is the deflection at the right end of segment $i$, and $v_i$ is the slope at that point.

We can use the recursion (4.45) to show that these deflection and slope quantities
are in fact posynomial functions of the variables $w$ and $h$. We first note that $v_{N+1}$ and $y_{N+1}$ are zero, and therefore posynomials. Now assume that $v_{i+1}$ and $y_{i+1}$ are posynomial functions of $w$ and $h$. The lefthand equation in (4.45) shows that $v_i$ is the sum of a monomial and a posynomial (i.e., $v_{i+1}$), and therefore is a posynomial. From the righthand equation in (4.45), we see that the deflection $y_i$ is the sum of a monomial and two posynomials ($v_{i+1}$ and $y_{i+1}$), and so is a posynomial. In particular, the deflection at the end of the beam, $y_1$, is a posynomial.

The problem is then

\[
\text{minimize } \sum_{i=1}^{N} w_i h_i \\
\text{subject to } \\
w_{\min} \leq w_i \leq w_{\max}, \quad i = 1, \ldots, N \\
h_{\min} \leq h_i \leq h_{\max}, \quad i = 1, \ldots, N \\
S_{\min} \leq h_i/w_i \leq S_{\max}, \quad i = 1, \ldots, N \\
6iF/(w_i h_i^2) \leq \sigma_{\max}, \quad i = 1, \ldots, N \\
y_1 \leq y_{\max},
\]  

(4.46)

with variables $w$ and $h$. This is a GP, since the objective is a posynomial, and the constraints can all be expressed as posynomial inequalities. (In fact, the constraints can be all be expressed as monomial inequalities, with the exception of the deflection limit, which is a complicated posynomial inequality.)

When the number of segments $N$ is large, the number of monomial terms appearing in the posynomial $y_1$ grows approximately as $N^2$. Another formulation of this problem, explored in exercise 4.31, is obtained by introducing $v_1, \ldots, v_N$ and $y_1, \ldots, y_N$ as variables, and including a modified version of the recursion as a set of constraints. This formulation avoids this growth in the number of monomial terms.

**Minimizing spectral radius via Perron-Frobenius theory**

Suppose the matrix $A \in \mathbb{R}^{n \times n}$ is elementwise nonnegative, i.e., $A_{ij} \geq 0$ for $i, j = 1, \ldots, n$, and irreducible, which means that the matrix $(I + A)^{n-1}$ is elementwise positive. The Perron-Frobenius theorem states that $A$ has a positive real eigenvalue $\lambda_{pf}$ equal to its spectral radius, i.e., the largest magnitude of its eigenvalues. The Perron-Frobenius eigenvalue $\lambda_{pf}$ determines the asymptotic rate of growth or decay of $A^k$, as $k \to \infty$: in fact, the matrix $((1/\lambda_{pf})A)^k$ converges. Roughly speaking, this means that as $k \to \infty$, $A^k$ grows like $\lambda_{pf}^k$, if $\lambda_{pf} > 1$, or decays like $\lambda_{pf}^k$, if $\lambda_{pf} < 1$.

A basic result in the theory of nonnegative matrices states that the Perron-Frobenius eigenvalue is given by

\[\lambda_{pf} = \inf \{ \lambda \mid Av \preceq \lambda v \text{ for some } v \succ 0 \}\]

(and moreover, that the infimum is achieved). The inequality $Av \preceq \lambda v$ can be expressed as

\[\sum_{j=1}^{n} A_{ij} v_j / (\lambda v_i) \leq 1, \quad i = 1, \ldots, n, \quad (4.47)\]

which is a set of posynomial inequalities in the variables $A_{ij}$, $v_i$, and $\lambda$. Thus, the condition that $\lambda_{pf} \leq \lambda$ can be expressed as a set of posynomial inequalities.
in $A$, $v$, and $\lambda$. This allows us to solve some optimization problems involving the Perron-Frobenius eigenvalue using geometric programming.

Suppose that the entries of the matrix $A$ are posynomial functions of some underlying variable $x \in \mathbb{R}^k$. In this case the inequalities (4.47) are posynomial inequalities in the variables $x \in \mathbb{R}^k$, $v \in \mathbb{R}^n$, and $\lambda \in \mathbb{R}$. We consider the problem of choosing $x$ to minimize the Perron-Frobenius eigenvalue (or spectral radius) of $A$, possibly subject to posynomial inequalities on $x$,

$$\min \lambda_{pf}(A(x))$$
$$\text{subject to} \quad f_i(x) \leq 1, \quad i = 1, \ldots, p,$$

where $f_i$ are posynomials. Using the characterization above, we can express this problem as the GP

$$\min \lambda$$
$$\text{subject to} \quad \sum_{j=1}^n A_{ij} v_j / (\lambda v_i) \leq 1, \quad i = 1, \ldots, n$$
$$f_i(x) \leq 1, \quad i = 1, \ldots, p,$$

where the variables are $x$, $v$, and $\lambda$.

As a specific example, we consider a simple model for the population dynamics for a bacterium, with time or period denoted by $t = 0, 1, 2, \ldots$, in hours. The vector $p(t) \in \mathbb{R}^4_+$ characterizes the population age distribution at period $t$: $p_1(t)$ is the total population between 0 and 1 hours old; $p_2(t)$ is the total population between 1 and 2 hours old; and so on. We (arbitrarily) assume that no bacteria live more than 4 hours. The population propagates in time as $p(t+1) = Ap(t)$, where

$$A = \begin{bmatrix}
b_1 & b_2 & b_3 & b_4 \\
s_1 & 0 & 0 & 0 \\
0 & s_2 & 0 & 0 \\
0 & 0 & s_3 & 0
\end{bmatrix}.$$ 

Here $b_i$ is the birth rate among bacteria in age group $i$, and $s_i$ is the survival rate from age group $i$ into age group $i+1$. We assume that $b_i > 0$ and $0 < s_i < 1$, which implies that the matrix $A$ is irreducible.

The Perron-Frobenius eigenvalue of $A$ determines the asymptotic growth or decay rate of the population. If $\lambda_{pf} < 1$, the population converges to zero like $\lambda_{pf}^t$, and so has a half-life of $-1 / \log_2 \lambda_{pf}$ hours. If $\lambda_{pf} > 1$ the population grows geometrically like $\lambda_{pf}^t$, with a doubling time of $1 / \log_2 \lambda_{pf}$ hours. Minimizing the spectral radius of $A$ corresponds to finding the fastest decay rate, or slowest growth rate, for the population.

As our underlying variables, on which the matrix $A$ depends, we take $c_1$ and $c_2$, the concentrations of two chemicals in the environment that affect the birth and survival rates of the bacteria. We model the birth and survival rates as monomial functions of the two concentrations:

$$b_i = b_i^{\text{nom}}(c_1/c_1^{\text{nom}})^{\alpha_i}(c_2/c_2^{\text{nom}})^{\beta_i}, \quad i = 1, \ldots, 4$$
$$s_i = s_i^{\text{nom}}(c_1/c_1^{\text{nom}})^{\gamma_i}(c_2/c_2^{\text{nom}})^{\delta_i}, \quad i = 1, \ldots, 3.$$ 

Here, $b_i^{\text{nom}}$ is nominal birth rate, $s_i^{\text{nom}}$ is nominal survival rate, and $c_i^{\text{nom}}$ is nominal concentration of chemical $i$. The constants $\alpha_i$, $\beta_i$, $\gamma_i$, and $\delta_i$ give the effect on the
birth and survival rates due to changes in the concentrations of the chemicals away from the nominal values. For example $\alpha_2 = -0.3$ and $\gamma_1 = 0.5$ means that an increase in concentration of chemical 1, over the nominal concentration, causes a decrease in the birth rate of bacteria that are between 1 and 2 hours old, and an increase in the survival rate of bacteria from 0 to 1 hours old.

We assume that the concentrations $c_1$ and $c_2$ can be independently increased or decreased (say, within a factor of 2), by administering drugs, and pose the problem of finding the drug mix that maximizes the population decay rate (i.e., minimizes $\lambda_{pf}(A)$). Using the approach described above, this problem can be posed as the GP

$$\begin{align*}
\text{minimize} & \quad \lambda \\
\text{subject to} & \quad b_1 v_1 + b_2 v_2 + b_3 v_3 + b_4 v_4 \leq \lambda v_1 \\
& \quad s_1 v_1 \leq \lambda v_2 \\
& \quad s_2 v_2 \leq \lambda v_3 \\
& \quad s_3 v_3 \leq \lambda v_4 \\
& \quad 1/2 \leq c_i / c_i^{\text{nom}} \leq 2, \quad i = 1, 2 \\
& \quad b_i = b_i^{\text{nom}} (c_1 / c_1^{\text{nom}})^{\alpha_i} (c_2 / c_2^{\text{nom}})^{\beta_i}, \quad i = 1, \ldots, 4 \\
& \quad s_i = s_i^{\text{nom}} (c_1 / c_1^{\text{nom}})^{\gamma_i} (c_2 / c_2^{\text{nom}})^{\delta_i}, \quad i = 1, \ldots, 3,
\end{align*}$$

with variables $b_i$, $s_i$, $c_i$, $v_i$, and $\lambda$.

### 4.6 Generalized inequality constraints

One very useful generalization of the standard form convex optimization problem (4.15) is obtained by allowing the inequality constraint functions to be vector valued, and using generalized inequalities in the constraints:

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \preceq K_i 0, \quad i = 1, \ldots, m \\
& \quad Ax = b,
\end{align*}$$

(4.48)

where $f_0: \mathbb{R}^n \to \mathbb{R}$, $K_i \subseteq \mathbb{R}^k_i$ are proper cones, and $f_i: \mathbb{R}^n \to \mathbb{R}^{k_i}$ are $K_i$-convex. We refer to this problem as a (standard form) convex optimization problem with generalized inequality constraints. Problem (4.15) is a special case with $K_i = \mathbb{R}_+$, $i = 1, \ldots, m$.

Many of the results for ordinary convex optimization problems hold for problems with generalized inequalities. Some examples are:

- The feasible set, any sublevel set, and the optimal set are convex.
- Any point that is locally optimal for the problem (4.48) is globally optimal.
- The optimality condition for differentiable $f_0$, given in §4.2.3, holds without any change.

We will also see (in chapter 11) that convex optimization problems with generalized inequality constraints can often be solved as easily as ordinary convex optimization problems.
4.6.1 Conic form problems

Among the simplest convex optimization problems with generalized inequalities are the conic form problems (or cone programs), which have a linear objective and one inequality constraint function, which is affine (and therefore $K$-convex):

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Fx + g \preceq_K 0 \\
& \quad Ax = b.
\end{align*}
\]

(4.49)

When $K$ is the nonnegative orthant, the conic form problem reduces to a linear program. We can view conic form problems as a generalization of linear programs in which componentwise inequality is replaced with a generalized linear inequality.

Continuing the analogy to linear programming, we refer to the conic form problem

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad x \succeq_K 0 \\
& \quad Ax = b
\end{align*}
\]

as a conic form problem in standard form. Similarly, the problem

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Fx + g \preceq_K 0
\end{align*}
\]

is called a conic form problem in inequality form.

4.6.2 Semidefinite programming

When $K$ is $S^k_+$, the cone of positive semidefinite $k \times k$ matrices, the associated conic form problem is called a semidefinite program (SDP), and has the form

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad x_1 F_1 + \cdots + x_n F_n + G \preceq 0 \\
& \quad Ax = b
\end{align*}
\]

(4.50)

where $G, F_1, \ldots, F_n \in S^k$, and $A \in \mathbb{R}^{p \times n}$. The inequality here is a linear matrix inequality (see example 2.10).

If the matrices $G, F_1, \ldots, F_n$ are all diagonal, then the LMI in (4.50) is equivalent to a set of $n$ linear inequalities, and the SDP (4.50) reduces to a linear program.

**Standard and inequality form semidefinite programs**

Following the analogy to LP, a standard form SDP has linear equality constraints, and a (matrix) nonnegativity constraint on the variable $X \in S^n$:

\[
\begin{align*}
\text{minimize} & \quad \text{tr}(CX) \\
\text{subject to} & \quad \text{tr}(A_i X) = b_i, \quad i = 1, \ldots, p \\
& \quad X \succeq 0
\end{align*}
\]

(4.51)
where $C, A_1, \ldots, A_p \in \mathcal{S}^n$. (Recall that $\text{tr}(CX) = \sum_{i,j=1}^n C_{ij}X_{ij}$ is the form of a general real-valued linear function on $\mathcal{S}^n$.) This form should be compared to the standard form linear program (4.28). In LP and SDP standard forms, we minimize a linear function of the variable, subject to $p$ linear equality constraints on the variable, and a nonnegativity constraint on the variable.

An inequality form SDP, analogous to an inequality form LP (4.29), has no equality constraints, and one LMI:

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad x_1 A_1 + \cdots + x_n A_n \preceq B,
\end{align*}$$

with variable $x \in \mathbb{R}^n$, and parameters $B, A_1, \ldots, A_n \in \mathcal{S}^k, c \in \mathbb{R}^n$.

**Multiple LMIs and linear inequalities**

It is common to refer to a problem with linear objective, linear equality and inequality constraints, and several LMI constraints, *i.e.*,

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad F^{(i)}(x) = x_1 F^{(i)}_1 + \cdots + x_n F^{(i)}_n + G^{(i)} \preceq 0, \quad i = 1, \ldots, K \\
& \quad Gx \preceq h, \quad Ax = b,
\end{align*}$$

as an SDP as well. Such problems are readily transformed to an SDP, by forming a large block diagonal LMI from the individual LMIs and linear inequalities:

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \text{diag}(Gx - h, F^{(1)}(x), \ldots, F^{(K)}(x)) \preceq 0 \\
& \quad Ax = b.
\end{align*}$$

### 4.6.3 Examples

**Second-order cone programming**

The SOCP (4.36) can be expressed as a conic form problem

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad - (A_i x + b_i) + d_i \leq K_i, \quad 0, \quad i = 1, \ldots, m \\
& \quad Fx = g,
\end{align*}$$

in which

$$K_i = \{(y, t) \in \mathbb{R}^{n_i+1} | \|y\|_2 \leq t\},$$

*i.e.*, the second-order cone in $\mathbb{R}^{n_i+1}$. This explains the name *second-order cone program* for the optimization problem (4.36).

**Matrix norm minimization**

Let $A(x) = A_0 + x_1 A_1 + \cdots + x_n A_n$, where $A_i \in \mathbb{R}^{p \times q}$. We consider the unconstrained problem

$$\text{minimize} \quad \|A(x)\|_2,$$
where \( \| \cdot \|_2 \) denotes the spectral norm (maximum singular value), and \( x \in \mathbb{R}^n \) is the variable. This is a convex problem since \( \| A(x) \|_2 \) is a convex function of \( x \).

Using the fact that \( \| \cdot \|_2 \leq s \) if and only if \( A^T A \preceq s^2 I \) (and \( s \geq 0 \)), we can express the problem in the form

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad A(x)^T A(x) \preceq s I,
\end{align*}
\]

with variables \( x \) and \( s \). Since the function \( A(x)^T A(x) - sI \) is matrix convex in \( (x, s) \), this is a convex optimization problem with a single \( q \times q \) matrix inequality constraint.

We can also formulate the problem using a single linear matrix inequality of size \( (p + q) \times (p + q) \), using the fact that \( A^T A \preceq t^2 I \) (and \( t \geq 0 \)) \( \iff \begin{bmatrix} tI & A(x) \\ A(x)^T & tI \end{bmatrix} \succeq 0 \).

(see §A.5.5). This results in the SDP

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad \begin{bmatrix} tI & A(x) \\ A(x)^T & tI \end{bmatrix} \succeq 0
\end{align*}
\]

in the variables \( x \) and \( t \).

**Moment problems**

Let \( t \) be a random variable in \( \mathbb{R} \). The expected values \( E t^k \) (assuming they exist) are called the (power) moments of the distribution of \( t \). The following classical results give a characterization of a moment sequence.

If there is a probability distribution on \( \mathbb{R} \) such that \( x_k = E t^k \), \( k = 0, \ldots, 2n \), then \( x_0 = 1 \) and

\[
H(x_0, \ldots, x_{2n}) = \begin{bmatrix}
x_0 & x_1 & x_2 & \cdots & x_{n-1} & x_n \\
x_1 & x_2 & x_3 & \cdots & x_n & x_{n+1} \\
x_2 & x_3 & x_4 & \cdots & x_{n+1} & x_{n+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
x_{n-1} & x_n & x_{n+1} & \cdots & x_{2n-2} & x_{2n-1} \\
x_n & x_{n+1} & x_{n+2} & \cdots & x_{2n-1} & x_{2n}
\end{bmatrix} \succeq 0. \quad (4.52)
\]

(The matrix \( H \) is called the Hankel matrix associated with \( x_0, \ldots, x_{2n} \).) This is easy to see: Let \( x_i = E t^i \), \( i = 0, \ldots, 2n \) be the moments of some distribution, and let \( y = (y_0, y_1, \ldots, y_n) \in \mathbb{R}^{n+1} \). Then we have

\[
y^T H(x_0, \ldots, x_{2n}) y = \sum_{i,j=0}^{n} y_i y_j E t^{i+j} = E (y_0 + y_1 t + \cdots + y_n t^n)^2 \geq 0.
\]

The following partial converse is less obvious: If \( x_0 = 1 \) and \( H(x) \succeq 0 \), then there exists a probability distribution on \( \mathbb{R} \) such that \( x_i = E t^i \), \( i = 0, \ldots, 2n \). (For a
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proof, see exercise 2.37.) Now suppose that \( x_0 = 1 \), and \( H(x) \succeq 0 \) (but possibly \( H(x) \neq 0 \)), i.e., the linear matrix inequality (4.52) holds, but possibly not strictly. In this case, there is a sequence of distributions on \( \mathbb{R} \), whose moments converge to \( x \). In summary: the condition that \( x_0, \ldots, x_{2n} \) be the moments of some distribution on \( \mathbb{R} \) (or the limit of the moments of a sequence of distributions) can be expressed as the linear matrix inequality (4.52) in the variable \( x \), together with the linear equality \( x_0 = 1 \). Using this fact, we can cast some interesting problems involving moments as SDPs.

Suppose \( t \) is a random variable on \( \mathbb{R} \). We do not know its distribution, but we do know some bounds on the moments, i.e.,

\[
\mu_k \leq E t^k \leq \overline{\mu}_k, \quad k = 1, \ldots, 2n
\]

(which includes, as a special case, knowing exact values of some of the moments). Let \( p(t) = c_0 + c_1 t + \cdots + c_{2n} t^{2n} \) be a given polynomial in \( t \). The expected value of \( p(t) \) is linear in the moments \( E t^i \):

\[
E p(t) = \sum_{i=0}^{2n} c_i E t^i = \sum_{i=0}^{2n} c_i x_i.
\]

We can compute upper and lower bounds for \( E p(t) \),

\[
\begin{align*}
\text{minimize (maximize)} & \quad E p(t) \\
\text{subject to} & \quad \mu_k \leq E t^k \leq \overline{\mu}_k, \quad k = 1, \ldots, 2n,
\end{align*}
\]

over all probability distributions that satisfy the given moment bounds, by solving the SDP

\[
\begin{align*}
\text{minimize (maximize)} & \quad c_1 x_1 + \cdots + c_{2n} x_{2n} \\
\text{subject to} & \quad \mu_k \leq x_k \leq \overline{\mu}_k, \quad k = 1, \ldots, 2n \\
& \quad H(1, x_1, \ldots, x_{2n}) \succeq 0
\end{align*}
\]

with variables \( x_1, \ldots, x_{2n} \). This gives bounds on \( E p(t) \), over all probability distributions that satisfy the known moment constraints. The bounds are sharp in the sense that there exists a sequence of distributions, whose moments satisfy the given moment bounds, for which \( E p(t) \) converges to the upper and lower bounds found by these SDPs.

**Bounding portfolio risk with incomplete covariance information**

We consider once again the setup for the classical Markowitz portfolio problem (see page 155). We have a portfolio of \( n \) assets or stocks, with \( x_i \) denoting the amount of asset \( i \) that is held over some investment period, and \( p_i \) denoting the relative price change of asset \( i \) over the period. The change in total value of the portfolio is \( p^T x \). The price change vector \( p \) is modeled as a random vector, with mean and covariance

\[
\overline{p} = E p, \quad \Sigma = E (p - \overline{p})(p - \overline{p})^T.
\]

The change in value of the portfolio is therefore a random variable with mean \( \overline{p}^T x \) and standard deviation \( \sigma = (x^T \Sigma x)^{1/2} \). The risk of a large loss, i.e., a change in portfolio value that is substantially below its expected value, is directly related...
to the standard deviation $\sigma$, and increases with it. For this reason the standard deviation $\sigma$ (or the variance $\sigma^2$) is used as a measure of the risk associated with the portfolio.

In the classical portfolio optimization problem, the portfolio $x$ is the optimization variable, and we minimize the risk subject to a minimum mean return and other constraints. The price change statistics $\overline{p}$ and $\Sigma$ are known problem parameters. In the risk bounding problem considered here, we turn the problem around: we assume the portfolio $x$ is known, but only partial information is available about the covariance matrix $\Sigma$. We might have, for example, an upper and lower bound on each entry:

$$L_{ij} \leq \Sigma_{ij} \leq U_{ij}, \quad i, j = 1, \ldots, n,$$

where $L$ and $U$ are given. We now pose the question: what is the maximum risk for our portfolio, over all covariance matrices consistent with the given bounds? We define the worst-case variance of the portfolio as

$$\sigma_{wc}^2 = \sup\{x^T \Sigma x \mid L_{ij} \leq \Sigma_{ij} \leq U_{ij}, \quad i, j = 1, \ldots, n, \quad \Sigma \succeq 0\}.$$

We have added the condition $\Sigma \succeq 0$, which the covariance matrix must, of course, satisfy.

We can find $\sigma_{wc}$ by solving the SDP

$$\begin{align*}
\text{maximize} & \quad x^T \Sigma x \\
\text{subject to} & \quad L_{ij} \leq \Sigma_{ij} \leq U_{ij}, \quad i, j = 1, \ldots, n \\
& \quad \Sigma \succeq 0
\end{align*}$$

with variable $\Sigma \in S^n$ (and problem parameters $x$, $L$, and $U$). The optimal $\Sigma$ is the worst covariance matrix consistent with our given bounds on the entries, where ‘worst’ means largest risk with the (given) portfolio $x$. We can easily construct a distribution for $p$ that is consistent with the given bounds, and achieves the worst-case variance, from an optimal $\Sigma$ for the SDP. For example, we can take $p = \overline{p} + \Sigma^{1/2} v$, where $v$ is any random vector with $E v = 0$ and $E v v^T = I$.

Evidently we can use the same method to determine $\sigma_{wc}$ for any prior information about $\Sigma$ that is convex. We list here some examples.

- **Known variance of certain portfolios.** We might have equality constraints such as

$$u_k^T \Sigma u_k = \sigma_k^2,$$

where $u_k$ and $\sigma_k$ are given. This corresponds to prior knowledge that certain known portfolios (given by $u_k$) have known (or very accurately estimated) variance.

- **Including effects of estimation error.** If the covariance $\Sigma$ is estimated from empirical data, the estimation method will give an estimate $\hat{\Sigma}$, and some information about the reliability of the estimate, such as a confidence ellipsoid. This can be expressed as

$$C(\Sigma - \hat{\Sigma}) \preceq \alpha,$$

where $C$ is a positive definite quadratic form on $S^n$, and the constant $\alpha$ determines the confidence level.
• **Factor models.** The covariance might have the form

\[ \Sigma = F \Sigma_{\text{factor}} F^T + D, \]

where \( F \in \mathbb{R}^{n \times k} \), \( \Sigma_{\text{factor}} \in S^k \), and \( D \) is diagonal. This corresponds to a model of the price changes of the form

\[ p = Fz + d, \]

where \( z \) is a random variable (the underlying factors that affect the price changes) and \( d_i \) are independent (additional volatility of each asset price).

We assume that the factors are known. Since \( \Sigma \) is linearly related to \( \Sigma_{\text{factor}} \) and \( D \), we can impose any convex constraint on them (representing prior information) and still compute \( \sigma_{wc} \) using convex optimization.

• **Information about correlation coefficients.** In the simplest case, the diagonal entries of \( \Sigma \) (i.e., the volatilities of each asset price) are known, and bounds on correlation coefficients between price changes are known:

\[ l_{ij} \leq \rho_{ij} = \frac{\Sigma_{ij}}{\sqrt{\Sigma_{ii} \Sigma_{jj}}} \leq u_{ij}, \quad i, j = 1, \ldots, n. \]

Since \( \Sigma_{ii} \) are known, but \( \Sigma_{ij} \) for \( i \neq j \) are not, these are linear inequalities.

**Fastest mixing Markov chain on a graph**

We consider an undirected graph, with nodes 1, \ldots, \( n \), and a set of edges

\[ E \subseteq \{1, \ldots, n\} \times \{1, \ldots, n\}. \]

Here \((i, j) \in E\) means that nodes \( i \) and \( j \) are connected by an edge. Since the graph is undirected, \( E \) is symmetric: \((i, j) \in E\) if and only if \((j, i) \in E\). We allow the possibility of self-loops, i.e., we can have \((i, i) \in E\).

We define a Markov chain, with state \( X(t) \in \{1, \ldots, n\} \), for \( t \in \mathbb{Z}_+ \) (the set of nonnegative integers), as follows. With each edge \((i, j) \in E\) we associate a probability \( P_{ij} \), which is the probability that \( X \) makes a transition between nodes \( i \) and \( j \). State transitions can only occur across edges; we have \( P_{ij} = 0 \) for \((i, j) \notin E\). The probabilities associated with the edges must be nonnegative, and for each node, the sum of the probabilities of links connected to the node (including a self-loop, if there is one) must equal one.

The Markov chain has transition probability matrix

\[ P_{ij} = \text{prob}(X(t + 1) = i \mid X(t) = j), \quad i, j = 1, \ldots, n. \]

This matrix must satisfy

\[ P_{ij} \geq 0, \quad i, j = 1, \ldots, n, \quad 1^T P = 1^T, \quad P = P^T, \quad (4.53) \]

and also

\[ P_{ij} = 0 \quad \text{for } (i, j) \notin E. \quad (4.54) \]
Since $P$ is symmetric and $1^T P = 1^T$, we conclude $P 1 = 1$, so the uniform distribution $(1/n)1$ is an equilibrium distribution for the Markov chain. Convergence of the distribution of $X(t)$ to $(1/n)1$ is determined by the second largest (in magnitude) eigenvalue of $P$, i.e., by $r = \max \{ \lambda_2, -\lambda_n \}$, where

$$1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$$

are the eigenvalues of $P$. We refer to $r$ as the mixing rate of the Markov chain. If $r = 1$, then the distribution of $X(t)$ need not converge to $(1/n)1$ (which means the Markov chain does not mix). When $r < 1$, the distribution of $X(t)$ approaches $(1/n)1$ asymptotically as $r^t$, as $t \to \infty$. Thus, the smaller $r$ is, the faster the Markov chain mixes.

The fastest mixing Markov chain problem is to find $P$, subject to the constraints (4.53) and (4.54), that minimizes $r$. (The problem data is the graph, i.e., $\mathcal{E}$.) We will show that this problem can be formulated as an SDP.

Since the eigenvalue $\lambda_1 = 1$ is associated with the eigenvector $1$, we can express the mixing rate as the norm of the matrix $P$, restricted to the subspace $1^\perp$:

$$r = \|QPQ\|_2$$

This shows that the mixing rate $r$ is a convex function of $P$, so the fastest mixing Markov chain problem can be cast as the convex optimization problem

$$\begin{align*}
\text{minimize} & \quad \|P - (1/n)11^T\|_2 \\
\text{subject to} & \quad P 1 = 1 \\
& \quad P_{ij} \geq 0, \quad i, j = 1, \ldots, n \\
& \quad P_{ij} = 0 \text{ for } (i, j) \notin \mathcal{E},
\end{align*}$$

with variable $P \in \mathbb{S}^n$. We can express the problem as an SDP by introducing a scalar variable $t$ to bound the norm of $P - (1/n)11^T$:

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad -tI \preceq P - (1/n)11^T \preceq tI \\
& \quad P 1 = 1 \\
& \quad P_{ij} \geq 0, \quad i, j = 1, \ldots, n \\
& \quad P_{ij} = 0 \text{ for } (i, j) \notin \mathcal{E}.
\end{align*}$$

4.7 Vector optimization

4.7.1 General and convex vector optimization problems

In §4.6 we extended the standard form problem (4.1) to include vector-valued constraint functions. In this section we investigate the meaning of a vector-valued
objective function. We denote a general vector optimization problem as

$$\begin{align*}
\text{minimize (with respect to } K) & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p.
\end{align*}$$

(4.56)

Here \( x \in \mathbb{R}^n \) is the optimization variable, \( K \subseteq \mathbb{R}^q \) is a proper cone, \( f_0 : \mathbb{R}^n \to \mathbb{R}^q \) is the objective function, \( f_i : \mathbb{R}^n \to \mathbb{R} \) are the inequality constraint functions, and \( h_i : \mathbb{R}^n \to \mathbb{R} \) are the equality constraint functions. The only difference between this problem and the standard optimization problem (4.1) is that here, the objective function takes values in \( \mathbb{R}^q \), and the problem specification includes a proper cone \( K \), which is used to compare objective values. In the context of vector optimization, the standard optimization problem (4.1) is sometimes called a scalar optimization problem.

We say the vector optimization problem (4.56) is a convex vector optimization problem if the objective function \( f_0 \) is \( K \)-convex, the inequality constraint functions \( f_1, \ldots, f_m \) are convex, and the equality constraint functions \( h_1, \ldots, h_p \) are affine. (As in the scalar case, we usually express the equality constraints as \( Ax = b \), where \( A \in \mathbb{R}^{p \times n} \).)

What meaning can we give to the vector optimization problem (4.56)? Suppose \( x \) and \( y \) are two feasible points (i.e., they satisfy the constraints). Their associated objective values, \( f_0(x) \) and \( f_0(y) \), are to be compared using the generalized inequality \( \preceq_K \). We interpret \( f_0(x) \preceq_K f_0(y) \) as meaning that \( x \) is ‘better than or equal’ in value to \( y \) (as judged by the objective \( f_0 \), with respect to \( K \)). The confusing aspect of vector optimization is that the two objective values \( f_0(x) \) and \( f_0(y) \) need not be comparable; we can have neither \( f_0(x) \preceq_K f_0(y) \) nor \( f_0(y) \preceq_K f_0(x) \), i.e., neither is better than the other. This cannot happen in a scalar objective optimization problem.

### 4.7.2 Optimal points and values

We first consider a special case, in which the meaning of the vector optimization problem is clear. Consider the set of objective values of feasible points,

\[ \mathcal{O} = \{ f_0(x) \mid \exists x \in \mathcal{D}, f_i(x) \leq 0, \ i = 1, \ldots, m, \ h_i(x) = 0, \ i = 1, \ldots, p \} \subseteq \mathbb{R}^q, \]

which is called the set of achievable objective values. If this set has a minimum element (see §2.4.2), i.e., there is a feasible \( x \) such that \( f_0(x) \preceq_K f_0(y) \) for all feasible \( y \), then we say \( x \) is optimal for the problem (4.56), and refer to \( f_0(x) \) as the optimal value of the problem. (When a vector optimization problem has an optimal value, it is unique.) If \( x^* \) is an optimal point, then \( f_0(x^*) \), the objective at \( x^* \), can be compared to the objective at every other feasible point, and is better than or equal to it. Roughly speaking, \( x^* \) is unambiguously a best choice for \( x \), among feasible points.

A point \( x^* \) is optimal if and only if it is feasible and

\[ \mathcal{O} \subseteq f_0(x^*) + K \]

(4.57)
Figure 4.7 The set $O$ of achievable values for a vector optimization with objective values in $\mathbb{R}^2$, with cone $K = \mathbb{R}^2_+$, is shown shaded. In this case, the point labeled $f_0(x^*)$ is the optimal value of the problem, and $x^*$ is an optimal point. The objective value $f_0(x^*)$ can be compared to every other achievable value $f_0(y)$, and is better than or equal to $f_0(y)$. (Here, ‘better than or equal to’ means ‘is below and to the left of’.) The lightly shaded region is $f_0(x^*) + K$, which is the set of all $z \in \mathbb{R}^2$ corresponding to objective values worse than (or equal to) $f_0(x^*)$.

Example 4.9 Best linear unbiased estimator. Suppose $y = Ax + v$, where $v \in \mathbb{R}^m$ is a measurement noise, $y \in \mathbb{R}^m$ is a vector of measurements, and $x \in \mathbb{R}^n$ is a vector to be estimated, given the measurement $y$. We assume that $A$ has rank $n$, and that the measurement noise satisfies $E v = 0$, $E v v^T = I$, i.e., its components are zero mean and uncorrelated.

A linear estimator of $x$ has the form $\hat{x} = F y$. The estimator is called unbiased if for all $x$ we have $E \hat{x} = x$, i.e., if $FA = I$. The error covariance of an unbiased estimator is

$$E(\hat{x} - x)(\hat{x} - x)^T = E F v v^T F^T = FF^T.$$ 

Our goal is to find an unbiased estimator that has a ‘small’ error covariance matrix. We can compare error covariances using matrix inequality, i.e., with respect to $S_n^+$. This has the following interpretation: Suppose $\hat{x}_1 = F_1 y$, $\hat{x}_2 = F_2 y$ are two unbiased estimators. Then the first estimator is at least as good as the second, i.e., $F_1 F_1^T \preceq F_2 F_2^T$, if and only if for all $c$,

$$E(c^T \hat{x}_1 - c^T x)^2 \leq E(c^T \hat{x}_2 - c^T x)^2.$$ 

In other words, for any linear function of $x$, the estimator $F_1$ yields at least as good an estimate as does $F_2$. 
We can express the problem of finding an unbiased estimator for $x$ as the vector optimization problem

$$\begin{align*}
\text{minimize (w.r.t. } S_n) & \quad FF^T \\
\text{subject to } & \quad FA = I,
\end{align*}$$

with variable $F \in \mathbb{R}^{n \times m}$. The objective $FF^T$ is convex with respect to $S_n$, so the problem (4.58) is a convex vector optimization problem. An easy way to see this is to observe that $v^T FF^T v = \|F^Tv\|_2^2$ is a convex function of $F$ for any fixed $v$.

It is a famous result that the problem (4.58) has an optimal solution, the least-squares estimator, or pseudo-inverse,

$$F^* = A^\dagger = (A^TA)^{-1}A^T.$$

For any $F$ with $FA = I$, we have $FF^T \succeq F^* F^{*T}$. The matrix

$$F^* F^{*T} = A^\dagger A^{\dagger T} = (A^T A)^{-1}$$

is the optimal value of the problem (4.58).

### 4.7.3 Pareto optimal points and values

We now consider the case (which occurs in most vector optimization problems of interest) in which the set of achievable objective values does not have a minimum element, so the problem does not have an optimal point or optimal value. In these cases minimal elements of the set of achievable values play an important role. We say that a feasible point $x$ is Pareto optimal (or efficient) if $f_0(x)$ is a minimal element of the set of achievable values $\mathcal{O}$. In this case we say that $f_0(x)$ is a Pareto optimal value for the vector optimization problem (4.56). Thus, a point $x$ is Pareto optimal if it is feasible and, for any feasible $y$, $f_0(y) \preceq_K f_0(x)$ implies $f_0(y) = f_0(x)$. In other words: any feasible point $y$ that is better than or equal to $x$ (i.e., $f_0(y) \preceq_K f_0(x)$) has exactly the same objective value as $x$.

A point $x$ is Pareto optimal if and only if it is feasible and

$$\left(f_0(x) - K\right) \cap \mathcal{O} = \{f_0(x)\}$$

(see §2.4.2). The set $f_0(x) - K$ can be interpreted as the set of values that are better than or equal to $f_0(x)$, so the condition (4.59) states that the only achievable value better than or equal to $f_0(x)$ is $f_0(x)$ itself. This is illustrated in figure 4.8.

A vector optimization problem can have many Pareto optimal values (and points). The set of Pareto optimal values, denoted $\mathcal{P}$, satisfies

$$\mathcal{P} \subseteq \mathcal{O} \cap \text{bd } \mathcal{O},$$

i.e., every Pareto optimal value is an achievable objective value that lies in the boundary of the set of achievable objective values (see exercise 4.52).
4.7.4 Scalarization

Scalarization is a standard technique for finding Pareto optimal (or optimal) points for a vector optimization problem, based on the characterization of minimum and minimal points via dual generalized inequalities given in §2.6.3. Choose any \( \lambda \succ_{K^*} 0 \), i.e., any vector that is positive in the dual generalized inequality. Now consider the scalar optimization problem

\[
\begin{align*}
\text{minimize} & \quad \lambda^T f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]

and let \( x \) be an optimal point. Then \( x \) is Pareto optimal for the vector optimization problem (4.56). This follows from the dual inequality characterization of minimal points given in §2.6.3, and is also easily shown directly. If \( x \) were not Pareto optimal, then there is a \( y \) that is feasible, satisfies \( f_0(y) \leq_K f_0(x) \), and \( f_0(x) \neq f_0(y) \). Since \( f_0(x) - f_0(y) \geq_K 0 \) and is nonzero, we have \( \lambda^T (f_0(x) - f_0(y)) > 0 \), i.e., \( \lambda^T f_0(x) > \lambda^T f_0(y) \). This contradicts the assumption that \( x \) is optimal for the scalar problem (4.60).

Using scalarization, we can find Pareto optimal points for any vector optimization problem by solving the ordinary scalar optimization problem (4.60). The vector \( \lambda \), which is sometimes called the weight vector, must satisfy \( \lambda \succ_{K^*} 0 \). The weight vector is a free parameter; by varying it we obtain (possibly) different Pareto optimal solutions of the vector optimization problem (4.56). This is illustrated in figure 4.9. The figure also shows an example of a Pareto optimal point that cannot
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Figure 4.9 Scalarization. The set $\mathcal{O}$ of achievable values for a vector optimization problem with cone $K = \mathbb{R}^q_+$. Three Pareto optimal values $f_0(x_1), f_0(x_2), f_0(x_3)$ are shown. The first two values can be obtained by scalarization: $f_0(x_1)$ minimizes $\lambda_1^T u$ over all $u \in \mathcal{O}$ and $f_0(x_2)$ minimizes $\lambda_2^T u$, where $\lambda_1, \lambda_2 \succ 0$. The value $f_0(x_3)$ is Pareto optimal, but cannot be found by scalarization.

be obtained via scalarization, for any value of the weight vector $\lambda \succ_K 0$.

The method of scalarization can be interpreted geometrically. A point $x$ is optimal for the scalarized problem, i.e., minimizes $\lambda^T f_0$ over the feasible set, if and only if $\lambda^T (f_0(y) - f_0(x)) \geq 0$ for all feasible $y$. But this is the same as saying that $\{u \mid -\lambda^T (u - f_0(x)) = 0\}$ is a supporting hyperplane to the set of achievable objective values $\mathcal{O}$ at the point $f_0(x)$; in particular

$$\{u \mid \lambda^T (u - f_0(x)) < 0\} \cap \mathcal{O} = \emptyset.$$  \hspace{1cm} (4.61)

(See figure 4.9.) Thus, when we find an optimal point for the scalarized problem, we not only find a Pareto optimal point for the original vector optimization problem; we also find an entire halfspace in $\mathbb{R}^q$, given by (4.61), of objective values that cannot be achieved.

Scalarization of convex vector optimization problems

Now suppose the vector optimization problem (4.56) is convex. Then the scalarized problem (4.60) is also convex, since $\lambda^T f_0$ is a (scalar-valued) convex function (by the results in §3.6). This means that we can find Pareto optimal points of a convex vector optimization problem by solving a convex scalar optimization problem. For each choice of the weight vector $\lambda \succ_K 0$ we get a (usually different) Pareto optimal point.

For convex vector optimization problems we have a partial converse: For every Pareto optimal point $x^{po}$, there is some nonzero $\lambda \succ_K 0$ such that $x^{po}$ is a solution of the scalarized problem (4.60). So, roughly speaking, for convex problems the method of scalarization yields all Pareto optimal points, as the weight vector $\lambda$
varies over the $K^*$-nonnegative, nonzero values. We have to be careful here, because it is not true that every solution of the scalarized problem, with $\lambda \succeq K^* 0$ and $\lambda \neq 0$, is a Pareto optimal point for the vector problem. (In contrast, every solution of the scalarized problem with $\lambda \succ K^* 0$ is Pareto optimal.)

In some cases we can use this partial converse to find all Pareto optimal points of a convex vector optimization problem. Scalarization with $\lambda \succ K^* 0$ gives a set of Pareto optimal points (as it would in a nonconvex vector optimization problem as well). To find the remaining Pareto optimal solutions, we have to consider nonzero weight vectors $\lambda$ that satisfy $\lambda \succeq K^* 0$. For each such weight vector, we first identify all solutions of the scalarized problem. Then among these solutions we must check which are, in fact, Pareto optimal for the vector optimization problem.

These ‘extreme’ Pareto optimal points can also be found as the limits of the Pareto optimal points obtained from positive weight vectors.

To establish this partial converse, we consider the set

$$A = O + K = \{ t \in \mathbb{R}^q \mid f_0(x) \preceq_K t \text{ for some feasible } x \},$$

which consists of all values that are worse than or equal to (with respect to $\preceq_K$) some achievable objective value. While the set $O$ of achievable objective values need not be convex, the set $A$ is convex, when the problem is convex. Moreover, the minimal elements of $A$ are exactly the same as the minimal elements of the set $O$ of achievable values, i.e., they are the same as the Pareto optimal values. (See exercise 4.53.) Now we use the results of §2.6.3 to conclude that any minimal element of $A$ minimizes $\lambda^T z$ over $A$ for some nonzero $\lambda \succeq K^* 0$. This means that every Pareto optimal point for the vector optimization problem is optimal for the scalarized problem, for some nonzero weight $\lambda \succeq K^* 0$.

Example 4.10 Minimal upper bound on a set of matrices. We consider the (convex) vector optimization problem, with respect to the positive semidefinite cone,

$$\begin{align*}
\text{minimize (w.r.t. } S^n_+) & \quad X \\
\text{subject to } & \quad X \succeq A_i, \quad i = 1, \ldots, m, \tag{4.63}
\end{align*}$$

where $A_i \in S^n$, $i = 1, \ldots, m$, are given. The constraints mean that $X$ is an upper bound on the given matrices $A_1, \ldots, A_m$; a Pareto optimal solution of (4.63) is a minimal upper bound on the matrices.

To find a Pareto optimal point, we apply scalarization: we choose any $W \in S^n_+$ and form the problem

$$\begin{align*}
\text{minimize } & \quad \text{tr}(WX) \\
\text{subject to } & \quad X \succeq A_i, \quad i = 1, \ldots, m, \tag{4.64}
\end{align*}$$

which is an SDP. Different choices for $W$ will, in general, give different minimal solutions.

The partial converse tells us that if $X$ is Pareto optimal for the vector problem (4.63) then it is optimal for the SDP (4.64), for some nonzero weight matrix $W \succeq 0$. (In this case, however, not every solution of (4.64) is Pareto optimal for the vector optimization problem.)

We can give a simple geometric interpretation for this problem. We associate with each $A \in S^n_+$ an ellipsoid centered at the origin, given by

$$E_A = \{ u \mid u^T A^{-1} u \leq 1 \},$$
Figure 4.10 Geometric interpretation of the problem (4.63). The three shaded ellipsoids correspond to the data $A_1, A_2, A_3 \in \mathbb{S}^3_+$; the Pareto optimal points correspond to minimal ellipsoids that contain them. The two ellipsoids, with boundaries labeled $X_1$ and $X_2$, show two minimal ellipsoids obtained by solving the SDP (4.64) for two different weight matrices $W_1$ and $W_2$.

so that $A \preceq B$ if and only if $\mathcal{E}_A \subseteq \mathcal{E}_B$. A Pareto optimal point $X$ for the problem (4.63) corresponds to a minimal ellipsoid that contains the ellipsoids associated with $A_1, \ldots, A_m$. An example is shown in figure 4.10.

4.7.5 Multicriterion optimization

When a vector optimization problem involves the cone $K = \mathbb{R}^q_+$, it is called a multicriterion or multi-objective optimization problem. The components of $f_0$, say, $F_1, \ldots, F_q$, can be interpreted as $q$ different scalar objectives, each of which we would like to minimize. We refer to $F_i$ as the $i$th objective of the problem. A multicriterion optimization problem is convex if $f_1, \ldots, f_m$ are convex, $h_1, \ldots, h_p$ are affine, and the objectives $F_1, \ldots, F_q$ are convex.

Since multicriterion problems are vector optimization problems, all of the material of §4.7.1–§4.7.4 applies. For multicriterion problems, though, we can be a bit more specific in the interpretations. If $x$ is feasible, we can think of $F_i(x)$ as its score or value, according to the $i$th objective. If $x$ and $y$ are both feasible, $F_i(x) \leq F_i(y)$ means that $x$ is at least as good as $y$, according to the $i$th objective; $F_i(x) < F_i(y)$ means that $x$ is better than $y$, or $x$ beats $y$, according to the $i$th objective. If $x$ and $y$ are both feasible, we say that $x$ is better than $y$, or $x$ dominates $y$, if $F_i(x) \leq F_i(y)$ for $i = 1, \ldots, q$, and for at least one $j$, $F_j(x) < F_j(y)$. Roughly speaking, $x$ is better than $y$ if $x$ meets or beats $y$ on all objectives, and beats it in at least one objective.

In a multicriterion problem, an optimal point $x^*$ satisfies

$$F_i(x^*) \leq F_i(y), \quad i = 1, \ldots, q,$$
for every feasible \( y \). In other words, \( x^* \) is simultaneously optimal for each of the scalar problems

\[
\begin{align*}
\text{minimize} & \quad F_j(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]

for \( j = 1, \ldots, q \). When there is an optimal point, we say that the objectives are noncompeting, since no compromises have to be made among the objectives; each objective is as small as it could be made, even if the others were ignored.

A Pareto optimal point \( x_{po} \) satisfies the following: if \( y \) is feasible and \( F_i(y) \leq F_i(x_{po}) \) for \( i = 1, \ldots, q \), then \( F_i(x_{po}) = F_i(y) \). This can be restated as: a point is Pareto optimal if and only if it is feasible and there is no better feasible point. In particular, if a feasible point is not Pareto optimal, there is at least one other feasible point that is better. In searching for good points, then, we can clearly limit our search to Pareto optimal points.

**Trade-off analysis**

Now suppose that \( x \) and \( y \) are Pareto optimal points with, say,

\[
\begin{align*}
F_i(x) & < F_i(y), \quad i \in A \\
F_i(x) & = F_i(y), \quad i \in B \\
F_i(x) & > F_i(y), \quad i \in C,
\end{align*}
\]

where \( A \cup B \cup C = \{1, \ldots, q\} \). In other words, \( A \) is the set of (indices of) objectives for which \( x \) beats \( y \), \( B \) is the set of objectives for which the points \( x \) and \( y \) are tied, and \( C \) is the set of objectives for which \( y \) beats \( x \). If \( A \) and \( C \) are empty, then the two points \( x \) and \( y \) have exactly the same objective values. If this is not the case, then both \( A \) and \( C \) must be nonempty. In other words, when comparing two Pareto optimal points, they either obtain the same performance (i.e., all objectives equal), or, each beats the other in at least one objective.

In comparing the point \( x \) to \( y \), we say that we have traded or traded off better objective values for \( i \in A \) for worse objective values for \( i \in C \). Optimal trade-off analysis (or just trade-off analysis) is the study of how much worse we must do in one or more objectives in order to do better in some other objectives, or more generally, the study of what sets of objective values are achievable.

As an example, consider a bi-criterion (i.e., two criterion) problem. Suppose \( x \) is a Pareto optimal point, with objectives \( F_1(x) \) and \( F_2(x) \). We might ask how much larger \( F_2(z) \) would have to be, in order to obtain a feasible point \( z \) with \( F_1(z) \leq F_1(x) - a \), where \( a > 0 \) is some constant. Roughly speaking, we are asking how much we must pay in the second objective to obtain an improvement of \( a \) in the first objective. If a large increase in \( F_2 \) must be accepted to realize a small decrease in \( F_1 \), we say that there is a strong trade-off between the objectives, near the Pareto optimal value \((F_1(x), F_2(x))\). If, on the other hand, a large decrease in \( F_1 \) can be obtained with only a small increase in \( F_2 \), we say that the trade-off between the objectives is weak (near the Pareto optimal value \((F_1(x), F_2(x))\)).

We can also consider the case in which we trade worse performance in the first objective for an improvement in the second. Here we find how much smaller \( F_2(z) \)
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can be made, to obtain a feasible point $z$ with $F_1(z) \leq F_1(x) + a$, where $a > 0$ is some constant. In this case we receive a benefit in the second objective, i.e., a reduction in $F_2$ compared to $F_2(x)$. If this benefit is large (i.e., by increasing $F_1$ a small amount we obtain a large reduction in $F_2$), we say the objectives exhibit a strong trade-off. If it is small, we say the objectives trade off weakly (near the Pareto optimal value $(F_1(x), F_2(x))$).

Optimal trade-off surface

The set of Pareto optimal values for a multicriterion problem is called the optimal trade-off surface (in general, when $q > 2$) or the optimal trade-off curve (when $q = 2$). (Since it would be foolish to accept any point that is not Pareto optimal, we can restrict our trade-off analysis to Pareto optimal points.) Trade-off analysis is also sometimes called exploring the optimal trade-off surface. (The optimal trade-off surface is usually, but not always, a surface in the usual sense. If the problem has an optimal point, for example, the optimal trade-off surface consists of a single point, the optimal value.)

An optimal trade-off curve is readily interpreted. An example is shown in figure 4.11, on page 185, for a (convex) bi-criterion problem. From this curve we can easily visualize and understand the trade-offs between the two objectives.

- The endpoint at the right shows the smallest possible value of $F_2$, without any consideration of $F_1$.
- The endpoint at the left shows the smallest possible value of $F_1$, without any consideration of $F_2$.
- By finding the intersection of the curve with a vertical line at $F_1 = \alpha$, we can see how large $F_2$ must be to achieve $F_1 \leq \alpha$.
- By finding the intersection of the curve with a horizontal line at $F_2 = \beta$, we can see how large $F_1$ must be to achieve $F_2 \leq \beta$.
- The slope of the optimal trade-off curve at a point on the curve (i.e., a Pareto optimal value) shows the local optimal trade-off between the two objectives. Where the slope is steep, small changes in $F_1$ are accompanied by large changes in $F_2$.
- A point of large curvature is one where small decreases in one objective can only be accomplished by a large increase in the other. This is the proverbial knee of the trade-off curve, and in many applications represents a good compromise solution.

All of these have simple extensions to a trade-off surface, although visualizing a surface with more than three objectives is difficult.

Scalarizing multicriterion problems

When we scalarize a multicriterion problem by forming the weighted sum objective

$$\lambda^T f_0(x) = \sum_{i=1}^{q} \lambda_i F_i(x),$$
where \( \lambda > 0 \), we can interpret \( \lambda_i \) as the *weight* we attach to the \( i \)th objective. The weight \( \lambda_i \) can be thought of as quantifying our desire to make \( F_i \) small (or our objection to having \( F_i \) large). In particular, we should take \( \lambda_i \) large if we want \( F_i \) to be small; if we care much less about \( F_i \), we can take \( \lambda_i \) small. We can interpret the ratio \( \lambda_i / \lambda_j \) as the *relative weight* or relative importance of the \( i \)th objective compared to the \( j \)th objective. Alternatively, we can think of \( \lambda_i / \lambda_j \) as an *exchange rate* between the two objectives, since in the weighted sum objective a decrease (say) in \( F_i \) by \( \alpha \) is considered the same as an increase in \( F_j \) in the amount \((\lambda_i / \lambda_j) \alpha\).

These interpretations give us some intuition about how to set or change the weights while exploring the optimal trade-off surface. Suppose, for example, that the weight vector \( \lambda > 0 \) yields the Pareto optimal point \( x^{po} \), with objective values \( F_1(x^{po}), \ldots, F_q(x^{po}) \). To find a (possibly) new Pareto optimal point which trades off a better \( k \)th objective value (say), for (possibly) worse objective values for the other objectives, we form a new weight vector \( \tilde{\lambda} \) with

\[
\tilde{\lambda}_k > \lambda_k, \quad \tilde{\lambda}_j = \lambda_j, \quad j \neq k, \quad j = 1, \ldots, q,
\]

i.e., we increase the weight on the \( k \)th objective. This yields a new Pareto optimal point \( \tilde{x}^{po} \) with \( F_k(\tilde{x}^{po}) \leq F_k(x^{po}) \) (and usually, \( F_k(\tilde{x}^{po}) < F_k(x^{po}) \), i.e., a new Pareto optimal point with an improved \( k \)th objective.

We can also see that at any point where the optimal trade-off surface is smooth, \( \lambda \) gives the inward normal to the surface at the associated Pareto optimal point. In particular, when we choose a weight vector \( \lambda \) and apply scalarization, we obtain a Pareto optimal point where \( \lambda \) gives the local trade-offs among objectives.

In practice, optimal trade-off surfaces are explored by ad hoc adjustment of the weights, based on the intuitive ideas above. We will see later (in chapter 5) that the basic idea of scalarization, i.e., minimizing a weighted sum of objectives, and then adjusting the weights to obtain a suitable solution, is the essence of duality.

### 4.7.6 Examples

#### Regularized least-squares

We are given \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \), and want to choose \( x \in \mathbb{R}^n \) taking into account two quadratic objectives:

- \( F_1(x) = \|Ax - b\|_2^2 = x^T A^T Ax - 2b^T Ax + b^T b \) is a measure of the misfit between \( Ax \) and \( b \).
- \( F_2(x) = \|x\|_2^2 = x^T x \) is a measure of the size of \( x \).

Our goal is to find \( x \) that gives a good fit (*i.e.*, small \( F_1 \)) and that is not large (*i.e.*, small \( F_2 \)). We can formulate this problem as a vector optimization problem with respect to the cone \( \mathbb{R}_+^2 \), i.e., a bi-criterion problem (with no constraints):

\[
\text{minimize (w.r.t. } \mathbb{R}_+^2) \quad f_0(x) = (F_1(x), F_2(x)).
\]
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We can scalarize this problem by taking $\lambda_1 > 0$ and $\lambda_2 > 0$ and minimizing the scalar weighted sum objective

$$
\lambda^T f_0(x) = \lambda_1 F_1(x) + \lambda_2 F_2(x)
\hspace{1cm} = \hspace{1cm} x^T (\lambda_1 A^T A + \lambda_2 I) x - 2\lambda_1 b^T A x + \lambda_1 b^T b,$$

which yields

$$
x(\mu) = (\lambda_1 A^T A + \lambda_2 I)^{-1} \lambda_1 A^T b = (A^T A + \mu I)^{-1} A^T b,
$$

where $\mu = \lambda_2 / \lambda_1$. For any $\mu > 0$, this point is Pareto optimal for the bi-criterion problem. We can interpret $\mu = \lambda_2 / \lambda_1$ as the relative weight we assign $F_2$ compared to $F_1$.

This method produces all Pareto optimal points, except two, associated with the extremes $\mu \to \infty$ and $\mu \to 0$. In the first case we have the Pareto optimal solution $x = 0$, which would be obtained by scalarization with $\lambda = (0,1)$. At the other extreme we have the Pareto optimal solution $A^\dagger b$, where $A^\dagger$ is the pseudo-inverse of $A$. This Pareto optimal solution is obtained as the limit of the optimal solution of the scalarized problem as $\mu \to 0$, i.e., as $\lambda \to (1,0)$. (We will encounter the regularized least-squares problem again in §6.3.2.)

Figure 4.11 shows the optimal trade-off curve and the set of achievable values for a regularized least-squares problem with problem data $A \in \mathbb{R}^{100 \times 10}$, $b \in \mathbb{R}^{100}$. (See exercise 4.50 for more discussion.)

**Risk-return trade-off in portfolio optimization**

The classical Markowitz portfolio optimization problem described on page 155 is naturally expressed as a bi-criterion problem, where the objectives are the negative
mean return (since we wish to maximize mean return) and the variance of the return:

\[
\begin{align*}
\text{minimize (w.r.t. } R_2 \text{)} & \quad (F_1(x), F_2(x)) = (-p^T x, x^T \Sigma x) \\
\text{subject to } & \quad 1^T x = 1, \quad x \succeq 0.
\end{align*}
\]

In forming the associated scalarized problem, we can (without loss of generality) take \( \lambda_1 = 1 \) and \( \lambda_2 = \mu > 0 \):

\[
\begin{align*}
\text{minimize } & \quad -p^T x + \mu x^T \Sigma x \\
\text{subject to } & \quad 1^T x = 1, \quad x \succeq 0,
\end{align*}
\]

which is a QP. In this example too, we get all Pareto optimal portfolios except for the two limiting cases corresponding to \( \mu \to 0 \) and \( \mu \to \infty \). Roughly speaking, in the first case we get a maximum mean return, without regard for return variance; in the second case we form a minimum variance return, without regard for mean return. Assuming that \( p_k > p_i \) for \( i \neq k \), \( i.e., \) that asset \( k \) is the unique asset with maximum mean return, the portfolio allocation \( x = e_k \) is the only one corresponding to \( \mu \to 0 \). (In other words, we concentrate the portfolio entirely in the asset that has maximum mean return.) In many portfolio problems asset \( n \) corresponds to a risk-free investment, with (deterministic) return \( r_{\text{rf}} \). Assuming that \( \Sigma \), with its last row and column (which are zero) removed, is full rank, then the other extreme Pareto optimal portfolio is \( x = e_n \), \( i.e., \) the portfolio is concentrated entirely in the risk-free asset.

As a specific example, we consider a simple portfolio optimization problem with 4 assets, with price change mean and standard deviations given in the following table.

<table>
<thead>
<tr>
<th>Asset</th>
<th>( p_i )</th>
<th>( \Sigma_{ij}^{1/2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12%</td>
<td>20%</td>
</tr>
<tr>
<td>2</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>3</td>
<td>7%</td>
<td>5%</td>
</tr>
<tr>
<td>4</td>
<td>3%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Asset 4 is a risk-free asset, with a (certain) 3% return. Assets 3, 2, and 1 have increasing mean returns, ranging from 7% to 12%, as well as increasing standard deviations, which range from 5% to 20%. The correlation coefficients between the assets are \( \rho_{12} = 30\% \), \( \rho_{13} = -40\% \), and \( \rho_{23} = 0\% \).

Figure 4.12 shows the optimal trade-off curve for this portfolio optimization problem. The plot is given in the conventional way, with the horizontal axis showing standard deviation (\( i.e., \) squareroot of variance) and the vertical axis showing expected return. The lower plot shows the optimal asset allocation vector \( x \) for each Pareto optimal point.

The results in this simple example agree with our intuition. For small risk, the optimal allocation consists mostly of the risk-free asset, with a mixture of the other assets in smaller quantities. Note that a mixture of asset 3 and asset 1, which are negatively correlated, gives some hedging, \( i.e., \) lowers variance for a given level of mean return. At the other end of the trade-off curve, we see that aggressive growth portfolios (\( i.e., \) those with large mean returns) concentrate the allocation in assets 1 and 2, the ones with the largest mean returns (and variances).
Figure 4.12 Top. Optimal risk-return trade-off curve for a simple portfolio optimization problem. The lefthand endpoint corresponds to putting all resources in the risk-free asset, and so has zero standard deviation. The righthand endpoint corresponds to putting all resources in asset 1, which has highest mean return. Bottom. Corresponding optimal allocations.
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Exercises

Basic terminology and optimality conditions

4.1 Consider the optimization problem

\[
\begin{align*}
\text{minimize} \quad & f_0(x_1, x_2) \\
\text{subject to} \quad & 2x_1 + x_2 \geq 1 \\
& x_1 + 3x_2 \geq 1 \\
& x_1 \geq 0, \quad x_2 \geq 0.
\end{align*}
\]

Make a sketch of the feasible set. For each of the following objective functions, give the optimal set and the optimal value.

(a) \( f_0(x_1, x_2) = x_1 + x_2 \).
(b) \( f_0(x_1, x_2) = -x_1 - x_2 \).
(c) \( f_0(x_1, x_2) = x_1 \).
(d) \( f_0(x_1, x_2) = \max\{x_1, x_2\} \).
(e) \( f_0(x_1, x_2) = x_1^2 + 9x_2^2 \).

4.2 Consider the optimization problem

\[
\begin{align*}
\text{minimize} \quad & f_0(x) = -\sum_{i=1}^m \log(b_i - a_i^T x) \\
\text{with domain} \quad & \text{dom} f_0 = \{x | Ax \prec b\}, \text{where} \ A \in \mathbb{R}^{m \times n} \ (\text{with rows} \ a_i^T). \text{We assume that} \ \text{dom} f_0 \ \text{is nonempty}.
\end{align*}
\]

Prove the following facts (which include the results quoted without proof on page 141).

(a) \( \text{dom} f_0 \) is unbounded if and only if there exists a \( v \neq 0 \) with \( Av \preceq 0 \).
(b) \( f_0 \) is unbounded below if and only if there exists a \( v \) with \( Av \preceq 0, Av \neq 0 \). \text{Hint.} \ There exists a \( v \) such that \( Av \preceq 0, Av \neq 0 \) if and only if there exists no \( z > 0 \) such that \( A^T z = 0 \). This follows from the theorem of alternatives in example 2.21, page 50.
(c) If \( f_0 \) is bounded below then its minimum is attained, \( i.e. \), there exists an \( x \) that satisfies the optimality condition (4.23).
(d) The optimal set is affine: \( X_{\text{opt}} = \{x^* + v | Av = 0\} \), where \( x^* \) is any optimal point.

4.3 Prove that \( x^* = (1, 1/2, -1) \) is optimal for the optimization problem

\[
\begin{align*}
\text{minimize} \quad & (1/2)x^T P x + q^T x + r \\
\text{subject to} \quad & -1 \leq x_i \leq 1, \quad i = 1, 2, 3,
\end{align*}
\]

where

\[
P = \begin{bmatrix}
13 & 12 & -2 \\
12 & 17 & 6 \\
-2 & 6 & 12
\end{bmatrix}, \quad q = \begin{bmatrix}
-22.0 \\
-14.5 \\
13.0
\end{bmatrix}, \quad r = 1.
\]

4.4 [P. Parrilo] Symmetries and convex optimization. Suppose \( \mathcal{G} = \{Q_1, \ldots, Q_k\} \subseteq \mathbb{R}^{n \times n} \) is a group, \( i.e., \) closed under products and inverse. We say that the function \( f : \mathbb{R}^n \to \mathbb{R} \) is \( \mathcal{G} \)-invariant, or symmetric with respect to \( \mathcal{G} \), if \( f(Qx) = f(x) \) holds for all \( x \) and \( i = 1, \ldots, k \).

We define \( \mathcal{F} = (1/k) \sum_{i=1}^k Q_i x \), which is the average of \( x \) over its \( \mathcal{G} \)-orbit. We define the fixed subspace of \( \mathcal{G} \) as

\[
\mathcal{F} = \{x | Q_i x = x, \ i = 1, \ldots, k\}.
\]

(a) Show that for any \( x \in \mathbb{R}^n \), we have \( x \in \mathcal{F} \).
(b) Show that if \( f : \mathbb{R}^n \to \mathbb{R} \) is convex and \( G \)-invariant, then \( f(\mathcal{F}) \leq f(x) \).

(c) We say the optimization problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m
\end{align*}
\]

is \( G \)-invariant if the objective \( f_0 \) is \( G \)-invariant, and the feasible set is \( G \)-invariant, which means

\[
f_1(x) \leq 0, \ldots, f_m(x) \leq 0 \implies f_1(Q_i x) \leq 0, \ldots, f_m(Q_i x) \leq 0,
\]

for \( i = 1, \ldots, k \). Show that if the problem is convex and \( G \)-invariant, and there exists an optimal point, then there exists an optimal point in \( \mathcal{F} \). In other words, we can adjoin the equality constraints \( x \in \mathcal{F} \) to the problem, without loss of generality.

(d) As an example, suppose \( f \) is convex and symmetric, i.e., \( f(Px) = f(x) \) for every permutation \( P \). Show that if \( f \) has a minimizer, then it has a minimizer of the form \( \alpha 1 \). (This means to minimize \( f \) over \( x \in \mathbb{R}^n \), we can just as well minimize \( f(t1) \) over \( t \in \mathbb{R} \).)

4.5 Equivalent convex problems. Show that the following three convex problems are equivalent. Carefully explain how the solution of each problem is obtained from the solution of the other problems. The problem data are the matrix \( A \in \mathbb{R}^{m \times n} \) (with rows \( a_i^T \)), the vector \( b \in \mathbb{R}^m \), and the constant \( M > 0 \).

(a) The robust least-squares problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^m \phi(a_i^T x - b_i), \\
\text{with variable} & \quad x \in \mathbb{R}^n,
\end{align*}
\]

where \( \phi : \mathbb{R} \to \mathbb{R} \) is defined as

\[
\phi(u) = \begin{cases} 
  u^2 & |u| \leq M \\
  M(2|u| - M) & |u| > M.
\end{cases}
\]

(This function is known as the Huber penalty function; see §6.1.2.)

(b) The least-squares problem with variable weights

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^m (a_i^T x - b_i)^2/(w_i + 1) + M^2 1^T w \\
\text{subject to} & \quad w \succeq 0,
\end{align*}
\]

with variables \( x \in \mathbb{R}^n \) and \( w \in \mathbb{R}^m \), and domain \( \mathcal{D} = \{(x, w) \in \mathbb{R}^n \times \mathbb{R}^m \mid w \gg -1\} \).

Hint. Optimize over \( w \) assuming \( x \) is fixed, to establish a relation with the problem in part (a).

(This problem can be interpreted as a weighted least-squares problem in which we are allowed to adjust the weight of the \( i \)th residual. The weight is one if \( w_i = 0 \), and decreases if we increase \( w_i \). The second term in the objective penalizes large values of \( w \), i.e., large adjustments of the weights.)

(c) The quadratic program

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^m (u_i^2 + 2Mv_i) \\
\text{subject to} & \quad -u - v \preceq Ax - b \preceq u + v \\
& \quad 0 \preceq u \preceq M1 \\
& \quad v \succeq 0.
\end{align*}
\]
4.6 Handling convex equality constraints. A convex optimization problem can have only linear equality constraint functions. In some special cases, however, it is possible to handle convex equality constraint functions, i.e., constraints of the form \( h(x) = 0 \), where \( h \) is convex. We explore this idea in this problem.

Consider the optimization problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h(x) = 0,
\end{align*}
\]

where \( f_i \) and \( h \) are convex functions with domain \( \mathbb{R}^n \). Unless \( h \) is affine, this is not a convex optimization problem. Consider the related problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m, \\
& \quad h(x) \leq 0,
\end{align*}
\]

where the convex equality constraint has been relaxed to a convex inequality. This problem is, of course, convex.

Now suppose we can guarantee that at any optimal solution \( x^* \) of the convex problem (4.66), we have \( h(x^*) = 0 \), i.e., the inequality \( h(x) \leq 0 \) is always active at the solution. Then we can solve the (nonconvex) problem (4.65) by solving the convex problem (4.66). Show that this is the case if there is an index \( r \) such that

- \( f_0 \) is monotonically increasing in \( x_r \)
- \( f_1, \ldots, f_m \) are nondecreasing in \( x_r \)
- \( h \) is monotonically decreasing in \( x_r \).

We will see specific examples in exercises 4.31 and 4.58.

4.7 Convex-concave fractional problems. Consider a problem of the form

\[
\begin{align*}
\text{minimize} & \quad f_0(x)/(c^Tx + d) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b
\end{align*}
\]

where \( f_0, f_1, \ldots, f_m \) are convex, and the domain of the objective function is defined as \( \{x \in \text{dom} f_0 : c^Tx + d > 0\} \).

(a) Show that this is a quasiconvex optimization problem.
(b) Show that the problem is equivalent to

\[
\begin{align*}
\text{minimize} & \quad g_0(y, t) \\
\text{subject to} & \quad g_i(y, t) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ay = bt \\
& \quad c^Ty + dt = 1,
\end{align*}
\]

where \( g_i \) is the perspective of \( f_i \) (see §3.2.6). The variables are \( y \in \mathbb{R}^n \) and \( t \in \mathbb{R} \). Show that this problem is convex.
(c) Following a similar argument, derive a convex formulation for the convex-concave fractional problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x)/h(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b
\end{align*}
\]
where \( f_0, f_1, \ldots, f_m \) are convex, \( h \) is concave, the domain of the objective function is defined as \( \{ x \in \text{dom} f_0 \cap \text{dom} h \mid h(x) > 0 \} \) and \( f_0(x) \geq 0 \) everywhere.

As an example, apply your technique to the (unconstrained) problem with
\[
f_0(x) = \frac{\text{tr} F(x)}{m}, \quad h(x) = (\det(F(x)))^{1/m},
\]
with \( \text{dom}(f_0/h) = \{ x \mid F(x) > 0 \} \), where \( F(x) = F_0 + x_1 F_1 + \cdots + x_n F_n \) for given \( F_i \in \mathbb{S}^m \). In this problem, we minimize the ratio of the arithmetic mean over the geometric mean of the eigenvalues of an affine matrix function \( F(x) \).

**Linear optimization problems**

4.8 Some simple LPs. Give an explicit solution of each of the following LPs.

(a) **Minimizing a linear function over an affine set.**

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b.
\end{align*}
\]

(b) **Minimizing a linear function over a halfspace.**

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad a^T x \leq b,
\end{align*}
\]

where \( a \neq 0 \).

(c) **Minimizing a linear function over a rectangle.**

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad l \preceq x \preceq u,
\end{align*}
\]

where \( l \) and \( u \) satisfy \( l \preceq u \).

(d) **Minimizing a linear function over the probability simplex.**

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad 1^T x = 1, \quad x \succeq 0.
\end{align*}
\]

What happens if the equality constraint is replaced by an inequality \( 1^T x \leq 1 \)?

We can interpret this LP as a simple portfolio optimization problem. The vector \( x \) represents the allocation of our total budget over different assets, with \( x_i \) the fraction invested in asset \( i \). The return of each investment is fixed and given by \( -c_i \), so our total return (which we want to maximize) is \( -c^T x \). If we replace the budget constraint \( 1^T x = 1 \) with an inequality \( 1^T x \leq 1 \), we have the option of not investing a portion of the total budget.

(e) **Minimizing a linear function over a unit box with a total budget constraint.**

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad 1^T x = \alpha, \quad 0 \preceq x \preceq 1,
\end{align*}
\]

where \( \alpha \) is an integer between 0 and \( n \). What happens if \( \alpha \) is not an integer (but satisfies \( 0 \leq \alpha \leq n \))? What if we change the equality to an inequality \( 1^T x \leq \alpha \)?

(f) **Minimizing a linear function over a unit box with a weighted budget constraint.**

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad d^T x = \alpha, \quad 0 \preceq x \preceq 1,
\end{align*}
\]

with \( d \succ 0 \), and \( 0 \leq \alpha \leq 1^T d \).
4.9 Square LP. Consider the LP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \leq b
\end{align*}
\]

with \( A \) square and nonsingular. Show that the optimal value is given by

\[
p^* = \begin{cases} 
  c^T A^{-1} b & A^{-T} c \leq 0 \\
  -\infty & \text{otherwise.}
\end{cases}
\]

4.10 Converting general LP to standard form. Work out the details on page 147 of §4.3. Explain in detail the relation between the feasible sets, the optimal solutions, and the optimal values of the standard form LP and the original LP.

4.11 Problems involving \( \ell_1 \) and \( \ell_\infty \)-norms. Formulate the following problems as LPs. Explain in detail the relation between the optimal solution of each problem and the solution of its equivalent LP.

(a) Minimize \( \|Ax - b\|_\infty \) (\( \ell_\infty \)-norm approximation).

(b) Minimize \( \|Ax - b\|_1 \) (\( \ell_1 \)-norm approximation).

(c) Minimize \( \|Ax - b\|_1 \) subject to \( \|x\|_\infty \leq 1 \).

(d) Minimize \( \|x\|_1 \) subject to \( \|Ax - b\|_\infty \leq 1 \).

(e) Minimize \( \|Ax - b\|_1 + \|x\|_\infty \).

In each problem, \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \) are given. (See §6.1 for more problems involving approximation and constrained approximation.)

4.12 Network flow problem. Consider a network of \( n \) nodes, with directed links connecting each pair of nodes. The variables in the problem are the flows on each link: \( x_{ij} \) will denote the flow from node \( i \) to node \( j \). The cost of the flow along the link from node \( i \) to node \( j \) is given by \( c_{ij}x_{ij} \), where \( c_{ij} \) are given constants. The total cost across the network is

\[ C = \sum_{i,j=1}^{n} c_{ij}x_{ij}. \]

Each link flow \( x_{ij} \) is also subject to a given lower bound \( l_{ij} \) (usually assumed to be nonnegative) and an upper bound \( u_{ij} \).

The external supply at node \( i \) is given by \( b_i \), where \( b_i > 0 \) means an external flow enters the network at node \( i \), and \( b_i < 0 \) means that at node \( i \), an amount \( |b_i| \) flows out of the network. We assume that \( 1^T b = 0 \), i.e., the total external supply equals total external demand. At each node we have conservation of flow: the total flow into node \( i \) along links and the external supply, minus the total flow out along the links, equals zero.

The problem is to minimize the total cost of flow through the network, subject to the constraints described above. Formulate this problem as an LP.

4.13 Robust LP with interval coefficients. Consider the problem, with variable \( x \in \mathbb{R}^n \),

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \leq b \quad \text{for all } A \in \mathcal{A},
\end{align*}
\]

where \( \mathcal{A} \subseteq \mathbb{R}^{n \times n} \) is the set

\[ \mathcal{A} = \{ A \in \mathbb{R}^{n \times n} \mid \tilde{A}_{ij} - V_{ij} \leq A_{ij} \leq \tilde{A}_{ij} + V_{ij}, \ i = 1, \ldots, m, \ j = 1, \ldots, n \}. \]

(The matrices \( \tilde{A} \) and \( V \) are given.) This problem can be interpreted as an LP where each coefficient of \( A \) is only known to lie in an interval, and we require that \( x \) must satisfy the constraints for all possible values of the coefficients.

Express this problem as an LP. The LP you construct should be efficient, i.e., it should not have dimensions that grow exponentially with \( n \) or \( m \).
4.14 **Approximating a matrix in infinity norm.** The $\ell_\infty$-norm induced norm of a matrix $A \in \mathbb{R}^{m \times n}$, denoted $\|A\|_\infty$, is given by

$$
\|A\|_\infty = \sup_{x \neq 0} \frac{\|Ax\|_\infty}{\|x\|_\infty} = \max_{i=1,\ldots,m} \sum_{j=1}^n |a_{ij}|.
$$

This norm is sometimes called the max-row-sum norm, for obvious reasons (see §A.1.5).

Consider the problem of approximating a matrix, in the max-row-sum norm, by a linear combination of other matrices. That is, we are given $k+1$ matrices $A_0, \ldots, A_k \in \mathbb{R}^{m \times n}$, and need to find $x \in \mathbb{R}^k$ that minimizes

$$
\|A_0 + x_1 A_1 + \cdots + x_k A_k\|_\infty.
$$

Express this problem as a linear program. Explain the significance of any extra variables in your LP. Carefully explain how your LP formulation solves this problem, e.g., what is the relation between the feasible set for your LP and this problem?

4.15 **Relaxation of Boolean LP.** In a **Boolean linear program**, the variable $x$ is constrained to have components equal to zero or one:

$$
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b \\
& \quad x_i \in \{0, 1\}, \quad i = 1, \ldots, n.
\end{align*}
$$

(4.67)

In general, such problems are very difficult to solve, even though the feasible set is finite (containing at most $2^n$ points).

In a general method called **relaxation**, the constraint that $x_i$ be zero or one is replaced with the linear inequalities $0 \leq x_i \leq 1$:

$$
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b \\
& \quad 0 \leq x_i \leq 1, \quad i = 1, \ldots, n.
\end{align*}
$$

(4.68)

We refer to this problem as the **LP relaxation** of the Boolean LP (4.67). The LP relaxation is far easier to solve than the original Boolean LP.

(a) Show that the optimal value of the LP relaxation (4.68) is a lower bound on the optimal value of the Boolean LP (4.67). What can you say about the Boolean LP if the LP relaxation is infeasible?

(b) It sometimes happens that the LP relaxation has a solution with $x_i \in \{0, 1\}$. What can you say in this case?

4.16 **Minimum fuel optimal control.** We consider a linear dynamical system with state $x(t) \in \mathbb{R}^n$, $t = 0, \ldots, N$, and actuator or input signal $u(t) \in \mathbb{R}$, for $t = 0, \ldots, N - 1$. The dynamics of the system is given by the linear recurrence

$$
x(t+1) = Ax(t) + bu(t), \quad t = 0, \ldots, N - 1,
$$

where $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^n$ are given. We assume that the initial state is zero, i.e., $x(0) = 0$.

The **minimum fuel optimal control problem** is to choose the inputs $u(0), \ldots, u(N-1)$ so as to minimize the total fuel consumed, which is given by

$$
F = \sum_{t=0}^{N-1} f(u(t)),
$$
subject to the constraint that \( x(N) = x_{\text{des}} \), where \( N \) is the (given) time horizon, and \( x_{\text{des}} \in \mathbb{R}^n \) is the (given) desired final or target state. The function \( f: \mathbb{R} \to \mathbb{R} \) is the fuel use map for the actuator, and gives the amount of fuel used as a function of the actuator signal amplitude. In this problem we use

\[
    f(a) = \begin{cases} 
        |a| & |a| \leq 1 \\
        2|a| - 1 & |a| > 1.
    \end{cases}
\]

This means that fuel use is proportional to the absolute value of the actuator signal, for actuator signals between \(-1\) and \(1\); for larger actuator signals the marginal fuel efficiency is half.

Formulate the minimum fuel optimal control problem as an LP.

4.17 Optimal activity levels. We consider the selection of \( n \) nonnegative activity levels, denoted \( x_1, \ldots, x_n \). These activities consume \( m \) resources, which are limited. Activity \( j \) consumes \( A_{ij}x_j \) of resource \( i \), where \( A_{ij} \) are given. The total resource consumption is additive, so the total of resource \( i \) consumed is \( c_i = \sum_{j=1}^{n} A_{ij}x_j \). (Ordinarily we have \( A_{ij} \geq 0 \), i.e., activity \( j \) consumes resource \( i \). But we allow the possibility that \( A_{ij} < 0 \), which means that activity \( j \) actually generates resource \( i \) as a by-product.) Each resource consumption is limited: we must have \( c_i \leq c_i^{\text{max}} \), where \( c_i^{\text{max}} \) are given. Each activity generates revenue, which is a piecewise-linear concave function of the activity level:

\[
    r_j(x_j) = \begin{cases} 
        p_jx_j & 0 \leq x_j \leq q_j \\
        p_jq_j + p_j^{\text{disc}}(x_j - q_j) & x_j \geq q_j.
    \end{cases}
\]

Here \( p_j > 0 \) is the basic price, \( q_j > 0 \) is the quantity discount level, and \( p_j^{\text{disc}} \) is the quantity discount price, for (the product of) activity \( j \). (We have \( 0 < p_j^{\text{disc}} < p_j \).) The total revenue is the sum of the revenues associated with each activity, i.e., \( \sum_{j=1}^{n} r_j(x_j) \). The goal is to choose activity levels that maximize the total revenue while respecting the resource limits. Show how to formulate this problem as an LP.

4.18 Separating hyperplanes and spheres. Suppose you are given two sets of points in \( \mathbb{R}^n \), \( \{v^1, v^2, \ldots, v^K\} \) and \( \{w^1, w^2, \ldots, w^L\} \). Formulate the following two problems as LP feasibility problems.

(a) Determine a hyperplane that separates the two sets, i.e., find \( a \in \mathbb{R}^n \) and \( b \in \mathbb{R} \) with \( a \neq 0 \) such that

\[
    a^Tv^i \leq b, \quad i = 1, \ldots, K, \quad a^Tw^i \geq b, \quad i = 1, \ldots, L.
\]

Note that we require \( a \neq 0 \), so you have to make sure that your formulation excludes the trivial solution \( a = 0, b = 0 \). You can assume that

\[
    \text{rank} \begin{bmatrix} 
        v^1 & v^2 & \cdots & v^K & w^1 & w^2 & \cdots & w^L \\
        1 & 1 & \cdots & 1 & 1 & 1 & \cdots & 1
    \end{bmatrix} = n + 1
\]

(i.e., the affine hull of the \( K + L \) points has dimension \( n \)).

(b) Determine a sphere separating the two sets of points, i.e., find \( x_c \in \mathbb{R}^n \) and \( R \geq 0 \) such that

\[
    \|v^i - x_c\|_2 \leq R, \quad i = 1, \ldots, K, \quad \|w^i - x_c\|_2 \geq R, \quad i = 1, \ldots, L.
\]

(Here \( x_c \) is the center of the sphere; \( R \) is its radius.)

(See chapter 8 for more on separating hyperplanes, separating spheres, and related topics.)
4.19 Consider the problem

\[
\begin{aligned}
\text{minimize} & \quad \|Ax - b\|_1 / (c^T x + d) \\
\text{subject to} & \quad \|x\|_\infty \leq 1,
\end{aligned}
\]

where \(A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, c \in \mathbb{R}^n,\) and \(d \in \mathbb{R}.\) We assume that \(d > \|c\|_1\), which implies that \(c^T x + d > 0\) for all feasible \(x\).

(a) Show that this is a quasiconvex optimization problem.

(b) Show that it is equivalent to the convex optimization problem

\[
\begin{aligned}
\text{minimize} & \quad \|Ay - bt\|_1 \\
\text{subject to} & \quad \|y\|_\infty \leq t, \\
& \quad c^T y + dt = 1,
\end{aligned}
\]

with variables \(y \in \mathbb{R}^n, t \in \mathbb{R}.\)

4.20 Power assignment in a wireless communication system. We consider \(n\) transmitters with powers \(p_1, \ldots, p_n \geq 0,\) transmitting to \(n\) receivers. These powers are the optimization variables in the problem. We let \(G \in \mathbb{R}^{n \times n}\) denote the matrix of path gains from the transmitters to the receivers; \(G_{ij} \geq 0\) is the path gain from transmitter \(j\) to receiver \(i.\)

The signal power at receiver \(i\) is then \(S_i = G_{ii} p_i,\) and the interference power at receiver \(i\) is \(I_i = \sum_{k \neq i} G_{ik} p_k.\) The signal to interference plus noise ratio, denoted SINR, at receiver \(i,\) is given by \(S_i / (I_i + \sigma_i),\) where \(\sigma_i > 0\) is the (self-) noise power in receiver \(i.\) The objective in the problem is to maximize the minimum SINR ratio, over all receivers, i.e.,

\[
\min_{i=1, \ldots, n} \frac{S_i}{I_i + \sigma_i}.
\]

There are a number of constraints on the powers that must be satisfied, in addition to the obvious one \(p_i \geq 0.\) The first is a maximum allowable power for each transmitter, i.e., \(p_i \leq P_i^{\text{max}},\) where \(P_i^{\text{max}} > 0\) is given. In addition, the transmitters are partitioned into groups, with each group sharing the same power supply, so there is a total power constraint for each group of transmitter powers. More precisely, we have subsets \(K_1, \ldots, K_m\) of \(\{1, \ldots, n\}\) with \(K_1 \cup \cdots \cup K_m = \{1, \ldots, n\}\), and \(K_j \cap K_l = 0\) if \(j \neq l.\) For each group \(K_i,\) the total associated transmitter power cannot exceed \(P_i^{\text{gp}} > 0:\)

\[
\sum_{k \in K_i} p_k \leq P_i^{\text{gp}}, \quad l = 1, \ldots, m.
\]

Finally, we have a limit \(P_i^{\text{rc}} > 0\) on the total received power at each receiver:

\[
\sum_{k=1}^{n} G_{ik} p_k \leq P_i^{\text{rc}}, \quad i = 1, \ldots, n.
\]

(This constraint reflects the fact that the receivers will saturate if the total received power is too large.)

Formulate the SINR maximization problem as a generalized linear-fractional program.

Quadratic optimization problems

4.21 Some simple QCQPs. Give an explicit solution of each of the following QCQPs.

(a) Minimizing a linear function over an ellipsoid centered at the origin.

\[
\begin{aligned}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad x^T A x \leq 1,
\end{aligned}
\]

where \(A \in \mathbb{S}^{n \times n}_+\) and \(c \neq 0.\) What is the solution if the problem is not convex \((A \not\in \mathbb{S}^n_+)?\)
(b) **Minimizing a linear function over an ellipsoid.**

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad (x - x_c)^T A (x - x_c) \leq 1,
\end{align*}
\]

where \( A \in \mathbf{S}^n_{++} \) and \( c \neq 0 \).

(c) **Minimizing a quadratic form over an ellipsoid centered at the origin.**

\[
\begin{align*}
\text{minimize} & \quad x^T B x \\
\text{subject to} & \quad x^T A x \leq 1,
\end{align*}
\]

where \( A \in \mathbf{S}^n_{++} \) and \( B \in \mathbf{S}^n_+ \). Also consider the nonconvex extension with \( B \not\in \mathbf{S}^n_+ \).

(See §B.1.)

4.22 Consider the QCQP

\[
\begin{align*}
\text{minimize} & \quad (1/2) x^T P x + q^T x + r \\
\text{subject to} & \quad x^T x \leq 1,
\end{align*}
\]

with \( P \in \mathbf{S}^n_{++} \). Show that \( x^* = -(P + \lambda I)^{-1} q \) where \( \lambda = \max\{0, \bar{\lambda}\} \) and \( \bar{\lambda} \) is the largest solution of the nonlinear equation

\[
q^T (P + \lambda I)^{-2} q = 1.
\]

4.23 \( \ell_4 \)-norm approximation via QCQP. Formulate the \( \ell_4 \)-norm approximation problem

\[
\begin{align*}
\text{minimize} & \quad ||Ax - b||_4 = (\sum_{i=1}^m |(a_i^T x - b_i)|^4)^{1/4}
\end{align*}
\]

as a QCQP. The matrix \( A \in \mathbf{R}^{m \times n} \) (with rows \( a_i^T \)) and the vector \( b \in \mathbf{R}^m \) are given.

4.24 **Complex \( \ell_1 \)-, \( \ell_2 \)- and \( \ell_\infty \)-norm approximation.** Consider the problem

\[
\begin{align*}
\text{minimize} & \quad ||Ax - b||_p,
\end{align*}
\]

where \( A \in \mathbf{C}^{m \times n} \), \( b \in \mathbf{C}^m \), and the variable is \( x \in \mathbf{C}^n \). The complex \( \ell_p \)-norm is defined by

\[
||y||_p = \left( \sum_{i=1}^m |y_i|^p \right)^{1/p}
\]

for \( p \geq 1 \), and \( ||y||_\infty = \max_{i=1, \ldots, m} |y_i| \). For \( p = 1, 2, \) and \( \infty \), express the complex \( \ell_p \)-norm approximation problem as a QCQP or SOCP with real variables and data.

4.25 **Linear separation of two sets of ellipsoids.** Suppose we are given \( K + L \) ellipsoids

\[
\mathcal{E}_i = \{ P_i u + q_i \mid ||u||_2 \leq 1 \}, \quad i = 1, \ldots, K + L,
\]

where \( P_i \in \mathbf{S}^n \). We are interested in finding a hyperplane that strictly separates \( \mathcal{E}_1, \ldots, \mathcal{E}_K \) from \( \mathcal{E}_{K+1}, \ldots, \mathcal{E}_{K+L} \), i.e., we want to compute \( a \in \mathbf{R}^n \), \( b \in \mathbf{R} \) such that

\[
a^T x + b > 0 \quad \text{for} \ x \in \mathcal{E}_1 \cup \cdots \cup \mathcal{E}_K, \quad a^T x + b < 0 \quad \text{for} \ x \in \mathcal{E}_{K+1} \cup \cdots \cup \mathcal{E}_{K+L},
\]

or prove that no such hyperplane exists. Express this problem as an SOCP feasibility problem.

4.26 **Hyperbolic constraints as SOC constraints.** Verify that \( x \in \mathbf{R}^n \), \( y, z \in \mathbf{R} \) satisfy

\[
x^T x \leq y z, \quad y \geq 0, \quad z \geq 0
\]

if and only if

\[
\left\| \begin{bmatrix} 2x \\ y - z \end{bmatrix} \right\|_2 \leq y + z, \quad y \geq 0, \quad z \geq 0.
\]

Use this observation to cast the following problems as SOCPs.
(a) Maximizing harmonic mean.

\[
\text{maximize } \left( \sum_{i=1}^{m} \frac{1}{a_i^T x - b_i} \right)^{-1},
\]

with domain \( \{ x \mid Ax \succ b \} \), where \( a_i^T \) is the \( i \)th row of \( A \).

(b) Maximizing geometric mean.

\[
\text{maximize } \left( \prod_{i=1}^{m} (a_i^T x - b_i) \right)^{1/m},
\]

with domain \( \{ x \mid Ax \succeq b \} \), where \( a_i^T \) is the \( i \)th row of \( A \).

4.27 Matrix fractional minimization via SOCP. Express the following problem as an SOCP:

\[
\begin{align*}
&\text{minimize } (Ax + b)^T (I + B \text{diag}(x) B^T)^{-1} (Ax + b) \\
&\text{subject to } x \succeq 0,
\end{align*}
\]

with \( A \in \mathbb{R}^{m \times n} \), \( b \in \mathbb{R}^m \), \( B \in \mathbb{R}^{m \times n} \). The variable is \( x \in \mathbb{R}^n \).

Hint. First show that the problem is equivalent to

\[
\begin{align*}
&\text{minimize } v^T v + w^T \text{diag}(x)^{-1} w \\
&\text{subject to } v + Bw = Ax + b \\
&\quad x \succeq 0,
\end{align*}
\]

with variables \( v \in \mathbb{R}^m \), \( w, x \in \mathbb{R}^n \). (If \( x_i = 0 \) we interpret \( w_i^2/x_i \) as zero if \( w_i = 0 \) and as \( \infty \) otherwise.) Then use the results of exercise 4.26.

4.28 Robust quadratic programming. In §4.4.2 we discussed robust linear programming as an application of second-order cone programming. In this problem we consider a similar robust variation of the (convex) quadratic program

\[
\begin{align*}
&\text{minimize } (1/2) x^T P x + q^T x + r \\
&\text{subject to } Ax \preceq b.
\end{align*}
\]

For simplicity we assume that only the matrix \( P \) is subject to errors, and the other parameters \( (q, r, A, b) \) are exactly known. The robust quadratic program is defined as

\[
\begin{align*}
&\text{minimize } \sup_{P \in \mathcal{E}} ((1/2) x^T P x + q^T x + r) \\
&\text{subject to } Ax \preceq b
\end{align*}
\]

where \( \mathcal{E} \) is the set of possible matrices \( P \).

For each of the following sets \( \mathcal{E} \), express the robust QP as a convex problem. Be as specific as you can. If the problem can be expressed in a standard form (e.g., QP, QCQP, SOCP, SDP), say so.

(a) A finite set of matrices: \( \mathcal{E} = \{ P_1, \ldots, P_K \} \), where \( P_i \in \mathbb{S}^n_+ \), \( i = 1, \ldots, K \).

(b) A set specified by a nominal value \( P_0 \in \mathbb{S}^n_+ \) plus a bound on the eigenvalues of the deviation \( P - P_0 \):

\[
\mathcal{E} = \{ P \in \mathbb{S}^n \mid -\gamma I \preceq P - P_0 \preceq \gamma I \}
\]

where \( \gamma \in \mathbb{R} \) and \( P_0 \in \mathbb{S}^n_+ \).

(c) An ellipsoid of matrices:

\[
\mathcal{E} = \left\{ P_0 + \sum_{i=1}^{K} P_i u_i \mid \| u \|_2 \leq 1 \right\}.
\]

You can assume \( P_i \in \mathbb{S}^n_+ \), \( i = 0, \ldots, K \).
4.29 Maximizing probability of satisfying a linear inequality. Let $c$ be a random variable in $\mathbb{R}^n$, normally distributed with mean $\bar{c}$ and covariance matrix $R$. Consider the problem

$$\begin{align*}
\text{maximize} & \quad \mathbf{prob}(c^T x \geq \alpha) \\
\text{subject to} & \quad Fx \leq g, \quad Ax = b.
\end{align*}$$

Assuming there exists a feasible point $\hat{x}$ for which $c^T \hat{x} \geq \alpha$, show that this problem is equivalent to a convex or quasiconvex optimization problem. Formulate the problem as a QP, QCQP, or SOCP (if the problem is convex), or explain how you can solve it by solving a sequence of QP, QCQP, or SOCP feasibility problems (if the problem is quasiconvex).

Geometric programming

4.30 A heated fluid at temperature $T$ (degrees above ambient temperature) flows in a pipe with fixed length and circular cross section with radius $r$. A layer of insulation, with thickness $w \ll r$, surrounds the pipe to reduce heat loss through the pipe walls. The design variables in this problem are $T$, $r$, and $w$.

The heat loss is (approximately) proportional to $Tr/w$, so over a fixed lifetime, the energy cost due to heat loss is given by $\alpha_1 Tr/w$. The cost of the pipe, which has a fixed wall thickness, is approximately proportional to the total material, i.e., it is given by $\alpha_2 r$. The cost of the insulation is also approximately proportional to the total insulation material, i.e., $\alpha_3 rw$ (using $w \ll r$). The total cost is the sum of these three costs.

The heat flow down the pipe is entirely due to the flow of the fluid, which has a fixed velocity, i.e., it is given by $\alpha_4 r^2$. The constants $\alpha_i$ are all positive, as are the variables $T$, $r$, and $w$.

Now the problem: maximize the total heat flow down the pipe, subject to an upper limit $C_{\text{max}}$ on total cost, and the constraints

$$T_{\text{min}} \leq T \leq T_{\text{max}}, \quad r_{\text{min}} \leq r \leq r_{\text{max}}, \quad w_{\text{min}} \leq w \leq w_{\text{max}}, \quad w \leq 0.1r.$$ 

Express this problem as a geometric program.

4.31 Recursive formulation of optimal beam design problem. Show that the GP (4.46) is equivalent to the GP

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^N w_i h_i \\
\text{subject to} & \quad w_i/w_{\text{max}} \leq 1, \quad w_{\text{min}}/w_i \leq 1, \quad i = 1, \ldots, N \\
& \quad h_i/h_{\text{max}} \leq 1, \quad h_{\text{min}}/h_i \leq 1, \quad i = 1, \ldots, N \\
& \quad h_i/(w_i S_{\text{max}}) \leq 1, \quad S_{\text{min}} w_i/h_i \leq 1, \quad i = 1, \ldots, N \\
& \quad 6i F/(\sigma_{\text{max}} w_i h_i^2) \leq 1, \quad i = 1, \ldots, N \\
& \quad (2i-1) d_i/v_i + v_{i+1}/v_i \leq 1, \quad i = 1, \ldots, N \\
& \quad (i-1/3) d_i/y_i + y_{i+1}/y_i + y_{i+1}/y_i \leq 1, \quad i = 1, \ldots, N \\
& \quad y_i/y_{\text{max}} \leq 1 \\
& \quad E w_i h_i^2 d_i/(6F) = 1, \quad i = 1, \ldots, N.
\end{align*}$$

The variables are $w_i, h_i, v_i, d_i, y_i$ for $i = 1, \ldots, N$.

4.32 Approximating a function as a monomial. Suppose the function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is differentiable at a point $x_0 > 0$, with $f(x_0) > 0$. How would you find a monomial function $\tilde{f} : \mathbb{R}^n \rightarrow \mathbb{R}$ such that $f(x_0) = \tilde{f}(x_0)$ and for $x$ near $x_0$, $\tilde{f}(x)$ is very near $f(x)$?

4.33 Express the following problems as convex optimization problems.

(a) Minimize $\max\{p(x), q(x)\}$, where $p$ and $q$ are posynomials.

(b) Minimize $\exp(p(x)) + \exp(q(x))$, where $p$ and $q$ are posynomials.

(c) Minimize $p(x)/(r(x) - q(x))$, subject to $r(x) > q(x)$, where $p, q$ are posynomials, and $r$ is a monomial.
4.34 Log-convexity of Perron-Frobenius eigenvalue. Let \( A \in \mathbb{R}^{n \times n} \) be an elementwise positive matrix, i.e., \( A_{ij} > 0 \). (The results of this problem hold for irreducible nonnegative matrices as well.) Let \( \lambda_{pf}(A) \) denote its Perron-Frobenius eigenvalue, i.e., its eigenvalue of largest magnitude. (See the definition and the example on page 165.) Show that \( \log \lambda_{pf}(A) \) is a convex function of \( \log A_{ij} \). This means, for example, that we have the inequality
\[
\lambda_{pf}(C) \leq (\lambda_{pf}(A)\lambda_{pf}(B))^{1/2},
\]
where \( C_{ij} = (A_{ij}B_{ij})^{1/2} \), and \( A \) and \( B \) are elementwise positive matrices.

Hint. Use the characterization of the Perron-Frobenius eigenvalue given in (4.47), or, alternatively, use the characterization
\[
\log \lambda_{pf}(A) = \lim_{k \to \infty} (1/k) \log(1^T A^k 1).
\]

4.35 Signomial and geometric programs. A signomial is a linear combination of monomials of some positive variables \( x_1, \ldots, x_n \). Signomials are more general than posynomials, which are signomials with all positive coefficients. A signomial program is an optimization problem of the form
\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]
where \( f_0, \ldots, f_m \) and \( h_1, \ldots, h_p \) are signomials. In general, signomial programs are very difficult to solve.

Some signomial programs can be transformed to GPs, and therefore solved efficiently. Show how to do this for a signomial program of the following form:

- The objective signomial \( f_0 \) is a posynomial, i.e., its terms have only positive coefficients.
- Each inequality constraint signomial \( f_1, \ldots, f_m \) has exactly one term with a negative coefficient: \( f_i = p_i - q_i \) where \( p_i \) is posynomial, and \( q_i \) is monomial.
- Each equality constraint signomial \( h_1, \ldots, h_p \) has exactly one term with a positive coefficient and one term with a negative coefficient: \( h_i = r_i - s_i \) where \( r_i \) and \( s_i \) are monomials.

4.36 Explain how to reformulate a general GP as an equivalent GP in which every posynomial (in the objective and constraints) has at most two monomial terms. Hint. Express each sum (of monomials) as a sum of sums, each with two terms.

4.37 Generalized posynomials and geometric programming. Let \( x_1, \ldots, x_n \) be positive variables, and suppose the functions \( f_i : \mathbb{R}^n \to \mathbb{R}, i = 1, \ldots, k \), are posynomials of \( x_1, \ldots, x_n \). If \( \phi : \mathbb{R}^k \to \mathbb{R} \) is a polynomial with nonnegative coefficients, then the composition
\[
\phi(x) = \phi(f_1(x), \ldots, f_k(x))
\]
is a posynomial, since posynomials are closed under products, sums, and multiplication by nonnegative scalars. For example, suppose \( f_1 \) and \( f_2 \) are posynomials, and consider the polynomial \( \phi(z_1, z_2) = 3z_1^2 + 2z_1 + 3z_2^2 \) (which has nonnegative coefficients). Then \( h = 3f_1^2 f_2 + 2f_1 + f_2^2 \) is a posynomial.

In this problem we consider a generalization of this idea, in which \( \phi \) is allowed to be a posynomial, i.e., can have fractional exponents. Specifically, assume that \( \phi : \mathbb{R}^k \to \mathbb{R} \) is a posynomial, with all its exponents nonnegative. In this case we will call the function \( h \) defined in (4.69) a generalized posynomial. As an example, suppose \( f_1 \) and \( f_2 \) are posynomials, and consider the posynomial (with nonnegative exponents) \( \phi(z_1, z_2) = 2z_1^{0.3} z_2^{1.2} + z_1^{0.5} z_2^{0.5} + 2 \). Then the function
\[
h(x) = 2f_1(x)^{0.3} f_2(x)^{1.2} + f_1(x) f_2(x)^{0.5} + 2
\]
is a generalized posynomial. Note that it is not a posynomial, however (unless $f_1$ and $f_2$ are monomials or constants).

A generalized geometric program (GGP) is an optimization problem of the form

$$\begin{align*}
\text{minimize} & \quad h_0(x) \\
\text{subject to} & \quad h_i(x) \leq 1, \quad i = 1, \ldots, m \\
& \quad g_i(x) = 1, \quad i = 1, \ldots, p,
\end{align*}$$

where $g_1, \ldots, g_p$ are monomials, and $h_0, \ldots, h_m$ are generalized posynomials.

Show how to express this generalized geometric program as an equivalent geometric program. Explain any new variables you introduce, and explain how your GP is equivalent to the GGP (4.70).

Semidefinite programming and conic form problems

4.38 LMIs and SDPs with one variable. The generalized eigenvalues of a matrix pair $(A, B)$, where $A, B \in \mathbb{S}^n$, are defined as the roots of the polynomial $\det(\lambda B - A)$ (see §A.5.3).

Suppose $B$ is nonsingular, and that $A$ and $B$ can be simultaneously diagonalized by a congruence, i.e., there exists a nonsingular $R \in \mathbb{R}^{n \times n}$ such that

$$R^T A R = \text{diag}(a), \quad R^T B R = \text{diag}(b),$$

where $a, b \in \mathbb{R}^n$. (A sufficient condition for this to hold is that there exists $t_1, t_2$ such that $t_1 A + t_2 B \succ 0$.)

(a) Show that the generalized eigenvalues of $(A, B)$ are real, and given by $\lambda_i = a_i/b_i$, $i = 1, \ldots, n$.

(b) Express the solution of the SDP

$$\begin{align*}
\text{minimize} & \quad ct \\
\text{subject to} & \quad t B \preceq A,
\end{align*}$$

with variable $t \in \mathbb{R}$, in terms of $a$ and $b$.

4.39 SDPs and congruence transformations. Consider the SDP

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad x_1 F_1 + x_2 F_2 + \cdots + x_n F_n + G \preceq 0,
\end{align*}$$

with $F_i, G \in \mathbb{S}^k$, $c \in \mathbb{R}^n$.

(a) Suppose $R \in \mathbb{R}^{k \times k}$ is nonsingular. Show that the SDP is equivalent to the SDP

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \tilde{x}_1 \tilde{F}_1 + \tilde{x}_2 \tilde{F}_2 + \cdots + \tilde{x}_n \tilde{F}_n + \tilde{G} \preceq 0,
\end{align*}$$

where $\tilde{F}_i = R^T F_i R$, $\tilde{G} = R^T G R$.

(b) Suppose there exists a nonsingular $R$ such that $\tilde{F}_i$ and $\tilde{G}$ are diagonal. Show that the SDP is equivalent to an LP.

(c) Suppose there exists a nonsingular $R$ such that $\tilde{F}_i$ and $\tilde{G}$ have the form

$$\tilde{F}_i = \begin{bmatrix} \alpha_i I & a_i \\ a_i^T & \alpha_i \end{bmatrix}, \quad i = 1, \ldots, n, \quad \tilde{G} = \begin{bmatrix} \alpha_i^T & b \\ b^T & \beta \end{bmatrix},$$

where $\alpha_i, \beta \in \mathbb{R}$, $a_i, b \in \mathbb{R}^{k-1}$. Show that the SDP is equivalent to an SOCP with a single second-order cone constraint.
4.40 LPs, QPs, QCQPs, and SOCPs as SDPs. Express the following problems as SDPs.

(a) The LP (4.27).
(b) The QP (4.34), the QCQP (4.35) and the SOCP (4.36). Hint. Suppose $A \in S^{r,+}$, $C \in S^{s}$, and $B \in \mathbb{R}^{r \times s}$. Then

$$\begin{bmatrix} A & B \\ B^T & C \end{bmatrix} \succeq 0 \iff C - B^T A^{-1} B \succeq 0.$$  

For a more complete statement, which applies also to singular $A$, and a proof, see §A.5.5.

(c) The matrix fractional optimization problem

$$\begin{align*}
\text{minimize} & \quad (Ax + b)^T F(x)^{-1}(Ax + b) \\
\text{where} & \quad A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}, \\
& \quad F(x) = F_0 + x_1 F_1 + \cdots + x_n F_n,
\end{align*}$$

with $F_i \in S^m$, and we take the domain of the objective to be $\{x \mid F(x) \succ 0\}$. You can assume the problem is feasible (there exists at least one $x$ with $F(x) \succ 0$).

4.41 LMI tests for copositive matrices and $P_0$-matrices. A matrix $A \in S^n$ is said to be copositive if $x^T A x \geq 0$ for all $x \succeq 0$ (see exercise 2.35). A matrix $A \in \mathbb{R}^{n \times n}$ is said to be a $P_0$-matrix if $\max_{i=1,\ldots,n} x_i (Ax) \geq 0$ for all $x$. Checking whether a matrix is copositive or a $P_0$-matrix is very difficult in general. However, there exist useful sufficient conditions that can be verified using semidefinite programming.

(a) Show that $A$ is copositive if it can be decomposed as a sum of a positive semidefinite and an elementwise nonnegative matrix:

$$A = B + C, \quad B \succeq 0, \quad C_{ij} \geq 0, \quad i, j = 1, \ldots, n. \quad (4.71)$$

Express the problem of finding $B$ and $C$ that satisfy (4.71) as an SDP feasibility problem.

(b) Show that $A$ is a $P_0$-matrix if there exists a positive diagonal matrix $D$ such that

$$DA + A^T D \succeq 0. \quad (4.72)$$

Express the problem of finding a $D$ that satisfies (4.72) as an SDP feasibility problem.

4.42 Complex LMIs and SDPs. A complex LMI has the form

$$x_1 F_1 + \cdots + x_n F_n + G \preceq 0$$

where $F_1, \ldots, F_n, G$ are complex $n \times n$ Hermitian matrices, i.e., $F_i^H = F_i$, $G^H = G$, and $x \in \mathbb{R}^n$ is a real variable. A complex SDP is the problem of minimizing a (real) linear function of $x$ subject to a complex LMI constraint.

Complex LMIs and SDPs can be transformed to real LMIs and SDPs, using the fact that

$$X \succeq 0 \iff \begin{bmatrix} \Re X & -\Im X \\ \Im X & \Re X \end{bmatrix} \succeq 0,$$

where $\Re X \in \mathbb{R}^{n \times n}$ is the real part of the complex Hermitian matrix $X$, and $\Im X \in \mathbb{R}^{n \times n}$ is the imaginary part of $X$.

Verify this result, and show how to pose a complex SDP as a real SDP.
4.43 Eigenvalue optimization via SDP. Suppose $A : \mathbb{R}^n \to \mathbb{S}^m$ is affine, i.e.,

$$A(x) = A_0 + x_1 A_1 + \cdots + x_n A_n$$

where $A_i \in \mathbb{S}^m$. Let $\lambda_1(x) \geq \lambda_2(x) \geq \cdots \geq \lambda_m(x)$ denote the eigenvalues of $A(x)$. Show how to pose the following problems as SDPs.

(a) Minimize the maximum eigenvalue $\lambda_1(x)$.
(b) Minimize the spread of the eigenvalues, $\lambda_1(x) - \lambda_m(x)$.
(c) Minimize the condition number of $A(x)$, subject to $A(x) \succ 0$. The condition number is defined as $\kappa(A(x)) = \lambda_1(x)/\lambda_m(x)$, with domain $\{x \mid A(x) \succ 0\}$. You may assume that $A(x) \succ 0$ for at least one $x$.

$\text{Hint.}$ You need to minimize $\lambda/\gamma$, subject to

$$0 < \gamma I \preceq A(x) \preceq \lambda I.$$ 

Change variables to $y = x/\gamma$, $t = \lambda/\gamma$, $s = 1/\gamma$.

(d) Minimize the sum of the absolute values of the eigenvalues, $|\lambda_1(x)| + \cdots + |\lambda_m(x)|$.

$\text{Hint.}$ Express $A(x)$ as $A(x) = A_+ - A_-$, where $A_+ \succeq 0$, $A_- \succeq 0$.

4.44 Optimization over polynomials. Pose the following problem as an SDP. Find the polynomial $p : \mathbb{R} \to \mathbb{R}$,

$$p(t) = x_1 + x_2 t + \cdots + x_{2k+1} t^{2k},$$

that satisfies given bounds $l_i \leq p(t_i) \leq u_i$, at $m$ specified points $t_i$, and, of all the polynomials that satisfy these bounds, has the greatest minimum value:

$$\begin{align*}
\text{maximize} \quad & \inf_{t \in \Gamma} p(t) \\
\text{subject to} \quad & l_i \leq p(t_i) \leq u_i, \quad i = 1, \ldots, m.
\end{align*}$$

The variables are $x \in \mathbb{R}^{2k+1}$.

$\text{Hint.}$ Use the LMI characterization of nonnegative polynomials derived in exercise 2.37, part (b).

4.45 [Nes00, Par00] Sum-of-squares representation via LMIs. Consider a polynomial $p : \mathbb{R}^n \to \mathbb{R}$ of degree $2k$. The polynomial is said to be positive semidefinite (PSD) if $p(x) \geq 0$ for all $x \in \mathbb{R}^n$. Except for special cases (e.g., $n = 1$ or $k = 1$), it is extremely difficult to determine whether or not a given polynomial is PSD, let alone solve an optimization problem, with the coefficients of $p$ as variables, with the constraint that $p$ be PSD. A famous sufficient condition for a polynomial to be PSD is that it have the form

$$p(x) = \sum_{i=1}^r q_i(x)^2,$$

for some polynomials $q_i$, with degree no more than $k$. A polynomial $p$ that has this sum-of-squares form is called SOS.

The condition that a polynomial $p$ be SOS (viewed as a constraint on its coefficients) turns out to be equivalent to an LMI, and therefore a variety of optimization problems, with SOS constraints, can be posed as SDPs. You will explore these ideas in this problem.

(a) Let $f_1, \ldots, f_s$ be all monomials of degree $k$ or less. (Here we mean monomial in the standard sense, i.e., $x_1^{m_1} \cdots x_n^{m_n}$, where $m_i \in \mathbb{Z}_+$, and not in the sense used in geometric programming.) Show that if $p$ can be expressed as a positive semidefinite quadratic form $p = f^T V f$, with $V \in \mathbb{S}_+^n$, then $p$ is SOS. Conversely, show that if $p$ is SOS, then it can be expressed as a positive semidefinite quadratic form in the monomials, i.e., $p = f^T V f$, for some $V \in \mathbb{S}_+^n$. 

(b) Show that the condition \( p = f^T V f \) is a set of linear equality constraints relating the coefficients of \( p \) and the matrix \( V \). Combined with part (a) above, this shows that the condition that \( p \) be SOS is equivalent to a set of linear equalities relating \( V \) and the coefficients of \( p \), and the matrix inequality \( V \succeq 0 \).

(c) Work out the LMI conditions for SOS explicitly for the case where \( p \) is polynomial of degree four in two variables.

**4.46 Multidimensional moments.** The moments of a random variable \( t \) on \( \mathbb{R}^2 \) are defined as 
\[
\mu_{ij} = \mathbb{E} t_i^j t_2^j, \quad \text{where } i, j \text{ are nonnegative integers.}
\]
In this problem we derive necessary conditions for a set of numbers \( \mu_{ij} \), \( 0 \leq i, j \leq 2k \), \( i + j \leq 2k \), to be the moments of a distribution on \( \mathbb{R}^2 \).

Let \( p : \mathbb{R}^2 \to \mathbb{R} \) be a polynomial of degree \( k \) with coefficients \( c_{ij} \),
\[
p(t) = \sum_{i=0}^{k} \sum_{j=0}^{k-i} c_{ij} t_1^i t_2^j,
\]
and let \( t \) be a random variable with moments \( \mu_{ij} \). Suppose \( c \in \mathbb{R}^{(k+1)(k+2)/2} \) contains the coefficients \( c_{ij} \) in some specific order, and \( \mu \in \mathbb{R}^{(k+1)(2k+1)} \) contains the moments \( \mu_{ij} \) in the same order. Show that \( \mathbb{E} p(t)^2 \) can be expressed as a quadratic form in \( c \):
\[
\mathbb{E} p(t)^2 = c^T H(\mu) c,
\]
where \( H : \mathbb{R}^{(k+1)(2k+1)} \to \mathbb{S}^{(k+1)(k+2)/2} \) is a linear function of \( \mu \). From this, conclude that \( \mu \) must satisfy the LMI \( H(\mu) \succeq 0 \).

**Remark:** For random variables on \( \mathbb{R} \), the matrix \( H \) can be taken as the Hankel matrix defined in (4.52). In this case, \( H(\mu) \succeq 0 \) is a necessary and sufficient condition for \( \mu \) to be the moments of a distribution, or the limit of a sequence of moments. On \( \mathbb{R}^2 \), however, the LMI is only a necessary condition.

**4.47 Maximum determinant positive semidefinite matrix completion.** We consider a matrix \( A \in \mathbb{S}^n \), with some entries specified, and the others not specified. The **positive semidefinite matrix completion problem** is to determine values of the unspecified entries of the matrix so that \( A \succeq 0 \) (or to determine that such a completion does not exist).

(a) Explain why we can assume without loss of generality that the diagonal entries of \( A \) are specified.

(b) Show how to formulate the positive semidefinite completion problem as an SDP feasibility problem.

(c) Assume that \( A \) has at least one completion that is positive definite, and the diagonal entries of \( A \) are specified (i.e., fixed). The positive definite completion with largest determinant is called the **maximum determinant completion**. Show that the maximum determinant completion is unique. Show that if \( A^* \) is the maximum determinant completion, then \( (A^*)^{-1} \) has zeros in all the entries of the original matrix that were not specified. **Hint:** The gradient of the function \( f(X) = \log \det X \) is \( \nabla f(X) = X^{-1} \) (see §A.4.1).

(d) Suppose \( A \) is specified on its tridiagonal part, i.e., we are given \( A_{11}, \ldots, A_{nn} \) and \( A_{12}, \ldots, A_{n-1,n} \). Show that if there exists a positive definite completion of \( A \), then there is a positive definite completion whose inverse is tridiagonal.

**4.48 Generalized eigenvalue minimization.** Recall (from example 3.37, or §A.5.3) that the largest generalized eigenvalue of a pair of matrices \( (A, B) \in \mathbb{S}^k \times \mathbb{S}^k_+ \) is given by
\[
\lambda_{\text{max}}(A, B) = \sup_{u \neq 0} \frac{u^T A u}{u^T B u} = \max \{ \lambda \mid \det (\lambda B - A) = 0 \}.
\]
As we have seen, this function is quasiconvex (if we take \( \mathbb{S}^k \times \mathbb{S}^k_+ \) as its domain).
We consider the problem 
\[
\text{minimize } \lambda_{\max}(A(x), B(x)) \tag{4.73}
\]
where \(A, B : \mathbb{R}^n \to S^k\) are affine functions, defined as 
\[
A(x) = A_0 + x_1A_1 + \cdots + x_nA_n, \quad B(x) = B_0 + x_1B_1 + \cdots + x_nB_n.
\]
with \(A_i, B_i \in S^k\).

(a) Give a family of convex functions \(\phi_t : S^k \times S^k \to \mathbb{R}\), that satisfy 
\[
\lambda_{\max}(A, B) \leq t \iff \phi_t(A, B) \leq 0
\]
for all \((A, B) \in S^k \times S^k_+\). Show that this allows us to solve (4.73) by solving a sequence of convex feasibility problems.

(b) Give a family of matrix-convex functions \(\Phi_t : S^k \times S^k \to S^k\) that satisfy 
\[
\lambda_{\max}(A, B) \leq t \iff \Phi_t(A, B) \preceq 0
\]
for all \((A, B) \in S^k \times S^k_+\). Show that this allows us to solve (4.73) by solving a sequence of convex feasibility problems with LMI constraints.

(c) Suppose \(B(x) = (a^T x + b)I\), with \(a \neq 0\). Show that (4.73) is equivalent to the convex problem 
\[
\begin{align*}
\text{minimize} & \quad \lambda_{\max}(sA_0 + y_1A_1 + \cdots + y_nA_n) \\
\text{subject to} & \quad a^T y + bs = 1 \\
& \quad s \geq 0,
\end{align*}
\]
with variables \(y \in \mathbb{R}^n, s \in \mathbb{R}\).

4.49 Generalized fractional programming. Let \(K \subset \mathbb{R}^m\) be a proper cone. Show that the function \(f_0 : \mathbb{R}^n \to \mathbb{R}^m\), defined by
\[
f_0(x) = \inf \left\{ t \mid Cx + d \preceq_K t(Fx + g) \right\}, \quad \text{dom } f_0 = \{ x \mid Fx + g \succ_K 0 \},
\]
with \(C, F \in \mathbb{R}^{m \times n}, d, g \in \mathbb{R}^m\), is quasiconvex. A quasiconvex optimization problem with objective function of this form is called a generalized fractional program. Express the generalized linear-fractional program of page 152 and the generalized eigenvalue minimization problem (4.73) as generalized fractional programs.

Vector and multicriterion optimization

4.50 Bi-criterion optimization. Figure 4.11 shows the optimal trade-off curve and the set of achievable values for the bi-criterion optimization problem
\[
\text{minimize (w.r.t. } \mathbb{R}^2_+\text{) } \|Ax - b\|_2^2, \|x\|_2^2,
\]
for some \(A \in \mathbb{R}^{100 \times 10}, b \in \mathbb{R}^{100}\). Answer the following questions using information from the plot. We denote by \(x_{ls}\) the solution of the least-squares problem
\[
\text{minimize } \|Ax - b\|_2^2,
\]
(a) What is \(\|x_{ls}\|_2^2\)?
(b) What is \(\|Ax_{ls} - b\|_2^2\)?
(c) What is \(\|b\|_2^2\)?
(d) Give the optimal value of the problem

\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|_2^2 \\
\text{subject to} & \quad \|x\|_2^2 = 1.
\end{align*}
\]

(e) Give the optimal value of the problem

\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|_2^2 \\
\text{subject to} & \quad \|x\|_2^2 \leq 1.
\end{align*}
\]

(f) Give the optimal value of the problem

\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|_2^2 + \|x\|_2^2.
\end{align*}
\]

(g) What is the rank of \( A \)?

4.51 *Monotone transformation of objective in vector optimization.* Consider the vector optimization problem (4.56). Suppose we form a new vector optimization problem by replacing the objective \( f_0 \) with \( \phi \circ f_0 \), where \( \phi : \mathbb{R}^q \to \mathbb{R}^q \) satisfies

\[
\begin{align*}
u \preceq_K v, \ u \neq v \implies \phi(u) \preceq_K \phi(v), \ \phi(u) \neq \phi(v).
\end{align*}
\]

Show that a point \( x \) is Pareto optimal (or optimal) for one problem if and only if it is Pareto optimal (optimal) for the other, so the two problems are equivalent. In particular, composing each objective in a multicriterion problem with an increasing function does not affect the Pareto optimal points.

4.52 *Pareto optimal points and the boundary of the set of achievable values.* Consider a vector optimization problem with cone \( K \). Let \( P \) denote the set of Pareto optimal values, and let \( O \) denote the set of achievable objective values. Show that \( P \subseteq O \cap \text{bd} O \), i.e., every Pareto optimal value is an achievable objective value that lies in the boundary of the set of achievable objective values.

4.53 Suppose the vector optimization problem (4.56) is convex. Show that the set

\[
\mathcal{A} = O + K = \{ t \in \mathbb{R}^q \mid f_0(x) \preceq_K t \text{ for some feasible } x \},
\]

is convex. Also show that the minimal elements of \( \mathcal{A} \) are the same as the minimal points of \( O \).

4.54 *Scalarization and optimal points.* Suppose a (not necessarily convex) vector optimization problem has an optimal point \( x^* \). Show that \( x^* \) is a solution of the associated scalarized problem for any choice of \( \lambda >_K 0 \). Also show the converse: If a point \( x \) is a solution of the scalarized problem for any choice of \( \lambda >_K 0 \), then it is an optimal point for the (not necessarily convex) vector optimization problem.

4.55 *Generalization of weighted-sum scalarization.* In §4.7.4 we showed how to obtain Pareto optimal solutions of a vector optimization problem by replacing the vector objective \( f_0 : \mathbb{R}^n \to \mathbb{R}^q \) with the scalar objective \( \lambda \circ f_0 \), where \( \lambda >_K 0 \). Let \( \psi : \mathbb{R}^q \to \mathbb{R} \) be a \( K \)-increasing function, i.e., satisfying

\[
\begin{align*}
u \preceq_K v, \ u \neq v \implies \psi(u) < \psi(v).
\end{align*}
\]

Show that any solution of the problem

\[
\begin{align*}
\text{minimize} & \quad \psi(f_0(x)) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p
\end{align*}
\]

is also a solution of the original problem.
is Pareto optimal for the vector optimization problem

\[
\begin{align*}
\text{minimize (w.r.t. } K) & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p.
\end{align*}
\]

Note that \( \psi(u) = \lambda^T u \), where \( \lambda \succ_K 0 \), is a special case.

As a related example, show that in a multicriterion optimization problem (i.e., a vector optimization problem with \( f_0 = F : \mathbb{R}^n \to \mathbb{R}^q \), and \( K = \mathbb{R}^p_+ \)), a unique solution of the scalar optimization problem

\[
\begin{align*}
\text{minimize} & \quad \max_{i=1,\ldots,q} F_i(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]

is Pareto optimal.

**Miscellaneous problems**

4.56 [P. Parrilo] We consider the problem of minimizing the convex function \( f_0 : \mathbb{R}^n \to \mathbb{R} \) over the convex hull of the union of some convex sets, \( \text{conv} \left( \bigcup_{i=1}^{p} C_i \right) \). These sets are described via convex inequalities,

\[
C_i = \{ x \mid f_{ij}(x) \leq 0, \quad j = 1, \ldots, k_i \},
\]

where \( f_{ij} : \mathbb{R}^n \to \mathbb{R} \) are convex. Our goal is to formulate this problem as a convex optimization problem.

The obvious approach is to introduce variables \( x_1, \ldots, x_q \in \mathbb{R}^n \), with \( x_i \in C_i \), \( \theta \in \mathbb{R}^q \) with \( \theta \succeq 0 \), \( 1^T \theta = 1 \), and a variable \( x \in \mathbb{R}^n \), with \( x = \theta_1 x_1 + \cdots + \theta_q x_q \). This equality constraint is not affine in the variables, so this approach does not yield a convex problem. A more sophisticated formulation is given by

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad s_i f_{ij}(z_i/s_i) \leq 0, \quad i = 1, \ldots, q, \quad j = 1, \ldots, k_i \\
& \quad 1^T s = 1, \quad s \succeq 0 \\
& \quad x = z_1 + \cdots + z_q,
\end{align*}
\]

with variables \( z_1, \ldots, z_q \in \mathbb{R}^n \), \( x \in \mathbb{R}^n \), and \( s_1, \ldots, s_q \in \mathbb{R} \). (When \( s_i = 0 \), we take \( s_i f_{ij}(z_i/s_i) \) to be \( 0 \) if \( z_i = 0 \) and \( \infty \) if \( z_i \neq 0 \).) Explain why this problem is convex, and equivalent to the original problem.

4.57 **Capacity of a communication channel.** We consider a communication channel, with input \( X(t) \in \{1, \ldots, n\} \), and output \( Y(t) \in \{1, \ldots, m\} \), for \( t = 1, 2, \ldots \) (in seconds, say). The relation between the input and the output is given statistically:

\[
p_{ij} = \text{prob}(Y(t) = i | X(t) = j), \quad i = 1, \ldots, m, \quad j = 1, \ldots, n.
\]

The matrix \( P \in \mathbb{R}^{m \times n} \) is called the channel transition matrix, and the channel is called a **discrete memoryless channel**.

A famous result of Shannon states that information can be sent over the communication channel, with arbitrarily small probability of error, at any rate less than a number \( C \), called the **channel capacity**, in bits per second. Shannon also showed that the capacity of a discrete memoryless channel can be found by solving an optimization problem. Assume that \( X \) has a probability distribution denoted \( x \in \mathbb{R}^n \), i.e.,

\[
x_j = \text{prob}(X = j), \quad j = 1, \ldots, n.
\]
The mutual information between $X$ and $Y$ is given by

$$I(X;Y) = \sum_{i=1}^{m} \sum_{j=1}^{n} x_j p_{ij} \log_2 \left( \frac{p_{ij}}{\sum_{k=1}^{n} x_k p_{ik}} \right).$$

Then the channel capacity $C$ is given by

$$C = \sup_x I(X;Y),$$

where the supremum is over all possible probability distributions for the input $X$, i.e.,

over $x \succeq 0$, $\mathbf{1}^T x = 1$.

Show how the channel capacity can be computed using convex optimization.

\textit{Hint.} Introduce the variable $y = \mathbf{P}x$, which gives the probability distribution of the output $Y$, and show that the mutual information can be expressed as

$$I(X;Y) = c^T x - \sum_{i=1}^{m} y_i \log_2 y_i,$$

where $c_j = \sum_{i=1}^{m} p_{ij} \log_2 p_{ij}$, $j = 1, \ldots, n$.

\textbf{4.58 Optimal consumption.} In this problem we consider the optimal way to consume (or spend) an initial amount of money (or other asset) $k_0$ over time. The variables are $c_0, \ldots, c_T$, where $c_t \geq 0$ denotes the consumption in period $t$. The utility derived from a consumption level $c$ is given by $u(c)$, where $u : \mathbb{R} \to \mathbb{R}$ is an increasing concave function. The present value of the utility derived from the consumption is given by

$$U = \sum_{t=0}^{T} \beta^t u(c_t),$$

where $0 < \beta < 1$ is a discount factor.

Let $k_t$ denote the amount of money available for investment in period $t$. We assume that it earns an investment return given by $f(k_t)$, where $f : \mathbb{R} \to \mathbb{R}$ is an increasing, concave investment return function, which satisfies $f(0) = 0$. For example if the funds earn simple interest at rate $R$ percent per period, we have $f(a) = (R/100)a$. The amount to be consumed, i.e., $c_t$, is withdrawn at the end of the period, so we have the recursion

$$k_{t+1} = k_t + f(k_t) - c_t, \quad t = 0, \ldots, T.$$

The initial sum $k_0 > 0$ is given. We require $k_t \geq 0$, $t = 1, \ldots, T+1$ (but more sophisticated models, which allow $k_t < 0$, can be considered).

Show how to formulate the problem of maximizing $U$ as a convex optimization problem. Explain how the problem you formulate is equivalent to this one, and exactly how the two are related.

\textit{Hint.} Show that we can replace the recursion for $k_t$ given above with the inequalities

$$k_{t+1} \leq k_t + f(k_t) - c_t, \quad t = 0, \ldots, T.$$

(Interpretation: the inequalities give you the option of throwing money away in each period.) For a more general version of this trick, see exercise 4.6.

\textbf{4.59 Robust optimization.} In some optimization problems there is uncertainty or variation in the objective and constraint functions, due to parameters or factors that are either beyond our control or unknown. We can model this situation by making the objective and constraint functions $f_0, \ldots, f_m$ functions of the optimization variable $x \in \mathbb{R}^n$ and a parameter vector $u \in \mathbb{R}^k$ that is unknown, or varies. In the stochastic optimization
Log-optimal investment strategy. We consider a portfolio problem with $n$ assets held over $N$ periods. At the beginning of each period, we re-invest our total wealth, redistributing it over the $n$ assets using a fixed, constant, allocation strategy $x \in \mathbb{R}^n$, where $x \succeq 0$, $1^T x = 1$. In other words, if $W(t-1)$ is our wealth at the beginning of period $t$, then during period $t$ we invest $x_i W(t-1)$ in asset $i$. We denote by $\lambda(t)$ the total return during period $t$, i.e., $\lambda(t) = W(t)/W(t-1)$. At the end of the $N$ periods our wealth has been multiplied by the factor $\prod_{t=1}^N \lambda(t)$. We call

$$\frac{1}{N} \sum_{t=1}^N \log(\lambda(t))$$

the growth rate of the investment over the $N$ periods. We are interested in determining an allocation strategy $x$ that maximizes growth of our total wealth for large $N$.

We use a discrete stochastic model to account for the uncertainty in the returns. We assume that during each period there are $m$ possible scenarios, with probabilities $\pi_j$, $j = 1, \ldots, m$. In scenario $j$, the return for asset $i$ over one period is given by $p_{ij}$. Therefore, the return $\lambda(t)$ of our portfolio during period $t$ is a random variable, with $m$ possible values $p^T_{1} x, \ldots, p^T_{m} x$, and distribution

$$\pi_j = \text{prob}(\lambda(t) = p^T_{j} x), \quad j = 1, \ldots, m.$$  

We assume the same scenarios for each period, with (identical) independent distributions. Using the law of large numbers, we have

$$\lim_{N \to \infty} \frac{1}{N} \log \left( \frac{W(N)}{W(0)} \right) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^N \log(\lambda(t)) = \mathbb{E} \log(\lambda(t)) = \sum_{j=1}^m \pi_j \log(p^T_{j} x).$$
In other words, with investment strategy \( x \), the long term growth rate is given by

\[
R \text{lt} = \sum_{j=1}^{m} \pi_j \log(p_j^T x).
\]

The investment strategy \( x \) that maximizes this quantity is called the log-optimal investment strategy, and can be found by solving the optimization problem

\[
\begin{align*}
\text{maximize} & \quad \sum_{j=1}^{m} \pi_j \log(p_j^T x) \\
\text{subject to} & \quad x \succeq 0, \\
& \quad 1^T x = 1,
\end{align*}
\]

with variable \( x \in \mathbb{R}^n \).

Show that this is a convex optimization problem.

**4.61 Optimization with logistic model.** A random variable \( X \in \{0, 1\} \) satisfies

\[
\text{prob}(X = 1) = p = \frac{\exp(a^T x + b)}{1 + \exp(a^T x + b)},
\]

where \( x \in \mathbb{R}^n \) is a vector of variables that affect the probability, and \( a \) and \( b \) are known parameters. We can think of \( X = 1 \) as the event that a consumer buys a product, and \( x \) as a vector of variables that affect the probability, e.g., advertising effort, retail price, discounted price, packaging expense, and other factors. The variable \( x \), which we are to optimize over, is subject to a set of linear constraints, \( Fx \preceq g \).

Formulate the following problems as convex optimization problems.

(a) **Maximizing buying probability.** The goal is to choose \( x \) to maximize \( p \).

(b) **Maximizing expected profit.** Let \( c^T x + d \) be the profit derived from selling the product, which we assume is positive for all feasible \( x \). The goal is to maximize the expected profit, which is \( p(c^T x + d) \).

**4.62 Optimal power and bandwidth allocation in a Gaussian broadcast channel.** We consider a communication system in which a central node transmits messages to \( n \) receivers. (‘Gaussian’ refers to the type of noise that corrupts the transmissions.) Each receiver channel is characterized by its (transmit) power level \( P_i \geq 0 \) and its bandwidth \( W_i \geq 0 \). The power and bandwidth of a receiver channel determine its bit rate \( R_i \) (the rate at which information can be sent) via

\[
R_i = \alpha_i W_i \log(1 + \beta_i P_i / W_i),
\]

where \( \alpha_i \) and \( \beta_i \) are known positive constants. For \( W_i = 0 \), we take \( R_i = 0 \) (which is what you get if you take the limit as \( W_i \to 0 \)).

The powers must satisfy a total power constraint, which has the form

\[
P_1 + \cdots + P_n = P_{\text{tot}},
\]

where \( P_{\text{tot}} > 0 \) is a given total power available to allocate among the channels. Similarly, the bandwidths must satisfy

\[
W_1 + \cdots + W_n = W_{\text{tot}},
\]

where \( W_{\text{tot}} > 0 \) is the (given) total available bandwidth. The optimization variables in this problem are the powers and bandwidths, i.e., \( P_1, \ldots, P_n, W_1, \ldots, W_n \).

The objective is to maximize the total utility,

\[
\sum_{i=1}^{n} u_i(R_i),
\]
where \( u_i : \mathbb{R} \rightarrow \mathbb{R} \) is the utility function associated with the \( i \)th receiver. (You can think of \( u_i(R_i) \) as the revenue obtained for providing a bit rate \( R_i \) to receiver \( i \), so the objective is to maximize the total revenue.) You can assume that the utility functions \( u_i \) are nondecreasing and concave.

Pose this problem as a convex optimization problem.

4.63 Optimally balancing manufacturing cost and yield. The vector \( x \in \mathbb{R}^n \) denotes the nominal parameters in a manufacturing process. The yield of the process, i.e., the fraction of manufactured goods that is acceptable, is given by \( Y(x) \). We assume that \( Y \) is log-concave (which is often the case; see example 3.43). The cost per unit to manufacture the product is given by \( c^T x \), where \( c \in \mathbb{R}^n \). The cost per acceptable unit is \( c^T Y(x) \). We want to minimize \( c^T x / Y(x) \), subject to some convex constraints on \( x \) such as a linear inequalities \( Ax \preceq b \). (You can assume that over the feasible set we have \( c^T x > 0 \) and \( Y(x) > 0 \).

This problem is not a convex or quasiconvex optimization problem, but it can be solved using convex optimization and a one-dimensional search. The basic ideas are given below; you must supply all details and justification.

(a) Show that the function \( f : \mathbb{R} \rightarrow \mathbb{R} \) given by

\[
f(a) = \sup \{ Y(x) \mid Ax \preceq b, \ c^T x = a \},
\]

which gives the maximum yield versus cost, is log-concave. This means that by solving a convex optimization problem (in \( x \)) we can evaluate the function \( f \).

(b) Suppose that we evaluate the function \( f \) for enough values of \( a \) to give a good approximation over the range of interest. Explain how to use these data to (approximately) solve the problem of minimizing cost per good product.

4.64 Optimization with recourse. In an optimization problem with recourse, also called two-stage optimization, the cost function and constraints depend not only on our choice of variables, but also on a discrete random variable \( s \in \{1, \ldots, S\} \), which is interpreted as specifying which of \( S \) scenarios occurred. The scenario random variable \( s \) has known probability distribution \( \pi \), with \( \pi_i = \text{prob}(s = i), i = 1, \ldots, S \).

In two-stage optimization, we are to choose the values of two variables, \( x \in \mathbb{R}^n \) and \( z \in \mathbb{R}^q \). The variable \( x \) must be chosen before the particular scenario \( s \) is known; the variable \( z \), however, is chosen after the value of the scenario random variable is known. In other words, \( z \) is a function of the scenario random variable \( s \). To describe our choice \( z \), we list the values we would choose under the different scenarios, i.e., we list the vectors

\[
z_1, \ldots, z_S \in \mathbb{R}^q.
\]

Here \( z_3 \) is our choice of \( z \) when \( s = 3 \) occurs, and so on. The set of values

\[
x \in \mathbb{R}^n, \quad z_1, \ldots, z_S \in \mathbb{R}^q
\]

is called the policy, since it tells us what choice to make for \( x \) (independent of which scenario occurs), and also, what choice to make for \( z \) in each possible scenario.

The variable \( z \) is called the recourse variable (or second-stage variable), since it allows us to take some action or make a choice after we know which scenario occurred. In contrast, our choice of \( x \) (which is called the first-stage variable) must be made without any knowledge of the scenario.

For simplicity we will consider the case with no constraints. The cost function is given by

\[
f : \mathbb{R}^n \times \mathbb{R}^q \times \{1, \ldots, S\} \rightarrow \mathbb{R},
\]

where \( f(x, z, i) \) gives the cost when the first-stage choice \( x \) is made, second-stage choice \( z \) is made, and scenario \( i \) occurs. We will take as the overall objective, to be minimized over all policies, the expected cost

\[
E f(x, z, s) = \sum_{i=1}^S \pi_i f(x, z, i).
\]
Suppose that $f$ is a convex function of $(x, z)$, for each scenario $i = 1, \ldots, S$. Explain how to find an optimal policy, i.e., one that minimizes the expected cost over all possible policies, using convex optimization.

4.65 Optimal operation of a hybrid vehicle. A hybrid vehicle has an internal combustion engine, a motor/generator connected to a storage battery, and a conventional (friction) brake. In this exercise we consider a (highly simplified) model of a parallel hybrid vehicle, in which both the motor/generator and the engine are directly connected to the drive wheels. The engine can provide power to the wheels, and the brake can take power from the wheels, turning it into heat. The motor/generator can act as a motor, when it uses energy stored in the battery to deliver power to the wheels, or as a generator, when it takes power from the wheels or engine, and uses the power to charge the battery. When the generator takes power from the wheels and charges the battery, it is called regenerative braking; unlike ordinary friction braking, the energy taken from the wheels is stored, and can be used later. The vehicle is judged by driving it over a known, fixed test track to evaluate its fuel efficiency.

A diagram illustrating the power flow in the hybrid vehicle is shown below. The arrows indicate the direction in which the power flow is considered positive. The engine power $p_{eng}$, for example, is positive when it is delivering power; the brake power $p_{br}$ is positive when it is taking power from the wheels. The power $p_{req}$ is the required power at the wheels. It is positive when the wheels require power (e.g., when the vehicle accelerates, climbs a hill, or cruises on level terrain). The required wheel power is negative when the vehicle must decelerate rapidly, or descend a hill.

Power is conserved, which means we have

$$p_{req}(t) = p_{eng}(t) + p_{mg}(t) - p_{br}(t), \quad t = 1, \ldots, T.$$

The brake can only dissipate power, so we have $p_{br}(t) \geq 0$ for each $t$. The engine can only provide power, and only up to a given limit $P_{max}_{eng}$, i.e., we have

$$0 \leq p_{eng}(t) \leq P_{max}_{eng}, \quad t = 1, \ldots, T.$$

The motor/generator power is also limited: $p_{mg}$ must satisfy

$$P_{min}_{mg} \leq p_{mg}(t) \leq P_{max}_{mg}, \quad t = 1, \ldots, T.$$

Here $P_{max}_{mg} > 0$ is the maximum motor power, and $-P_{min}_{mg} > 0$ is the maximum generator power.

The battery charge or energy at time $t$ is denoted $E(t)$, $t = 1, \ldots, T + 1$. The battery energy satisfies

$$E(t + 1) = E(t) - p_{mg}(t) - \eta |p_{mg}(t)|, \quad t = 1, \ldots, T,$$
where \( \eta > 0 \) is a known parameter. (The term \(-p_{mg}(t)\) represents the energy removed or added to the battery by the motor/generator, ignoring any losses. The term \(-\eta|p_{mg}(t)|\) represents energy lost through inefficiencies in the battery or motor/generator.)

The battery charge must be between 0 (empty) and its limit \( E_{\text{batt}}^{\text{max}} \) (full), at all times. (If \( E(t) = 0 \), the battery is fully discharged, and no more energy can be extracted from it; when \( E(t) = E_{\text{batt}}^{\text{max}} \), the battery is full and cannot be charged.) To make the comparison with non-hybrid vehicles fair, we fix the initial battery charge to equal the final battery charge, so the net energy change is zero over the track: \( E(1) = E(T + 1) \). We do not specify the value of the initial (and final) energy.

The objective in the problem (to be minimized) is the total fuel consumed by the engine, which is

\[
F_{\text{total}} = \sum_{t=1}^{T} F(p_{\text{eng}}(t)),
\]

where \( F : \mathbb{R} \to \mathbb{R} \) is the fuel use characteristic of the engine. We assume that \( F \) is positive, increasing, and convex.

Formulate this problem as a convex optimization problem, with variables \( p_{\text{eng}}(t) \), \( p_{mg}(t) \), and \( p_{br}(t) \) for \( t = 1, \ldots, T \), and \( E(t) \) for \( t = 1, \ldots, T + 1 \). Explain why your formulation is equivalent to the problem described above.
Chapter 5

Duality

5.1 The Lagrange dual function

5.1.1 The Lagrangian

We consider an optimization problem in the standard form (4.1):

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]

with variable \( x \in \mathbb{R}^n \). We assume its domain \( \mathcal{D} = \bigcap_{i=0}^m \text{dom} f_i \cap \bigcap_{i=1}^p \text{dom} h_i \) is nonempty, and denote the optimal value of (5.1) by \( p^* \). We do not assume the problem (5.1) is convex.

The basic idea in Lagrangian duality is to take the constraints in (5.1) into account by augmenting the objective function with a weighted sum of the constraint functions. We define the Lagrangian \( L: \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R} \) associated with the problem (5.1) as

\[
L(x, \lambda, \nu) = f_0(x) + \sum_{i=1}^m \lambda_i f_i(x) + \sum_{i=1}^p \nu_i h_i(x),
\]

with \( \text{dom} L = \mathcal{D} \times \mathbb{R}^m \times \mathbb{R}^p \). We refer to \( \lambda_i \) as the Lagrange multiplier associated with the \( i \)th inequality constraint \( f_i(x) \leq 0 \); similarly we refer to \( \nu_i \) as the Lagrange multiplier associated with the \( i \)th equality constraint \( h_i(x) = 0 \). The vectors \( \lambda \) and \( \nu \) are called the dual variables or Lagrange multiplier vectors associated with the problem (5.1).
5.1.2 The Lagrange dual function

We define the Lagrange dual function (or just dual function) $g : \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R}$ as the minimum value of the Lagrangian over $x$: for $\lambda \in \mathbb{R}^m$, $\nu \in \mathbb{R}^p$,

$$g(\lambda, \nu) = \inf_{x \in D} L(x, \lambda, \nu) = \inf_{x \in D} \left( f_0(x) + \sum_{i=1}^m \lambda_i f_i(x) + \sum_{i=1}^p \nu_i h_i(x) \right).$$

When the Lagrangian is unbounded below in $x$, the dual function takes on the value $-\infty$. Since the dual function is the pointwise infimum of a family of affine functions of $(\lambda, \nu)$, it is concave, even when the problem (5.1) is not convex.

5.1.3 Lower bounds on optimal value

The dual function yields lower bounds on the optimal value $p^*$ of the problem (5.1):

For any $\lambda \succeq 0$ and any $\nu$ we have

$$g(\lambda, \nu) \leq p^*. \tag{5.2}$$

This important property is easily verified. Suppose $\tilde{x}$ is a feasible point for the problem (5.1), i.e., $f_i(\tilde{x}) \leq 0$ and $h_i(\tilde{x}) = 0$, and $\lambda \succeq 0$. Then we have

$$\sum_{i=1}^m \lambda_i f_i(\tilde{x}) + \sum_{i=1}^p \nu_i h_i(\tilde{x}) \leq 0,$$

since each term in the first sum is nonpositive, and each term in the second sum is zero, and therefore

$$L(\tilde{x}, \lambda, \nu) = f_0(\tilde{x}) + \sum_{i=1}^m \lambda_i f_i(\tilde{x}) + \sum_{i=1}^p \nu_i h_i(\tilde{x}) \leq f_0(\tilde{x}).$$

Hence

$$g(\lambda, \nu) = \inf_{x \in D} L(x, \lambda, \nu) \leq L(\tilde{x}, \lambda, \nu) \leq f_0(\tilde{x}).$$

Since $g(\lambda, \nu) \leq f_0(\tilde{x})$ holds for every feasible point $\tilde{x}$, the inequality (5.2) follows. The lower bound (5.2) is illustrated in figure 5.1, for a simple problem with $x \in \mathbb{R}$ and one inequality constraint.

The inequality (5.2) holds, but is vacuous, when $g(\lambda, \nu) = -\infty$. The dual function gives a nontrivial lower bound on $p^*$ only when $\lambda \succeq 0$ and $(\lambda, \nu) \in \text{dom } g$, i.e., $g(\lambda, \nu) > -\infty$. We refer to a pair $(\lambda, \nu)$ with $\lambda \succeq 0$ and $(\lambda, \nu) \in \text{dom } g$ as dual feasible, for reasons that will become clear later.

5.1.4 Linear approximation interpretation

The Lagrangian and lower bound property can be given a simple interpretation, based on a linear approximation of the indicator functions of the sets $\{0\}$ and $-\mathbb{R}_+$. 

5.1 The Lagrange dual function

Figure 5.1 Lower bound from a dual feasible point. The solid curve shows the objective function $f_0$, and the dashed curve shows the constraint function $f_1$. The feasible set is the interval $[-0.46, 0.46]$, which is indicated by the two dotted vertical lines. The optimal point and value are $x^* = -0.46, p^* = 1.54$ (shown as a circle). The dotted curves show $L(x, \lambda)$ for $\lambda = 0.1, 0.2, \ldots, 1.0$. Each of these has a minimum value smaller than $p^*$, since on the feasible set (and for $\lambda \geq 0$) we have $L(x, \lambda) \leq f_0(x)$.

Figure 5.2 The dual function $g$ for the problem in figure 5.1. Neither $f_0$ nor $f_1$ is convex, but the dual function is concave. The horizontal dashed line shows $p^*$, the optimal value of the problem.
We first rewrite the original problem (5.1) as an unconstrained problem,

$$\min \ f_0(x) + \sum_{i=1}^{m} I_-(f_i(x)) + \sum_{i=1}^{p} I_0(h_i(x)),$$

(5.3)

where $I_- : \mathbb{R} \to \mathbb{R}$ is the indicator function for the nonpositive reals,

$$I_-(u) = \begin{cases} 0 & u \leq 0 \\ \infty & u > 0 \end{cases},$$

and similarly, $I_0$ is the indicator function of $\{0\}$. In the formulation (5.3), the function $I_-(u)$ can be interpreted as expressing our irritation or displeasure associated with a constraint function value $u = f_i(x)$: It is zero if $f_i(x) \leq 0$, and infinite if $f_i(x) > 0$. In a similar way, $I_0(u)$ gives our displeasure for an equality constraint value $u = h_i(x)$. We can think of $I_-$ as a “brick wall” or “infinitely hard” displeasure function; our displeasure rises from zero to infinite as $f_i(x)$ transitions from nonpositive to positive.

Now suppose in the formulation (5.3) we replace the function $I_-(u)$ with the linear function $\lambda_i u$, where $\lambda_i \geq 0$, and the function $I_0(u)$ with $\nu_i u$. The objective becomes the Lagrangian function $L(x, \lambda, \nu)$, and the dual function value $g(\lambda, \nu)$ is the optimal value of the problem

$$\min \ L(x, \lambda, \nu) = f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x) + \sum_{i=1}^{p} \nu_i h_i(x).$$

(5.4)

In this formulation, we use a linear or “soft” displeasure function in place of $I_-$ and $I_0$. For an inequality constraint, our displeasure is zero when $f_i(x) = 0$, and is positive when $f_i(x) > 0$ (assuming $\lambda_i > 0$); our displeasure grows as the constraint becomes “more violated”. Unlike the original formulation, in which any nonpositive value of $f_i(x)$ is acceptable, in the soft formulation we actually derive pleasure from constraints that have margin, i.e., from $f_i(x) < 0$.

Clearly the approximation of the indicator function $I_-(u)$ with a linear function $\lambda_i u$ is rather poor. But the linear function is at least an underestimator of the indicator function. Since $\lambda_i u \leq I_-(u)$ and $\nu_i u \leq I_0(u)$ for all $u$, we see immediately that the dual function yields a lower bound on the optimal value of the original problem.

The idea of replacing the “hard” constraints with “soft” versions will come up again when we consider interior-point methods (§11.2.1).

### 5.1.5 Examples

In this section we give some examples for which we can derive an analytical expression for the Lagrange dual function.

#### Least-squares solution of linear equations

We consider the problem

$$\min \ x^T x$$

subject to $Ax = b$,

(5.5)

where $A \in \mathbb{R}^{p \times n}$. This problem has no inequality constraints and $p$ (linear) equality constraints. The Lagrangian is $L(x, \nu) = x^T x + \nu^T (Ax - b)$, with domain $\mathbb{R}^n \times \mathbb{R}^p$. 

5.1 The Lagrange dual function

\( \mathbb{R}^p \). The dual function is given by \( g(\nu) = \inf_x L(x, \nu) \). Since \( L(x, \nu) \) is a convex quadratic function of \( x \), we can find the minimizing \( x \) from the optimality condition

\[
\nabla_x L(x, \nu) = 2x + A^T \nu = 0,
\]

which yields \( x = -(1/2)A^T \nu \). Therefore the dual function is

\[
g(\nu) = L(-(1/2)A^T \nu, \nu) = -(1/4)\nu^T AA^T \nu - b^T \nu,
\]

which is a concave quadratic function, with domain \( \mathbb{R}^p \). The lower bound property (5.2) states that for any \( \nu \in \mathbb{R}^p \), we have

\[
-(1/4)\nu^T AA^T \nu - b^T \nu \leq \inf \{ x^T x \mid Ax = b \}.
\]

**Standard form LP**

Consider an LP in standard form,

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \geq 0,
\end{align*}
\]

which has inequality constraint functions \( f_i(x) = -x_i, \ i = 1, \ldots, n \). To form the Lagrangian we introduce multipliers \( \lambda_i \) for the \( n \) inequality constraints and multipliers \( \nu_i \) for the equality constraints, and obtain

\[
L(x, \lambda, \nu) = c^T x - \sum_{i=1}^n \lambda_i x_i + \nu^T (Ax - b) = -b^T \nu + (c + A^T \nu - \lambda)^T x.
\]

The dual function is

\[
g(\lambda, \nu) = \inf_x L(x, \lambda, \nu) = -b^T \nu + \inf_x (c + A^T \nu - \lambda)^T x,
\]

which is easily determined analytically, since a linear function is bounded below only when it is identically zero. Thus, \( g(\lambda, \nu) = -\infty \) except when \( c + A^T \nu - \lambda = 0 \), in which case it is \( -b^T \nu \):

\[
g(\lambda, \nu) = \begin{cases} 
- b^T \nu & A^T \nu - \lambda + c = 0 \\
-\infty & \text{otherwise}.
\end{cases}
\]

Note that the dual function \( g \) is finite only on a proper affine subset of \( \mathbb{R}^m \times \mathbb{R}^p \). We will see that this is a common occurrence.

The lower bound property (5.2) is nontrivial only when \( \lambda \) and \( \nu \) satisfy \( \lambda \succeq 0 \) and \( A^T \nu - \lambda + c = 0 \). When this occurs, \( -b^T \nu \) is a lower bound on the optimal value of the LP (5.6).

**Two-way partitioning problem**

We consider the (nonconvex) problem

\[
\begin{align*}
\text{minimize} & \quad x^T W x \\
\text{subject to} & \quad x_i^2 = 1, \quad i = 1, \ldots, n,
\end{align*}
\]

\[(5.7)\]
where \( W \in \mathbf{S}^n \). The constraints restrict the values of \( x_i \) to 1 or \(-1\), so the problem is equivalent to finding the vector with components \( \pm 1 \) that minimizes \( x^T W x \). The feasible set here is finite (it contains \( 2^n \) points) so this problem can in principle be solved by simply checking the objective value of each feasible point. Since the number of feasible points grows exponentially, however, this is possible only for small problems (say, with \( n \leq 30 \)). In general (and for \( n \) larger than, say, 50) the problem (5.7) is very difficult to solve.

We can interpret the problem (5.7) as a two-way partitioning problem on a set of \( n \) elements, say, \( \{1, \ldots, n\} \): A feasible \( x \) corresponds to the partition \( \{1, \ldots, n\} = \{i \mid x_i = -1\} \cup \{i \mid x_i = 1\} \).

The matrix coefficient \( W_{ij} \) can be interpreted as the cost of having the elements \( i \) and \( j \) in the same partition, and \(-W_{ij}\) is the cost of having \( i \) and \( j \) in different partitions. The objective in (5.7) is the total cost, over all pairs of elements, and the problem (5.7) is to find the partition with least total cost.

We now derive the dual function for this problem. The Lagrangian is

\[
L(x, \nu) = x^T W x + \sum_{i=1}^{n} \nu_i (x_i^2 - 1)
= x^T (W + \text{diag}(\nu)) x - 1^T \nu.
\]

We obtain the Lagrange dual function by minimizing over \( x \):

\[
g(\nu) = \inf_x x^T (W + \text{diag}(\nu)) x - 1^T \nu
= \begin{cases} 
-1^T \nu & W + \text{diag}(\nu) \succeq 0 \\
-\infty & \text{otherwise},
\end{cases}
\]

where we use the fact that the infimum of a quadratic form is either zero (if the form is positive semidefinite) or \(-\infty\) (if the form is not positive semidefinite).

This dual function provides lower bounds on the optimal value of the difficult problem (5.7). For example, we can take the specific value of the dual variable \( \nu = -\lambda_{\min}(W) 1 \), which is dual feasible, since

\[
W + \text{diag}(\nu) = W - \lambda_{\min}(W) I \succeq 0.
\]

This yields the bound on the optimal value \( p^* \)

\[
p^* \geq -1^T \nu = n\lambda_{\min}(W).
\] (5.8)

**Remark 5.1** This lower bound on \( p^* \) can also be obtained without using the Lagrange dual function. First, we replace the constraints \( x_1^2 = 1, \ldots, x_n^2 = 1 \) with \( \sum_{i=1}^{n} x_i^2 = n \), to obtain the modified problem

\[
\begin{align*}
\text{minimize} & \quad x^T W x \\
\text{subject to} & \quad \sum_{i=1}^{n} x_i^2 = n.
\end{align*}
\] (5.9)
The constraints of the original problem (5.7) imply the constraint here, so the optimal value of the problem (5.9) is a lower bound on $p^*$, the optimal value of (5.7). But the modified problem (5.9) is easily solved as an eigenvalue problem, with optimal value $n\lambda_{\text{min}}(W)$.

### 5.1.6 The Lagrange dual function and conjugate functions

Recall from §3.3 that the conjugate $f^*$ of a function $f : \mathbb{R}^n \to \mathbb{R}$ is given by

$$f^*(y) = \sup_{x \in \text{dom} f} \left( y^T x - f(x) \right).$$

The conjugate function and Lagrange dual function are closely related. To see one simple connection, consider the problem

$$\text{minimize } f(x) \quad \text{subject to } x = 0$$

(which is not very interesting, and solvable by inspection). This problem has Lagrangian $L(x, \nu) = f(x) + \nu^T x$, and dual function

$$g(\nu) = \inf_x \left( f(x) + \nu^T x \right) = -\sup_x ((-\nu)^T x - f(x)) = -f^*(-\nu).$$

More generally (and more usefully), consider an optimization problem with linear inequality and equality constraints,

$$\text{minimize } f_0(x) \quad \text{subject to } \begin{array}{l} Ax \preceq b \\ Cx = d. \end{array} \quad (5.10)$$

Using the conjugate of $f_0$ we can write the dual function for the problem (5.10) as

$$g(\lambda, \nu) = \inf_x \left( f_0(x) + \lambda^T (Ax - b) + \nu^T (Cx - d) \right)$$

$$= -b^T \lambda - d^T \nu + \inf_x \left( f_0(x) + (A^T \lambda + C^T \nu)^T x \right)$$

$$= -b^T \lambda - d^T \nu - f_0^*(-A^T \lambda - C^T \nu). \quad (5.11)$$

The domain of $g$ follows from the domain of $f_0^*$:

$$\text{dom } g = \{ (\lambda, \nu) \mid -A^T \lambda - C^T \nu \in \text{dom } f_0^* \}. $$

Let us illustrate this with a few examples.

**Equality constrained norm minimization**

Consider the problem

$$\text{minimize } \|x\| \quad \text{subject to } Ax = b, \quad (5.12)$$
where \( \| \cdot \| \) is any norm. Recall (from example 3.26 on page 93) that the conjugate of \( f_0 = \| \cdot \| \) is given by
\[
f_0^*(y) = \begin{cases} 
0 & \|y\| \leq 1 \\
\infty & \text{otherwise},
\end{cases}
\]
the indicator function of the dual norm unit ball.

Using the result (5.11) above, the dual function for the problem (5.12) is given by
\[
g(\nu) = -b^T \nu - f_0^*(-A^T \nu) = \begin{cases} 
-b^T \nu & \|A^T \nu\| \leq 1 \\
-\infty & \text{otherwise}.
\end{cases}
\]

**Entropy maximization**

Consider the entropy maximization problem

\[
\begin{aligned}
\text{minimize} & \quad f_0(x) = \sum_{i=1}^n x_i \log x_i \\
\text{subject to} & \quad Ax \preceq b, \\
& \quad 1^T x = 1
\end{aligned}
\]  
(5.13)

where \( \text{dom} f_0 = \mathbb{R}^n_{++} \). The conjugate of the negative entropy function \( u \log u \), with scalar variable \( u \), is \( e^{u-1} \) (see example 3.21 on page 91). Since \( f_0 \) is a sum of negative entropy functions of different variables, we conclude that its conjugate is
\[
f_0^*(y) = \sum_{i=1}^n e^{y_i^{-1}},
\]
with \( \text{dom} f_0^* = \mathbb{R}^n \). Using the result (5.11) above, the dual function of (5.13) is given by
\[
g(\lambda, \nu) = -b^T \lambda - \nu - \sum_{i=1}^n e^{-a_i^T \lambda - \nu - 1} = -b^T \lambda - \nu - e^{-\nu - 1} \sum_{i=1}^n e^{-a_i^T \lambda}
\]
where \( a_i \) is the \( i \)th column of \( A \).

**Minimum volume covering ellipsoid**

Consider the problem with variable \( X \in \mathbb{S}^n \),
\[
\begin{aligned}
\text{minimize} & \quad f_0(X) = \log \det X^{-1} \\
\text{subject to} & \quad a_i^T X a_i \leq 1, \quad i = 1, \ldots, m,
\end{aligned}
\]  
(5.14)

where \( \text{dom} f_0 = \mathbb{S}^n_{++} \). The problem (5.14) has a simple geometric interpretation. With each \( X \in \mathbb{S}^n_{++} \) we associate the ellipsoid, centered at the origin,
\[
\mathcal{E}_X = \{ z \mid z^T X z \leq 1 \}.
\]
The volume of this ellipsoid is proportional to \( (\det X^{-1})^{1/2} \), so the objective of (5.14) is, except for a constant and a factor of two, the logarithm of the volume
of $\mathcal{E}_X$. The constraints of the problem (5.14) are that $a_i \in \mathcal{E}_X$. Thus the problem (5.14) is to determine the minimum volume ellipsoid, centered at the origin, that includes the points $a_1, \ldots, a_m$.

The inequality constraints in problem (5.14) are affine; they can be expressed as

$$\text{tr} \left( (a_i a_i^T) X \right) \leq 1.$$  

In example 3.23 (page 92) we found that the conjugate of $f_0$ is

$$f_0^*(Y) = \log \det(-Y)^{-1} - n,$$

with $\text{dom} f_0^* = -\mathbb{S}^n_{++}$. Applying the result (5.11) above, the dual function for the problem (5.14) is given by

$$g(\lambda) = \begin{cases} 
\log \det \left( \sum_{i=1}^m \lambda_i a_i a_i^T \right) - 1^T \lambda + n & \text{if } \sum_{i=1}^m \lambda_i a_i a_i^T \succ 0 \\
-\infty & \text{otherwise.} 
\end{cases}$$

(5.15)

Thus, for any $\lambda \succeq 0$ with $\sum_{i=1}^m \lambda_i a_i a_i^T \succ 0$, the number

$$\log \det \left( \sum_{i=1}^m \lambda_i a_i a_i^T \right) - 1^T \lambda + n$$

is a lower bound on the optimal value of the problem (5.14).

### 5.2 The Lagrange dual problem

For each pair $(\lambda, \nu)$ with $\lambda \succeq 0$, the Lagrange dual function gives us a lower bound on the optimal value $p^*$ of the optimization problem (5.1). Thus we have a lower bound that depends on some parameters $\lambda, \nu$. A natural question is: What is the best lower bound that can be obtained from the Lagrange dual function?

This leads to the optimization problem

$$\begin{align*}
\text{maximize} & \quad g(\lambda, \nu) \\
\text{subject to} & \quad \lambda \succeq 0.
\end{align*}$$

(5.16)

This problem is called the Lagrange dual problem associated with the problem (5.1). In this context the original problem (5.1) is sometimes called the primal problem. The term dual feasible, to describe a pair $(\lambda, \nu)$ with $\lambda \succeq 0$ and $g(\lambda, \nu) > -\infty$, now makes sense. It means, as the name implies, that $(\lambda, \nu)$ is feasible for the dual problem (5.16). We refer to $(\lambda^*, \nu^*)$ as dual optimal or optimal Lagrange multipliers if they are optimal for the problem (5.16).

The Lagrange dual problem (5.16) is a convex optimization problem, since the objective to be maximized is concave and the constraint is convex. This is the case whether or not the primal problem (5.1) is convex.
5.2.1 Making dual constraints explicit

The examples above show that it is not uncommon for the domain of the dual function,
\[ \text{dom} \, g = \{ (\lambda, \nu) \mid g(\lambda, \nu) > -\infty \}, \]
to have dimension smaller than \( m + p \). In many cases we can identify the affine hull of \( \text{dom} \, g \), and describe it as a set of linear equality constraints. Roughly speaking, this means we can identify the equality constraints that are ‘hidden’ or ‘implicit’ in the objective \( g \) of the dual problem (5.16). In this case we can form an equivalent problem, in which these equality constraints are given explicitly as constraints. The following examples demonstrate this idea.

**Lagrange dual of standard form LP**

On page 219 we found that the Lagrange dual function for the standard form LP
\[ \begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \succeq 0
\end{align*} \tag{5.17} \]
is given by
\[ g(\lambda, \nu) = \begin{cases} 
-\lambda + c & A^T \nu - \lambda + c = 0 \\
-\infty & \text{otherwise}
\end{cases} \]
Strictly speaking, the Lagrange dual problem of the standard form LP is to maximize this dual function \( g \) subject to \( \lambda \succeq 0 \), i.e.,
\[ \begin{align*}
\text{maximize} & \quad g(\lambda, \nu) = \begin{cases} 
-b^T \nu & A^T \nu - \lambda + c = 0 \\
-\infty & \text{otherwise}
\end{cases} \\
\text{subject to} & \quad \lambda \succeq 0.
\end{align*} \tag{5.18} \]
Here \( g \) is finite only when \( A^T \nu - \lambda + c = 0 \). We can form an equivalent problem by making these equality constraints explicit:
\[ \begin{align*}
\text{maximize} & \quad -b^T \nu \\
\text{subject to} & \quad A^T \nu - \lambda + c = 0 \\
& \quad \lambda \succeq 0.
\end{align*} \tag{5.19} \]
This problem, in turn, can be expressed as
\[ \begin{align*}
\text{maximize} & \quad -b^T \nu \\
\text{subject to} & \quad A^T \nu + c \succeq 0,
\end{align*} \tag{5.20} \]
which is an LP in inequality form.

Note the subtle distinctions between these three problems. The Lagrange dual of the standard form LP (5.17) is the problem (5.18), which is equivalent to (but not the same as) the problems (5.19) and (5.20). With some abuse of terminology, we refer to the problem (5.19) or the problem (5.20) as the Lagrange dual of the standard form LP (5.17).
5.2 The Lagrange dual problem

Lagrange dual of inequality form LP

In a similar way we can find the Lagrange dual problem of a linear program in inequality form

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b.
\end{align*}
\]  

(5.21)

The Lagrangian is

\[ L(x, \lambda) = c^T x + \lambda^T (Ax - b) = -b^T \lambda + (A^T \lambda + c)^T x, \]

so the dual function is

\[ g(\lambda) = \inf_x L(x, \lambda) = -b^T \lambda + \inf_x (A^T \lambda + c)^T x. \]

The infimum of a linear function is \(-\infty\), except in the special case when it is identically zero, so the dual function is

\[ g(\lambda) = \begin{cases} 
- b^T \lambda & A^T \lambda + c = 0 \\
- \infty & \text{otherwise}.
\end{cases} \]

The dual variable \( \lambda \) is dual feasible if \( \lambda \succeq 0 \) and \( A^T \lambda + c = 0 \).

The Lagrange dual of the LP (5.21) is to maximize \( g \) over all \( \lambda \succeq 0 \). Again we can reformulate this by explicitly including the dual feasibility conditions as constraints, as in

\[
\begin{align*}
\text{maximize} & \quad -b^T \lambda \\
\text{subject to} & \quad A^T \lambda + c = 0 \\
& \quad \lambda \succeq 0,
\end{align*}
\]  

(5.22)

which is an LP in standard form.

Note the interesting symmetry between the standard and inequality form LPs and their duals: The dual of a standard form LP is an LP with only inequality constraints, and vice versa. One can also verify that the Lagrange dual of (5.22) is (equivalent to) the primal problem (5.21).

5.2.2 Weak duality

The optimal value of the Lagrange dual problem, which we denote \( d^* \), is, by definition, the best lower bound on \( p^* \) that can be obtained from the Lagrange dual function. In particular, we have the simple but important inequality

\[ d^* \leq p^*, \]  

(5.23)

which holds even if the original problem is not convex. This property is called weak duality.

The weak duality inequality (5.23) holds when \( d^* \) and \( p^* \) are infinite. For example, if the primal problem is unbounded below, so that \( p^* = -\infty \), we must have \( d^* = -\infty \), i.e., the Lagrange dual problem is infeasible. Conversely, if the dual problem is unbounded above, so that \( d^* = \infty \), we must have \( p^* = \infty \), i.e., the primal problem is infeasible.
We refer to the difference $p^* - d^*$ as the **optimal duality gap** of the original problem, since it gives the gap between the optimal value of the primal problem and the best (i.e., greatest) lower bound on it that can be obtained from the Lagrange dual function. The optimal duality gap is always nonnegative.

The bound (5.23) can sometimes be used to find a lower bound on the optimal value of a problem that is difficult to solve, since the dual problem is always convex, and in many cases can be solved efficiently, to find $d^*$. As an example, consider the two-way partitioning problem (5.7) described on page 219. The dual problem is an SDP,

$$\begin{align*}
\text{maximize} & \quad -1^T \nu \\
\text{subject to} & \quad W + \text{diag}(\nu) \succeq 0,
\end{align*}$$

with variable $\nu \in \mathbb{R}^n$. This problem can be solved efficiently, even for relatively large values of $n$, such as $n = 1000$. Its optimal value is a lower bound on the optimal value of the two-way partitioning problem, and is always at least as good as the lower bound (5.8) based on $\lambda_{\min}(W)$.

### 5.2.3 Strong duality and Slater’s constraint qualification

If the equality

$$d^* = p^* \quad (5.24)$$

holds, i.e., the optimal duality gap is zero, then we say that **strong duality** holds. This means that the best bound that can be obtained from the Lagrange dual function is tight.

Strong duality does not, in general, hold. But if the primal problem (5.1) is convex, i.e., of the form

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m, \\
& \quad Ax = b, \quad (5.25)
\end{align*}$$

with $f_0, \ldots, f_m$ convex, we usually (but not always) have strong duality. There are many results that establish conditions on the problem, beyond convexity, under which strong duality holds. These conditions are called **constraint qualifications**.

One simple constraint qualification is **Slater’s condition**: There exists an $x \in \text{relint } \mathcal{D}$ such that

$$f_i(x) < 0, \quad i = 1, \ldots, m, \quad Ax = b. \quad (5.26)$$

Such a point is sometimes called **strictly feasible**, since the inequality constraints hold with strict inequalities. Slater’s theorem states that strong duality holds, if Slater’s condition holds (and the problem is convex).

Slater’s condition can be refined when some of the inequality constraint functions $f_i$ are affine. If the first $k$ constraint functions $f_1, \ldots, f_k$ are affine, then strong duality holds provided the following weaker condition holds: There exists an $x \in \text{relint } \mathcal{D}$ with

$$f_i(x) \leq 0, \quad i = 1, \ldots, k, \quad f_i(x) < 0, \quad i = k + 1, \ldots, m, \quad Ax = b. \quad (5.27)$$
In other words, the affine inequalities do not need to hold with strict inequality. Note that the refined Slater condition (5.27) reduces to feasibility when the constraints are all linear equalities and inequalities, and \( \text{dom} \ f_0 \) is open.

Slater’s condition (and the refinement (5.27)) not only implies strong duality for convex problems. It also implies that the dual optimal value is attained when \( d^* > -\infty \), i.e., there exists a dual feasible \((\lambda^*, \nu^*)\) with \( g(\lambda^*, \nu^*) = d^* = p^* \). We will prove that strong duality obtains, when the primal problem is convex and Slater’s condition holds, in §5.3.2.

5.2.4 Examples

Least-squares solution of linear equations

Recall the problem (5.5):

\[
\begin{align*}
\text{minimize} & \quad x^T x \\
\text{subject to} & \quad Ax = b.
\end{align*}
\]

The associated dual problem is

\[
\begin{align*}
\text{maximize} & \quad -(1/4) \nu^T A A^T \nu - b^T \nu,
\end{align*}
\]

which is an unconstrained concave quadratic maximization problem.

Slater’s condition is simply that the primal problem is feasible, so \( p^* = d^* \) provided \( b \in \mathcal{R}(A) \), i.e., \( p^* < \infty \). In fact for this problem we always have strong duality, even when \( p^* = \infty \). This is the case when \( b \notin \mathcal{R}(A) \), so there is a \( z \) with \( A^T z = 0 \), \( b^T z \neq 0 \). It follows that the dual function is unbounded above along the line \( \{tz \mid t \in \mathbb{R} \} \), so \( d^* = \infty \) as well.

Lagrange dual of LP

By the weaker form of Slater’s condition, we find that strong duality holds for any LP (in standard or inequality form) provided the primal problem is feasible. Applying this result to the duals, we conclude that strong duality holds for LPs if the dual is feasible. This leaves only one possible situation in which strong duality for LPs can fail: both the primal and dual problems are infeasible. This pathological case can, in fact, occur; see exercise 5.23.

Lagrange dual of QCQP

We consider the QCQP

\[
\begin{align*}
\text{minimize} & \quad (1/2)x^T P_0 x + q_0^T x + r_0 \\
\text{subject to} & \quad (1/2)x^T P_i x + q_i^T x + r_i \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

with \( P_0 \in \mathbf{S}^{n}_{++} \), and \( P_i \in \mathbf{S}^{n}_{+}, i = 1, \ldots, m \). The Lagrangian is

\[
L(x, \lambda) = (1/2)x^T P(\lambda) x + q(\lambda)^T x + r(\lambda),
\]

where

\[
P(\lambda) = P_0 + \sum_{i=1}^{m} \lambda_i P_i, \quad q(\lambda) = q_0 + \sum_{i=1}^{m} \lambda_i q_i, \quad r(\lambda) = r_0 + \sum_{i=1}^{m} \lambda_i r_i.
\]
It is possible to derive an expression for \( g(\lambda) \) for general \( \lambda \), but it is quite complicated. If \( \lambda \succeq 0 \), however, we have \( P(\lambda) \succ 0 \) and
\[
g(\lambda) = \inf_x L(x, \lambda) = -(1/2)q(\lambda)^T P(\lambda)^{-1} q(\lambda) + r(\lambda).
\]
We can therefore express the dual problem as
\[
\begin{align*}
\text{maximize} & \quad -(1/2)q(\lambda)^T P(\lambda)^{-1} q(\lambda) + r(\lambda) \\
\text{subject to} & \quad \lambda \succeq 0.
\end{align*}
\]
(5.29)
The Slater condition says that strong duality between (5.29) and (5.28) holds if the quadratic inequality constraints are strictly feasible, i.e., there exists an \( x \) with
\[
(1/2)x^T P x + q_i^T x + r_i < 0, \quad i = 1, \ldots, m.
\]

**Entropy maximization**

Our next example is the entropy maximization problem (5.13):
\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^n x_i \log x_i \\
\text{subject to} & \quad Ax \preceq b \\
& \quad 1^T x = 1,
\end{align*}
\]
with domain \( \mathcal{D} = \mathbb{R}_+^n \). The Lagrange dual function was derived on page 222; the dual problem is
\[
\begin{align*}
\text{maximize} & \quad -b^T \lambda - \nu - e^{-\nu - 1} \sum_{i=1}^n e^{-a_i^T \lambda} \\
\text{subject to} & \quad \lambda \succeq 0,
\end{align*}
\]
(5.30)
with variables \( \lambda \in \mathbb{R}^m, \nu \in \mathbb{R} \). The (weaker) Slater condition for (5.13) tells us that the optimal duality gap is zero if there exists an \( x \succ 0 \) with \( Ax \preceq b \) and \( 1^T x = 1 \).

We can simplify the dual problem (5.30) by maximizing over the dual variable \( \nu \) analytically. For fixed \( \lambda \), the objective function is maximized when the derivative with respect to \( \nu \) is zero, i.e.,
\[
\nu = \log \sum_{i=1}^n e^{-a_i^T \lambda} - 1.
\]
Substituting this optimal value of \( \nu \) into the dual problem gives
\[
\begin{align*}
\text{maximize} & \quad -b^T \lambda - \log \left( \sum_{i=1}^n e^{-a_i^T \lambda} \right) \\
\text{subject to} & \quad \lambda \succeq 0,
\end{align*}
\]
which is a geometric program (in convex form) with nonnegativity constraints.

**Minimum volume covering ellipsoid**

We consider the problem (5.14):
\[
\begin{align*}
\text{minimize} & \quad \log \det X^{-1} \\
\text{subject to} & \quad a_i^T X a_i \leq 1, \quad i = 1, \ldots, m,
\end{align*}
\]
with domain $D = S^+_n$. The Lagrange dual function is given by (5.15), so the dual problem can be expressed as

$$\begin{align*}
\text{maximize} & \quad \log \det \left( \sum_{i=1}^n \lambda_i a_i a_i^T \right) - 1^T \lambda + n \\
\text{subject to} & \quad \lambda \geq 0
\end{align*}$$

(5.31)

where we take $\log \det X = -\infty$ if $X \not\succ 0$.

The (weaker) Slater condition for the problem (5.14) is that there exists an $X \in S^n_+$ with $a_i^T X a_i \leq 1$, for $i = 1, \ldots, m$. This is always satisfied, so strong duality always obtains between (5.14) and the dual problem (5.31).

A nonconvex quadratic problem with strong duality

On rare occasions strong duality obtains for a nonconvex problem. As an important example, we consider the problem of minimizing a nonconvex quadratic function over the unit ball,

$$\begin{align*}
\text{minimize} & \quad x^T A x + 2b^T x \\
\text{subject to} & \quad x^T x \leq 1,
\end{align*}$$

(5.32)

where $A \in S^n$, $A \not\succ 0$, and $b \in \mathbb{R}^n$. Since $A \not\succ 0$, this is not a convex problem. This problem is sometimes called the trust region problem, and arises in minimizing a second-order approximation of a function over the unit ball, which is the region in which the approximation is assumed to be approximately valid.

The Lagrangian is

$$L(x, \lambda) = x^T A x + 2b^T x + \lambda(x^T x - 1) = x^T (A + \lambda I) x + 2b^T x - \lambda,$$

so the dual function is given by

$$g(\lambda) = \begin{cases} 
-b^T (A + \lambda I)^\dagger b - \lambda & A + \lambda I \succeq 0, \quad b \in \mathcal{R}(A + \lambda I) \\
-\infty & \text{otherwise},
\end{cases}$$

where $(A + \lambda I)^\dagger$ is the pseudo-inverse of $A + \lambda I$. The Lagrange dual problem is thus

$$\begin{align*}
\text{maximize} & \quad -b^T (A + \lambda I)^\dagger b - \lambda \\
\text{subject to} & \quad A + \lambda I \succeq 0, \quad b \in \mathcal{R}(A + \lambda I),
\end{align*}$$

(5.33)

with variable $\lambda \in \mathbb{R}$. Although it is not obvious from this expression, this is a convex optimization problem. In fact, it is readily solved since it can be expressed as

$$\begin{align*}
\text{maximize} & \quad -\sum_{i=1}^n (q_i^T b)^2 / (\lambda_i + \lambda) - \lambda \\
\text{subject to} & \quad \lambda \geq -\lambda_{\min}(A),
\end{align*}$$

where $\lambda_i$ and $q_i$ are the eigenvalues and corresponding (orthonormal) eigenvectors of $A$, and we interpret $(q_i^T b)^2 / 0$ as $0$ if $q_i^T b = 0$ and as $\infty$ otherwise.

Despite the fact that the original problem (5.32) is not convex, we always have zero optimal duality gap for this problem: The optimal values of (5.32) and (5.33) are always the same. In fact, a more general result holds: strong duality holds for any optimization problem with quadratic objective and one quadratic inequality constraint, provided Slater’s condition holds; see §B.1.
5.2.5 Mixed strategies for matrix games

In this section we use strong duality to derive a basic result for zero-sum matrix games. We consider a game with two players. Player 1 makes a choice (or move) \( k \in \{1, \ldots, n\} \), and player 2 makes a choice \( l \in \{1, \ldots, m\} \). Player 1 then makes a payment of \( P_{kl} \) to player 2, where \( P \in \mathbb{R}^{n \times m} \) is the payoff matrix for the game. The goal of player 1 is to make the payment as small as possible, while the goal of player 2 is to maximize it.

The players use randomized or mixed strategies, which means that each player makes his or her choice randomly and independently of the other player’s choice, according to a probability distribution:

\[
\text{prob}(k = i) = u_i, \quad i = 1, \ldots, n, \quad \text{prob}(l = i) = v_i, \quad i = 1, \ldots, m.
\]

Here \( u \) and \( v \) give the probability distributions of the choices of the two players, i.e., their associated strategies. The expected payoff from player 1 to player 2 is then

\[
\sum_{k=1}^{n} \sum_{l=1}^{m} u_k v_l P_{kl} = u^T P v.
\]

Player 1 wishes to choose \( u \) to minimize \( u^T P v \), while player 2 wishes to choose \( v \) to maximize \( u^T P v \).

Let us first analyze the game from the point of view of player 1, assuming her strategy \( u \) is known to player 2 (which clearly gives an advantage to player 2). Player 2 will choose \( v \) to maximize \( u^T P v \), which results in the expected payoff

\[
\sup\{u^T P v \mid v \succeq 0, \ 1^T v = 1\} = \max_{i=1,\ldots,m} (P^T u)_i.
\]

The best thing player 1 can do is to choose \( u \) to minimize this worst-case payoff to player 2, i.e., to choose a strategy \( u \) that solves the problem

\[
\begin{aligned}
&\text{minimize} & & \max_{i=1,\ldots,m} (P^T u)_i \\
&\text{subject to} & & u \succeq 0, \ 1^T u = 1,
\end{aligned}
\]

which is a piecewise-linear convex optimization problem. We will denote the optimal value of this problem as \( p^*_1 \). This is the smallest expected payoff player 1 can arrange to have, assuming that player 2 knows the strategy of player 1, and plays to his own maximum advantage.

In a similar way we can consider the situation in which \( v \), the strategy of player 2, is known to player 1 (which gives an advantage to player 2). In this case player 1 chooses \( u \) to minimize \( u^T P v \), which results in an expected payoff of

\[
\inf\{u^T P v \mid u \succeq 0, \ 1^T u = 1\} = \min_{i=1,\ldots,n} (P v)_i.
\]

Player 2 chooses \( v \) to maximize this, i.e., chooses a strategy \( v \) that solves the problem

\[
\begin{aligned}
&\text{maximize} & & \min_{i=1,\ldots,n} (P v)_i \\
&\text{subject to} & & v \succeq 0, \ 1^T v = 1,
\end{aligned}
\]

(5.35)
which is another convex optimization problem, with piecewise-linear (concave) objective. We will denote the optimal value of this problem as $p^*_2$. This is the largest expected payoff player 2 can guarantee getting, assuming that player 1 knows the strategy of player 2.

It is intuitively obvious that knowing your opponent’s strategy gives an advantage (or at least, cannot hurt), and indeed, it is easily shown that we always have $p^*_1 \geq p^*_2$. We can interpret the difference, $p^*_1 - p^*_2$, which is nonnegative, as the advantage conferred on a player by knowing the opponent’s strategy.

Using duality, we can establish a result that is at first surprising: $p^*_1 = p^*_2$. In other words, in a matrix game with mixed strategies, there is no advantage to knowing your opponent’s strategy. We will establish this result by showing that the two problems (5.34) and (5.35) are Lagrange dual problems, for which strong duality obtains.

We start by formulating (5.34) as an LP,

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad u \succeq 0, \quad 1^T u = 1 \\
& \quad P^T u \preceq t \mathbf{1},
\end{align*}
\]

with extra variable $t \in \mathbf{R}$. Introducing the multiplier $\lambda$ for $P^T u \preceq t \mathbf{1}$, $\mu$ for $u \succeq 0$, and $\nu$ for $1^T u = 1$, the Lagrangian is

\[
t + \lambda^T (P^T u - t \mathbf{1}) - \mu^T u + \nu (1 - 1^T u) = \nu + (1 - 1^T \lambda) t + (P \lambda - \nu \mathbf{1} - \mu)^T u,
\]

so the dual function is

\[
g(\lambda, \mu, \nu) = \begin{cases} 
\nu & 1^T \lambda = 1, \\
-\infty & \text{otherwise}.
\end{cases}
\]

The dual problem is then

\[
\begin{align*}
\text{maximize} & \quad \nu \\
\text{subject to} & \quad \lambda \succeq 0, \quad 1^T \lambda = 1, \quad \mu \succeq 0 \\
& \quad P \lambda - \nu \mathbf{1} = \mu.
\end{align*}
\]

Eliminating $\mu$ we obtain the following Lagrange dual of (5.34):

\[
\begin{align*}
\text{maximize} & \quad \nu \\
\text{subject to} & \quad \lambda \succeq 0, \quad 1^T \lambda = 1 \\
& \quad P \lambda \succeq \nu \mathbf{1},
\end{align*}
\]

with variables $\lambda$, $\nu$. But this is clearly equivalent to (5.35). Since the LPs are feasible, we have strong duality; the optimal values of (5.34) and (5.35) are equal.
5.3 Geometric interpretation

5.3.1 Weak and strong duality via set of values

We can give a simple geometric interpretation of the dual function in terms of the set

\[ G = \left\{ (f_1(x), \ldots, f_m(x), h_1(x), \ldots, h_p(x), f_0(x)) \in \mathbb{R}^m \times \mathbb{R}^p \times \mathbb{R} \mid x \in \mathcal{D} \right\}, \]

which is the set of values taken on by the constraint and objective functions. The optimal value \( p^* \) of (5.1) is easily expressed in terms of \( G \) as

\[ p^* = \inf \{ t \mid (u, v, t) \in G, \ u \leq 0, \ v = 0 \}. \]

To evaluate the dual function at \((\lambda, \nu)\), we minimize the affine function

\[ (\lambda, \nu, 1)^T (u, v, t) = \sum_{i=1}^{m} \lambda_i u_i + \sum_{i=1}^{p} \nu_i v_i + t \]

over \((u, v, t) \in G\), i.e., we have

\[ g(\lambda, \nu) = \inf \{ (\lambda, \nu, 1)^T (u, v, t) \mid (u, v, t) \in G \}. \]

In particular, we see that if the infimum is finite, then the inequality

\[ (\lambda, \nu, 1)^T (u, v, t) \geq g(\lambda, \nu) \]

defines a supporting hyperplane to \( G \). This is sometimes referred to as a nonvertical supporting hyperplane, because the last component of the normal vector is nonzero.

Now suppose \( \lambda \succeq 0 \). Then, obviously, \( t \geq (\lambda, \nu, 1)^T (u, v, t) \) if \( u \leq 0 \) and \( v = 0 \). Therefore

\[ p^* = \inf \{ t \mid (u, v, t) \in G, \ u \leq 0, \ v = 0 \} \geq \inf \{ (\lambda, \nu, 1)^T (u, v, t) \mid (u, v, t) \in G, \ u \leq 0, \ v = 0 \} \geq \inf \{ (\lambda, \nu, 1)^T (u, v, t) \mid (u, v, t) \in G \} = g(\lambda, \nu), \]

i.e., we have weak duality. This interpretation is illustrated in figures 5.3 and 5.4, for a simple problem with one inequality constraint.

Epigraph variation

In this section we describe a variation on the geometric interpretation of duality in terms of \( G \), which explains why strong duality obtains for (most) convex problems. We define the set \( \mathcal{A} \subseteq \mathbb{R}^m \times \mathbb{R}^p \times \mathbb{R} \) as

\[ \mathcal{A} = G + \left( \mathbb{R}_{+}^m \times \{0\} \times \mathbb{R}_{+} \right), \]

or, more explicitly,

\[ \mathcal{A} = \{ (u, v, t) \mid \exists x \in \mathcal{D}, \ f_i(x) \leq u_i, \ i = 1, \ldots, m, \ h_i(x) = v_i, \ i = 1, \ldots, p, \ f_0(x) \leq t \}, \]
Figure 5.3 Geometric interpretation of dual function and lower bound $g(\lambda) \leq p^*$, for a problem with one (inequality) constraint. Given $\lambda$, we minimize $(\lambda, 1)^T(u, t)$ over $\mathcal{G} = \{(f_1(x), f_0(x)) \mid x \in \mathcal{D}\}$. This yields a supporting hyperplane with slope $-\lambda$. The intersection of this hyperplane with the $u = 0$ axis gives $g(\lambda)$.

Figure 5.4 Supporting hyperplanes corresponding to three dual feasible values of $\lambda$, including the optimum $\lambda^*$. Strong duality does not hold; the optimal duality gap $p^* - d^*$ is positive.
A geometric interpretation of dual function and lower bound \( g(\lambda) \leq p^\star \), for a problem with one (inequality) constraint. Given \( \lambda \), we minimize \( (\lambda,1)^T(u,t) \) over \( A = \{(u,t) \mid \exists x \in D, f_0(x) \leq t, f_1(x) \leq u\} \). This yields a supporting hyperplane with slope \(-\lambda\). The intersection of this hyperplane with the \( u = 0 \) axis gives \( g(\lambda) \).

We can think of \( A \) as a sort of epigraph form of \( G \), since \( A \) includes all the points in \( G \), as well as points that are ‘worse’, i.e., those with larger objective or inequality constraint function values.

We can express the optimal value in terms of \( A \) as

\[
p^\star = \inf \{t \mid (0,0,t) \in A\}.
\]

To evaluate the dual function at a point \((\lambda,\nu)\) with \( \lambda \succeq 0 \), we can minimize the affine function \((\lambda,\nu,1)^T(u,v,t)\) over \( A \): If \( \lambda \succeq 0 \), then

\[
g(\lambda,\nu) = \inf \{(\lambda,\nu,1)^T(u,v,t) \mid (u,v,t) \in A\}.
\]

If the infimum is finite, then

\[
(\lambda,\nu,1)^T(u,v,t) \geq g(\lambda,\nu)
\]
defines a nonvertical supporting hyperplane to \( A \).

In particular, since \((0,0,p^\star) \in \text{bd} \ A\), we have

\[
p^\star = (\lambda,\nu,1)^T(0,0,p^\star) \geq g(\lambda,\nu),
\]

the weak duality lower bound. Strong duality holds if and only if we have equality in (5.38) for some dual feasible \((\lambda,\nu)\), i.e., there exists a nonvertical supporting hyperplane to \( A \) at its boundary point \((0,0,p^\star)\).

This second interpretation is illustrated in figure 5.5.

### 5.3.2 Proof of strong duality under constraint qualification

In this section we prove that Slater’s constraint qualification guarantees strong duality (and that the dual optimum is attained) for a convex problem. We consider
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the primal problem \((5.25)\), with \(f_0, \ldots, f_m\) convex, and assume Slater’s condition holds: There exists \(\hat{x} \in \text{relint} D\) with \(f_i(\hat{x}) < 0, \ i = 1, \ldots, m\), and \(A\hat{x} = b\). In order to simplify the proof, we make two additional assumptions: first that \(D\) has nonempty interior (hence, \(\text{relint} D = \text{int} D\)) and second, that \(\text{rank} A = p\). We assume that \(p^*\) is finite. (Since there is a feasible point, we can only have \(p^* = -\infty\) or \(p^*\) finite; if \(p^* = -\infty\), then \(d^* = -\infty\) by weak duality.)

The set \(A\) defined in \((5.37)\) is readily shown to be convex if the underlying problem is convex. We define a second convex set \(B\) as

\[
B = \{(0, 0, s) \in \mathbb{R}^m \times \mathbb{R}^p \times \mathbb{R} \mid s < p^*\}.
\]

The sets \(A\) and \(B\) do not intersect. To see this, suppose \((u, v, t) \in A \cap B\). Since \((u, v, t) \in B\) we have \(u = 0, v = 0,\) and \(t < p^*\). Since \((u, v, t) \in A\), there exists an \(x\) with \(f_i(x) \leq 0, \ i = 1, \ldots, m, A\hat{x} - b = 0,\) and \(f_0(x) \leq t < p^*,\) which is impossible since \(p^*\) is the optimal value of the primal problem.

By the separating hyperplane theorem of §2.5.1 there exists \((\tilde{\lambda}, \tilde{\nu}, \mu) \neq 0\) and \(\alpha\) such that

\[
(u, v, t) \in A \implies \tilde{\lambda}^T u + \tilde{\nu}^T v + \mu t \geq \alpha, \tag{5.39}
\]

and

\[
(u, v, t) \in B \implies \tilde{\lambda}^T u + \tilde{\nu}^T v + \mu t \leq \alpha. \tag{5.40}
\]

From \((5.39)\) we conclude that \(\lambda \succeq 0\) and \(\mu \geq 0\). (Otherwise \(\tilde{\lambda}^T u + \mu t\) is unbounded below over \(A\), contradicting \((5.39)\).) The condition \((5.40)\) simply means that \(\mu t \leq \alpha\) for all \(t < p^*\), and hence, \(\mu p^* \leq \alpha\). Together with \((5.39)\) we conclude that for any \(x \in D\),

\[
\sum_{i=1}^{m} \tilde{\lambda}_i f_i(x) + \tilde{\nu}^T (Ax - b) + \mu f_0(x) \geq \alpha \geq \mu p^*. \tag{5.41}
\]

Assume that \(\mu > 0\). In that case we can divide \((5.41)\) by \(\mu\) to obtain

\[
L(x, \tilde{\lambda}/\mu, \tilde{\nu}/\mu) \geq p^*
\]

for all \(x \in D\), from which it follows, by minimizing over \(x\), that \(g(\lambda, \nu) \geq p^*\), where we define

\[
\lambda = \tilde{\lambda}/\mu, \quad \nu = \tilde{\nu}/\mu.
\]

By weak duality we have \(g(\lambda, \nu) \leq p^*\), so in fact \(g(\lambda, \nu) = p^*\). This shows that strong duality holds, and that the dual optimum is attained, at least in the case when \(\mu > 0\).

Now consider the case \(\mu = 0\). From \((5.41)\), we conclude that for all \(x \in D,\)

\[
\sum_{i=1}^{m} \tilde{\lambda}_i f_i(x) + \tilde{\nu}^T (Ax - b) \geq 0. \tag{5.42}
\]

Applying this to the point \(\hat{x}\) that satisfies the Slater condition, we have

\[
\sum_{i=1}^{m} \tilde{\lambda}_i f_i(\hat{x}) \geq 0.
\]
Since \( f_i(\tilde{x}) < 0 \) and \( \tilde{\lambda}_i \geq 0 \), we conclude that \( \tilde{\lambda} = 0 \). From \((\tilde{\lambda}, \tilde{\nu}, \mu) \neq 0 \) and \( \lambda = 0, \mu = 0 \), we conclude that \( \tilde{\nu} \neq 0 \). Then (5.42) implies that for all \( x \in \mathcal{D} \), \( \tilde{\nu}^T (A x - b) \geq 0 \). But \( \tilde{x} \) satisfies \( \tilde{\nu}^T (A \tilde{x} - b) = 0 \), and since \( \tilde{x} \in \text{int} \mathcal{D} \), there are points in \( \mathcal{D} \) with \( \tilde{\nu}^T (A x - b) < 0 \) unless \( A^T \tilde{\nu} = 0 \). This, of course, contradicts our assumption that \text{rank} A = p.

The geometric idea behind the proof is illustrated in figure 5.6, for a simple problem with one inequality constraint. The hyperplane separating \( \mathcal{A} \) and \( \mathcal{B} \) defines a supporting hyperplane to \( \mathcal{A} \) at \((0, p^*)\). Slater’s constraint qualification is used to establish that the hyperplane must be nonvertical (i.e., has a normal vector of the form \((\lambda^*, 1))\). (For a simple example of a convex problem with one inequality constraint for which strong duality fails, see exercise 5.21.)

### 5.3.3 Multicriterion interpretation

There is a natural connection between Lagrange duality for a problem without equality constraints,

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

\[(5.43)\]
and the scalarization method for the (unconstrained) multicriterion problem

\[
\minimize \text{ (w.r.t. } \mathbb{R}_{+}^{m+1}) \quad F(x) = (f_1(x), \ldots, f_m(x), f_0(x))
\]

(see §4.7.4). In scalarization, we choose a positive vector \( \tilde{\lambda} \), and minimize the scalar function \( \tilde{\lambda}^T F(x) \); any minimizer is guaranteed to be Pareto optimal. Since we can scale \( \tilde{\lambda} \) by a positive constant, without affecting the minimizers, we can, without loss of generality, take \( \tilde{\lambda} = (\lambda, 1) \). Thus, in scalarization we minimize the function

\[
\tilde{\lambda}^T F(x) = f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x),
\]

which is exactly the Lagrangian for the problem (5.43).

To establish that every Pareto optimal point of a convex multicriterion problem minimizes the function \( \tilde{\lambda}^T F(x) \) for some nonnegative weight vector \( \tilde{\lambda} \), we considered the set \( A \), defined in (4.62),

\[
A = \{ t \in \mathbb{R}^{m+1} | \exists x \in \mathcal{D}, \ f_i(x) \leq t_i, \ i = 0, \ldots, m \},
\]

which is exactly the same as the set \( A \) defined in (5.37), that arises in Lagrange duality. Here too we constructed the required weight vector as a supporting hyperplane to the set, at an arbitrary Pareto optimal point. In multicriterion optimization, we interpret the components of the weight vector as giving the relative weights between the objective functions. When we fix the last component of the weight vector (associated with \( f_0 \)) to be one, the other weights have the interpretation of the cost relative to \( f_0 \), i.e., the cost relative to the objective.

### 5.4 Saddle-point interpretation

In this section we give several interpretations of Lagrange duality. The material of this section will not be used in the sequel.

#### 5.4.1 Max-min characterization of weak and strong duality

It is possible to express the primal and the dual optimization problems in a form that is more symmetric. To simplify the discussion we assume there are no equality constraints; the results are easily extended to cover them.

First note that

\[
\sup_{\lambda \geq 0} L(x, \lambda) = \sup_{\lambda \geq 0} \left( f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x) \right)
\]

\[
= \begin{cases} 
  f_0(x) & f_i(x) \leq 0, \ i = 1, \ldots, m \\
  \infty & \text{otherwise.}
\end{cases}
\]
Indeed, suppose $x$ is not feasible, and $f_i(x) > 0$ for some $i$. Then $\sup_{\lambda \geq 0} L(x, \lambda) = \infty$, as can be seen by choosing $\lambda_j = 0$, $j \neq i$, and $\lambda_i \to \infty$. On the other hand, if $f_i(x) \leq 0$, $i = 1, \ldots, m$, then the optimal choice of $\lambda$ is $\lambda = 0$ and $\sup_{\lambda \geq 0} L(x, \lambda) = f_0(x)$. This means that we can express the optimal value of the primal problem as

$$p^* = \inf_x \sup_{\lambda \geq 0} L(x, \lambda).$$

By the definition of the dual function, we also have

$$d^* = \sup_{\lambda \geq 0} \inf_x L(x, \lambda).$$

Thus, weak duality can be expressed as the inequality

$$\sup_{\lambda \geq 0} \inf_x L(x, \lambda) \leq \inf_x \sup_{\lambda \geq 0} L(x, \lambda), \quad (5.45)$$

and strong duality as the equality

$$\sup_{\lambda \geq 0} \inf_x L(x, \lambda) = \inf_x \sup_{\lambda \geq 0} L(x, \lambda).$$

Strong duality means that the order of the minimization over $x$ and the maximization over $\lambda \geq 0$ can be switched without affecting the result.

In fact, the inequality (5.45) does not depend on any properties of $L$: We have

$$\sup_{z \in Z} \inf_{w \in W} f(w, z) \leq \inf_{w \in W} \sup_{z \in Z} f(w, z), \quad (5.46)$$

for any $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ (and any $W \subseteq \mathbb{R}^n$ and $Z \subseteq \mathbb{R}^m$). This general inequality is called the max-min inequality. When equality holds, i.e.,

$$\sup_{z \in Z} \inf_{w \in W} f(w, z) = \inf_{w \in W} \sup_{z \in Z} f(w, z), \quad (5.47)$$

we say that $f$ (and $W$ and $Z$) satisfy the strong max-min property or the saddle-point property. Of course the strong max-min property holds only in special cases, for example, when $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ is the Lagrangian of a problem for which strong duality obtains, $W = \mathbb{R}^n$, and $Z = \mathbb{R}^m_+$. 

### 5.4.2 Saddle-point interpretation

We refer to a pair $\tilde{w} \in W$, $\tilde{z} \in Z$ as a saddle-point for $f$ (and $W$ and $Z$) if

$$f(\tilde{w}, z) \leq f(\tilde{w}, \tilde{z}) \leq f(w, \tilde{z})$$

for all $w \in W$ and $z \in Z$. In other words, $\tilde{w}$ minimizes $f(w, \tilde{z})$ (over $w \in W$) and $\tilde{z}$ maximizes $f(\tilde{w}, z)$ (over $z \in Z$):

$$f(\tilde{w}, \tilde{z}) = \inf_{w \in W} f(w, \tilde{z}), \quad f(\tilde{w}, \tilde{z}) = \sup_{z \in Z} f(\tilde{w}, z).$$
This implies that the strong max-min property (5.47) holds, and that the common value is \( f(\tilde{w}, \tilde{z}) \).

Returning to our discussion of Lagrange duality, we see that if \( x^* \) and \( \lambda^* \) are primal and dual optimal points for a problem in which strong duality obtains, they form a saddle-point for the Lagrangian. The converse is also true: If \( (x, \lambda) \) is a saddle-point of the Lagrangian, then \( x \) is primal optimal, \( \lambda \) is dual optimal, and the optimal duality gap is zero.

### 5.4.3 Game interpretation

We can interpret the max-min inequality (5.46), the max-min equality (5.47), and the saddle-point property, in terms of a continuous zero-sum game. If the first player chooses \( w \in W \), and the second player selects \( z \in Z \), then player 1 pays an amount \( f(w, z) \) to player 2. Player 1 therefore wants to minimize \( f \), while player 2 wants to maximize \( f \). (The game is called continuous since the choices are vectors, and not discrete.)

Suppose that player 1 makes his choice first, and then player 2, after learning the choice of player 1, makes her selection. Player 2 wants to maximize the payoff \( f(w, z) \), and so will choose \( z \in Z \) to maximize \( f(w, z) \). The resulting payoff will be \( \sup_{z \in Z} f(w, z) \), which depends on \( w \), the choice of the first player. (We assume here that the supremum is achieved; if not the optimal payoff can be arbitrarily close to \( \sup_{z \in Z} f(w, z) \).) Player 1 knows (or assumes) that player 2 will follow this strategy, and so will choose \( w \in W \) to make this worst-case payoff to player 2 as small as possible. Thus player 1 chooses

\[
\arg\min_{w \in W} \sup_{z \in Z} f(w, z),
\]

which results in the payoff

\[
\inf_{w \in W} \sup_{z \in Z} f(w, z)
\]

from player 1 to player 2.

Now suppose the order of play is reversed: Player 2 must choose \( z \in Z \) first, and then player 1 chooses \( w \in W \) (with knowledge of \( z \)). Following a similar argument, if the players follow the optimal strategy, player 2 should choose \( z \in Z \) to maximize \( \inf_{w \in W} f(w, z) \), which results in the payoff of

\[
\sup_{z \in Z} \inf_{w \in W} f(w, z)
\]

from player 1 to player 2.

The max-min inequality (5.46) states the (intuitively obvious) fact that it is better for a player to go second, or more precisely, for a player to know his or her opponent’s choice before choosing. In other words, the payoff to player 2 will be larger if player 1 must choose first. When the saddle-point property (5.47) holds, there is no advantage to playing second.

If \( (\tilde{w}, \tilde{z}) \) is a saddle-point for \( f \) (and \( W \) and \( Z \)), then it is called a solution of the game; \( \tilde{w} \) is called the optimal choice or strategy for player 1, and \( \tilde{z} \) is called
the optimal choice or strategy for player 2. In this case there is no advantage to playing second.

Now consider the special case where the payoff function is the Lagrangian, $W = R^n$ and $Z = R^m$. Here player 1 chooses the primal variable $x$, while player 2 chooses the dual variable $\lambda \succeq 0$. By the argument above, the optimal choice for player 2, if she must choose first, is any $\lambda^*$ which is dual optimal, which results in a payoff to player 2 of $d^*$. Conversely, if player 1 must choose first, his optimal choice is any primal optimal $x^*$, which results in a payoff of $p^*$.

The optimal duality gap for the problem is exactly equal to the advantage afforded the player who goes second, i.e., the player who has the advantage of knowing his or her opponent’s choice before choosing. If strong duality holds, then there is no advantage to the players of knowing their opponent’s choice.

### 5.4.4 Price or tax interpretation

Lagrange duality has an interesting economic interpretation. Suppose the variable $x$ denotes how an enterprise operates and $f_0(x)$ denotes the cost of operating at $x$, i.e., $-f_0(x)$ is the profit (say, in dollars) made at the operating condition $x$. Each constraint $f_i(x) \leq 0$ represents some limit, such as a limit on resources (e.g., warehouse space, labor) or a regulatory limit (e.g., environmental). The operating condition that maximizes profit while respecting the limits can be found by solving the problem

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m.
\end{align*}$$

The resulting optimal profit is $-p^*$.

Now imagine a second scenario in which the limits can be violated, by paying an additional cost which is linear in the amount of violation, measured by $f_i$. Thus the payment made by the enterprise for the $i$th limit or constraint is $\lambda_i f_i(x)$. Payments are also made to the firm for constraints that are not tight; if $f_i(x) < 0$, then $\lambda_i f_i(x)$ represents a payment to the firm. The coefficient $\lambda_i$ has the interpretation of the price for violating $f_i(x) \leq 0$; its units are dollars per unit violation (as measured by $f_i$). For the same price the enterprise can sell any ‘unused’ portion of the $i$th constraint. We assume $\lambda_i \geq 0$, i.e., the firm must pay for violations (and receives income if a constraint is not tight).

As an example, suppose the first constraint in the original problem, $f_1(x) \leq 0$, represents a limit on warehouse space (say, in square meters). In this new arrangement, we open the possibility that the firm can rent extra warehouse space at a cost of $\lambda_1$ dollars per square meter and also rent out unused space, at the same rate.

The total cost to the firm, for operating condition $x$, and constraint prices $\lambda_i$, is $L(x, \lambda) = f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x)$. The firm will obviously operate so as to minimize its total cost $L(x, \lambda)$, which yields a cost $g(\lambda)$. The dual function therefore represents the optimal cost to the firm, as a function of the constraint price vector $\lambda$. The optimal dual value, $d^*$, is the optimal cost to the enterprise under the least favorable set of prices.
Using this interpretation we can paraphrase weak duality as follows: The optimal cost to the firm in the second scenario (in which constraint violations can be bought and sold) is less than or equal to the cost in the original situation (which has constraints that cannot be violated), even with the most unfavorable prices. This is obvious: If \( x^* \) is optimal in the first scenario, then the operating cost of \( x^* \) in the second scenario will be lower than \( f_0(x^*) \), since some income can be derived from the constraints that are not tight. The optimal duality gap is then the minimum possible advantage to the enterprise of being allowed to pay for constraint violations (and receive payments for nontight constraints).

Now suppose strong duality holds, and the dual optimum is attained. We can interpret a dual optimal \( \lambda^* \) as a set of prices for which there is no advantage to the firm in being allowed to pay for constraint violations (or receive payments for nontight constraints). For this reason a dual optimal \( \lambda^* \) is sometimes called a set of shadow prices for the original problem.

## 5.5 Optimality conditions

We remind the reader that we do not assume the problem (5.1) is convex, unless explicitly stated.

### 5.5.1 Certificate of suboptimality and stopping criteria

If we can find a dual feasible \((\lambda, \nu)\), we establish a lower bound on the optimal value of the primal problem: \( p^* \geq g(\lambda, \nu) \). Thus a dual feasible point \((\lambda, \nu)\) provides a proof or certificate that \( p^* \geq g(\lambda, \nu) \). Strong duality means there exist arbitrarily good certificates.

Dual feasible points allow us to bound how suboptimal a given feasible point is, without knowing the exact value of \( p^* \). Indeed, if \( x \) is primal feasible and \((\lambda, \nu)\) is dual feasible, then
\[
 f_0(x) - p^* \leq f_0(x) - g(\lambda, \nu).
\]
In particular, this establishes that \( x \) is \( \epsilon \)-suboptimal, with \( \epsilon = f_0(x) - g(\lambda, \nu) \). (It also establishes that \((\lambda, \nu)\) is \( \epsilon \)-suboptimal for the dual problem.)

We refer to the gap between primal and dual objectives,
\[
 f_0(x) - g(\lambda, \nu),
\]
as the duality gap associated with the primal feasible point \( x \) and dual feasible point \((\lambda, \nu)\). A primal dual feasible pair \( x, (\lambda, \nu) \) localizes the optimal value of the primal (and dual) problems to an interval:
\[
 p^* \in [g(\lambda, \nu), f_0(x)], \quad d^* \in [g(\lambda, \nu), f_0(x)],
\]
the width of which is the duality gap.

If the duality gap of the primal dual feasible pair \( x, (\lambda, \nu) \) is zero, i.e., \( f_0(x) = g(\lambda, \nu) \), then \( x \) is primal optimal and \((\lambda, \nu)\) is dual optimal. We can think of \((\lambda, \nu)\)
as a certificate that proves $x$ is optimal (and, similarly, we can think of $x$ as a certificate that proves $(\lambda, \nu)$ is dual optimal).

These observations can be used in optimization algorithms to provide nonheuristic stopping criteria. Suppose an algorithm produces a sequence of primal feasible $x^{(k)}$ and dual feasible $(\lambda^{(k)}, \nu^{(k)})$, for $k = 1, 2, \ldots$, and $\epsilon_{\text{abs}} > 0$ is a given required absolute accuracy. Then the stopping criterion (i.e., the condition for terminating the algorithm)

$$f_0(x^{(k)}) - g(\lambda^{(k)}, \nu^{(k)}) \leq \epsilon_{\text{abs}}$$

guarantees that when the algorithm terminates, $x^{(k)}$ is $\epsilon_{\text{abs}}$-suboptimal. Indeed, $(\lambda^{(k)}, \nu^{(k)})$ is a certificate that proves it. (Of course strong duality must hold if this method is to work for arbitrarily small tolerances $\epsilon_{\text{abs}}$.)

A similar condition can be used to guarantee a given relative accuracy $\epsilon_{\text{rel}} > 0$. If

$$g(\lambda^{(k)}, \nu^{(k)}) > 0, \quad \frac{f_0(x^{(k)}) - g(\lambda^{(k)}, \nu^{(k)})}{g(\lambda^{(k)}, \nu^{(k)})} \leq \epsilon_{\text{rel}}$$

holds, or

$$f_0(x^{(k)}) < 0, \quad \frac{f_0(x^{(k)}) - g(\lambda^{(k)}, \nu^{(k)})}{-f_0(x^{(k)})} \leq \epsilon_{\text{rel}}$$

holds, then $p^* \neq 0$ and the relative error

$$\frac{f_0(x^{(k)}) - p^*}{|p^*|}$$

is guaranteed to be less than or equal to $\epsilon_{\text{rel}}$.

### 5.5.2 Complementary slackness

Suppose that the primal and dual optimal values are attained and equal (so, in particular, strong duality holds). Let $x^*$ be a primal optimal and $(\lambda^*, \nu^*)$ be a dual optimal point. This means that

$$f_0(x^*) = g(\lambda^*, \nu^*)$$

$$= \inf_x \left( f_0(x) + \sum_{i=1}^m \lambda_i^* f_i(x) + \sum_{i=1}^p \nu_i^* h_i(x) \right)$$

$$\leq f_0(x^*) + \sum_{i=1}^m \lambda_i^* f_i(x^*) + \sum_{i=1}^p \nu_i^* h_i(x^*)$$

$$\leq f_0(x^*).$$

The first line states that the optimal duality gap is zero, and the second line is the definition of the dual function. The third line follows since the infimum of the Lagrangian over $x$ is less than or equal to its value at $x = x^*$. The last inequality follows from $\lambda_i^* \geq 0$, $f_i(x^*) \leq 0$, $i = 1, \ldots, m$, and $h_i(x^*) = 0$, $i = 1, \ldots, p$. We conclude that the two inequalities in this chain hold with equality.
We can draw several interesting conclusions from this. For example, since the inequality in the third line is an equality, we conclude that \( x^\star \) minimizes \( L(x, \lambda^\star, \nu^\star) \) over \( x \). (The Lagrangian \( L(x, \lambda^\star, \nu^\star) \) can have other minimizers; \( x^\star \) is simply a minimizer.)

Another important conclusion is that
\[
\sum_{i=1}^{m} \lambda_i^\star f_i(x^\star) = 0.
\]
Since each term in this sum is nonpositive, we conclude that
\[
\lambda_i^\star f_i(x^\star) = 0, \quad i = 1, \ldots, m.
\]
This condition is known as complementary slackness; it holds for any primal optimal \( x^\star \) and any dual optimal \( (\lambda^\star, \nu^\star) \) (when strong duality holds). We can express the complementary slackness condition as
\[
\lambda_i^\star > 0 \implies f_i(x^\star) = 0,
\]
or, equivalently,
\[
f_i(x^\star) < 0 \implies \lambda_i^\star = 0.
\]
Roughly speaking, this means the \( i \)th optimal Lagrange multiplier is zero unless the \( i \)th constraint is active at the optimum.

### 5.5.3 KKT optimality conditions

We now assume that the functions \( f_0, \ldots, f_m, h_1, \ldots, h_p \) are differentiable (and therefore have open domains), but we make no assumptions yet about convexity.

**KKT conditions for nonconvex problems**

As above, let \( x^\star \) and \( (\lambda^\star, \nu^\star) \) be any primal and dual optimal points with zero duality gap. Since \( x^\star \) minimizes \( L(x, \lambda^\star, \nu^\star) \) over \( x \), it follows that its gradient must vanish at \( x^\star \), i.e.,
\[
\nabla f_0(x^\star) + \sum_{i=1}^{m} \lambda_i^\star \nabla f_i(x^\star) + \sum_{i=1}^{p} \nu_i^\star \nabla h_i(x^\star) = 0.
\]
Thus we have
\[
\begin{align*}
  f_i(x^\star) &\leq 0, \quad i = 1, \ldots, m \\
  h_i(x^\star) &= 0, \quad i = 1, \ldots, p \\
  \lambda_i^\star &\geq 0, \quad i = 1, \ldots, m
\end{align*}
\]
\[
\nabla f_0(x^\star) + \sum_{i=1}^{m} \lambda_i^\star \nabla f_i(x^\star) + \sum_{i=1}^{p} \nu_i^\star \nabla h_i(x^\star) = 0,
\]
which are called the Karush-Kuhn-Tucker (KKT) conditions.

To summarize, for any optimization problem with differentiable objective and constraint functions for which strong duality obtains, any pair of primal and dual optimal points must satisfy the KKT conditions (5.49).
KKT conditions for convex problems

When the primal problem is convex, the KKT conditions are also sufficient for the points to be primal and dual optimal. In other words, if \( f_i \) are convex and \( h_i \) are affine, and \( \tilde{x}, \tilde{\lambda}, \tilde{\nu} \) are any points that satisfy the KKT conditions

\[
\begin{align*}
  f_i(\tilde{x}) & \leq 0, \quad i = 1, \ldots, m \\
  h_i(\tilde{x}) & = 0, \quad i = 1, \ldots, p \\
  \lambda_i & \geq 0, \quad i = 1, \ldots, m \\
  \tilde{\lambda}_i f_i(\tilde{x}) & = 0, \quad i = 1, \ldots, m
\end{align*}
\]

\[
\nabla f_0(\tilde{x}) + \sum_{i=1}^{m} \tilde{\lambda}_i \nabla f_i(\tilde{x}) + \sum_{i=1}^{p} \tilde{\nu}_i \nabla h_i(\tilde{x}) = 0,
\]

then \( \tilde{x} \) and \((\tilde{\lambda}, \tilde{\nu})\) are primal and dual optimal, with zero duality gap.

To see this, note that the first two conditions state that \( \tilde{x} \) is primal feasible. Since \( \tilde{\lambda}_i \geq 0 \), \( L(x, \tilde{\lambda}, \tilde{\nu}) \) is convex in \( x \); the last KKT condition states that its gradient with respect to \( x \) vanishes at \( x = \tilde{x} \), so it follows that \( \tilde{x} \) minimizes \( L(x, \tilde{\lambda}, \tilde{\nu}) \) over \( x \). From this we conclude that

\[
g(\tilde{\lambda}, \tilde{\nu}) = L(\tilde{x}, \tilde{\lambda}, \tilde{\nu}) = f_0(\tilde{x}) + \sum_{i=1}^{m} \tilde{\lambda}_i f_i(\tilde{x}) + \sum_{i=1}^{p} \tilde{\nu}_i h_i(\tilde{x}) = f_0(\tilde{x}),
\]

where in the last line we use \( h_i(\tilde{x}) = 0 \) and \( \tilde{\lambda}_i f_i(\tilde{x}) = 0 \). This shows that \( \tilde{x} \) and \((\tilde{\lambda}, \tilde{\nu})\) have zero duality gap, and therefore are primal and dual optimal. In summary, for any convex optimization problem with differentiable objective and constraint functions, any points that satisfy the KKT conditions are primal and dual optimal, and have zero duality gap.

If a convex optimization problem with differentiable objective and constraint functions satisfies Slater’s condition, then the KKT conditions provide necessary and sufficient conditions for optimality: Slater’s condition implies that the optimal duality gap is zero and the dual optimum is attained, so \( x \) is optimal if and only if there are \((\lambda, \nu)\) that, together with \( x \), satisfy the KKT conditions.

The KKT conditions play an important role in optimization. In a few special cases it is possible to solve the KKT conditions (and therefore, the optimization problem) analytically. More generally, many algorithms for convex optimization are conceived as, or can be interpreted as, methods for solving the KKT conditions.

**Example 5.1** Equality constrained convex quadratic minimization. We consider the problem

\[
\begin{array}{ll}
\text{minimize} & (1/2)x^T Px + q^T x + r \\
\text{subject to} & Ax = b,
\end{array}
\]

(5.50)

where \( P \in S^n_+ \). The KKT conditions for this problem are

\[
Ax^* = b, \quad Px^* + q + A^T \nu^* = 0,
\]

which we can write as

\[
\begin{bmatrix}
P & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
x^* \\
\nu^*
\end{bmatrix}
= \begin{bmatrix}
-q \\
b
\end{bmatrix}.
\]
5.5 Optimality conditions

Solving this set of \(m + n\) equations in the \(m + n\) variables \(x^*, \nu^*\), \(\nu^*\) gives the optimal primal and dual variables for (5.50).

Example 5.2 Water-filling. We consider the convex optimization problem

\[
\begin{align*}
\text{minimize} \quad & -\sum_{i=1}^{n} \log(\alpha_i + x_i) \\
\text{subject to} \quad & x_i \geq 0, \quad 1^T x = 1,
\end{align*}
\]

where \(\alpha_i > 0\). This problem arises in information theory, in allocating power to a set of \(n\) communication channels. The variable \(x_i\) represents the transmitter power allocated to the \(i\)th channel, and \(\log(\alpha_i + x_i)\) gives the capacity or communication rate of the channel, so the problem is to allocate a total power of one to the channels, in order to maximize the total communication rate.

Introducing Lagrange multipliers \(\lambda^* \in \mathbb{R}^n\) for the inequality constraints \(x^* \geq 0\), and a multiplier \(\nu^* \in \mathbb{R}\) for the equality constraint \(1^T x = 1\), we obtain the KKT conditions

\[
x^* \geq 0, \quad 1^T x^* = 1, \quad \lambda^* \geq 0, \quad \lambda^*_i x^*_i = 0, \quad i = 1, \ldots, n,\]

\[-1/(\alpha_i + x^*_i) - \lambda^*_i + \nu^* = 0, \quad i = 1, \ldots, n.\]

We can directly solve these equations to find \(x^*, \lambda^*, \nu^*\). We start by noting that \(\lambda^*\) acts as a slack variable in the last equation, so it can be eliminated, leaving

\[
x^* \geq 0, \quad 1^T x^* = 1, \quad x^*_i (\nu^* - 1/(\alpha_i + x^*_i)) = 0, \quad i = 1, \ldots, n,\]

\[\nu^* \geq 1/(\alpha_i + x^*_i), \quad i = 1, \ldots, n.\]

If \(\nu^* < 1/\alpha_i\), this last condition can only hold if \(x^*_i > 0\), which by the third condition implies that \(\nu^* = 1/(\alpha_i + x^*_i)\). Solving for \(x^*_i\), we conclude that \(x^*_i = 1/\nu^* - \alpha_i\), if \(\nu^* < 1/\alpha_i\). If \(\nu^* \geq 1/\alpha_i\), then \(x^*_i > 0\) is impossible, because it would imply \(\nu^* \geq 1/\alpha_i > 1/(\alpha_i + x^*_i)\), which violates the complementary slackness condition. Therefore, \(x^*_i = 0\) if \(\nu^* \geq 1/\alpha_i\). Thus we have

\[x^*_i = \begin{cases} 1/\nu^* - \alpha_i & \nu^* < 1/\alpha_i \\ 0 & \nu^* \geq 1/\alpha_i, \end{cases}\]

or, put more simply, \(x^*_i = \max\{0, 1/\nu^* - \alpha_i\}\). Substituting this expression for \(x^*_i\) into the condition \(1^T x^* = 1\) we obtain

\[
\sum_{i=1}^{n} \max\{0, 1/\nu^* - \alpha_i\} = 1.
\]

The lefthand side is a piecewise-linear increasing function of \(1/\nu^*\), with breakpoints at \(\alpha_i\), so the equation has a unique solution which is readily determined.

This solution method is called water-filling for the following reason. We think of \(\alpha_i\) as the ground level above patch \(i\), and then flood the region with water to a depth \(1/\nu^*\), as illustrated in figure 5.7. The total amount of water used is then \(\sum_{i=1}^{n} \max\{0, 1/\nu^* - \alpha_i\}\). We then increase the flood level until we have used a total amount of water equal to one. The depth of water above patch \(i\) is then the optimal value \(x^*_i\).
5.5.4 Mechanics interpretation of KKT conditions

The KKT conditions can be given a nice interpretation in mechanics (which indeed, was one of Lagrange’s primary motivations). We illustrate the idea with a simple example. The system shown in figure 5.8 consists of two blocks attached to each other, and to walls at the left and right, by three springs. The position of the blocks are given by $x \in \mathbb{R}^2$, where $x_1$ is the displacement of the (middle of the) left block, and $x_2$ is the displacement of the right block. The left wall is at position 0, and the right wall is at position $l$.

The potential energy in the springs, as a function of the block positions, is given by

$$f_0(x_1, x_2) = \frac{1}{2} k_1 x_1^2 + \frac{1}{2} k_2 (x_2 - x_1)^2 + \frac{1}{2} k_3 (l - x_2)^2,$$

where $k_i > 0$ are the stiffness constants of the three springs. The equilibrium position $x^*$ is the position that minimizes the potential energy subject to the inequalities

$$w/2 - x_1 \leq 0, \quad w + x_1 - x_2 \leq 0, \quad w/2 - l + x_2 \leq 0. \quad (5.51)$$
5.5 Optimality conditions

![Diagram of block-spring system with Lagrange multipliers]

**Figure 5.9** Force analysis of the block-spring system. The total force on each block, due to the springs and also to contact forces, must be zero. The Lagrange multipliers, shown on top, are the contact forces between the walls and blocks. The spring forces are shown at bottom.

These constraints are called *kinematic constraints*, and express the fact that the blocks have width $w > 0$, and cannot penetrate each other or the walls. The equilibrium position is therefore given by the solution of the optimization problem

\[
\begin{align*}
\text{minimize} & \quad (1/2) \left( k_1 x_1^2 + k_2 (x_2 - x_1)^2 + k_3 (l - x_2)^2 \right) \\
\text{subject to} & \quad w/2 - x_1 \leq 0 \\
& \quad w + x_1 - x_2 \leq 0 \\
& \quad w/2 - l + x_2 \leq 0,
\end{align*}
\] (5.52)

which is a QP.

With $\lambda_1, \lambda_2, \lambda_3$ as Lagrange multipliers, the KKT conditions for this problem consist of the kinematic constraints (5.51), the nonnegativity constraints $\lambda_i \geq 0$, the complementary slackness conditions

\[
\lambda_1 (w/2 - x_1) = 0, \quad \lambda_2 (w - x_2 + x_1) = 0, \quad \lambda_3 (w/2 - l + x_2) = 0, \quad (5.53)
\]

and the zero gradient condition

\[
\begin{bmatrix}
    k_1 x_1 - k_2 (x_2 - x_1) \\
    k_2 (x_2 - x_1) - k_3 (l - x_2)
\end{bmatrix}
+ \lambda_1 \begin{bmatrix} -1 \\ 0 \end{bmatrix}
+ \lambda_2 \begin{bmatrix} 1 \\ -1 \end{bmatrix}
+ \lambda_3 \begin{bmatrix} 0 \\ 1 \end{bmatrix} = 0. \quad (5.54)
\]

The equation (5.54) can be interpreted as the force balance equations for the two blocks, provided we interpret the Lagrange multipliers as contact forces that act between the walls and blocks, as illustrated in figure 5.9. The first equation states that the sum of the forces on the first block is zero: The term $-k_1 x_1$ is the force exerted on the left block by the left spring, the term $k_2 (x_2 - x_1)$ is the force exerted by the middle spring, $\lambda_1$ is the force exerted by the left wall, and $-\lambda_2$ is the force exerted by the right block. The contact forces must point away from the contact surface (as expressed by the constraints $\lambda_1 \geq 0$ and $-\lambda_2 \leq 0$), and are nonzero only when there is contact (as expressed by the first two complementary slackness conditions (5.53)). In a similar way, the second equation in (5.54) is the force balance for the second block, and the last condition in (5.53) states that $\lambda_3$ is zero unless the right block touches the wall.

In this example, the potential energy and kinematic constraint functions are convex, and (the refined form of) Slater’s constraint qualification holds provided $2w \leq l$, *i.e.*, there is enough room between the walls to fit the two blocks, so we can conclude that the energy formulation of the equilibrium given by (5.52), gives the same result as the force balance formulation, given by the KKT conditions.
5.5.5 Solving the primal problem via the dual

We mentioned at the beginning of §5.5.3 that if strong duality holds and a dual optimal solution \((\lambda^*, \nu^*)\) exists, then any primal optimal point is also a minimizer of \(L(x, \lambda^*, \nu^*)\). This fact sometimes allows us to compute a primal optimal solution from a dual optimal solution.

More precisely, suppose we have strong duality and an optimal \((\lambda^*, \nu^*)\) is known. Suppose that the minimizer of \(L(x, \lambda^*, \nu^*)\), i.e., the solution of

\[
\begin{align*}
\text{minimize} & \quad f_0(x) + \sum_{i=1}^m \lambda_i^* f_i(x) + \sum_{i=1}^p \nu_i^* h_i(x), \\
\text{subject to} & \quad A^T x \leq b, \\
& \quad 1^T x = 1,
\end{align*}
\]

is unique. (For a convex problem this occurs, for example, if \(L(x, \lambda^*, \nu^*)\) is a strictly convex function of \(x\).) Then if the solution of (5.55) is primal feasible, it must be primal optimal; if it is not primal feasible, then no primal optimal point can exist, i.e., we can conclude that the primal optimum is not attained. This observation is interesting when the dual problem is easier to solve than the primal problem, for example, because it can be solved analytically, or has some special structure that can be exploited.

**Example 5.3** Entropy maximization. We consider the entropy maximization problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) = \sum_{i=1}^n x_i \log x_i, \\
\text{subject to} & \quad A^T x \leq b, \\
& \quad 1^T x = 1,
\end{align*}
\]

with domain \(\mathbb{R}^n_{++}\), and its dual problem

\[
\begin{align*}
\text{maximize} & \quad -b^T \lambda - \nu - e^{-\nu - 1} \sum_{i=1}^n e^{a_i^T \lambda}, \\
\text{subject to} & \quad \lambda \succeq 0,
\end{align*}
\]

where \(a_i\) are the columns of \(A\) (see pages 222 and 228). We assume that the weak form of Slater’s condition holds, i.e., there exists an \(x \succ 0\) with \(Ax \leq b\) and \(1^T x = 1\), so strong duality holds and an optimal solution \((\lambda^*, \nu^*)\) exists.

Suppose we have solved the dual problem. The Lagrangian at \((\lambda^*, \nu^*)\) is

\[
L(x, \lambda^*, \nu^*) = \sum_{i=1}^n x_i \log x_i + \lambda^*^T (Ax - b) + \nu^* (1^T x - 1)
\]

which is strictly convex on \(\mathcal{D}\) and bounded below, so it has a unique solution \(x^*\), given by

\[
x_i^* = 1 / \exp(a_i^T \lambda^* + \nu^* + 1), \quad i = 1, \ldots, n.
\]

If \(x^*\) is primal feasible, it must be the optimal solution of the primal problem (5.13). If \(x^*\) is not primal feasible, then we can conclude that the primal optimum is not attained.

**Example 5.4** Minimizing a separable function subject to an equality constraint. We consider the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) = \sum_{i=1}^n f_i(x_i), \\
\text{subject to} & \quad a^T x = b,
\end{align*}
\]
where \( a \in \mathbb{R}^n \), \( b \in \mathbb{R} \), and \( f_i : \mathbb{R} \to \mathbb{R} \) are differentiable and strictly convex. The objective function is called \textit{separable} since it is a sum of functions of the individual variables \( x_1, \ldots, x_n \). We assume that the domain of \( f_0 \) intersects the constraint set, \( i.e., \) there exists a point \( x_0 \in \text{dom} \ f_0 \) with \( a^T x_0 = b \). This implies the problem has a unique optimal point \( x^* \).

The Lagrangian is

\[
L(x, \nu) = \sum_{i=1}^{n} f_i(x_i) + \nu (a^T x - b) = -b\nu + \sum_{i=1}^{n} (f_i(x_i) + \nu a_i x_i),
\]

which is also separable, so the dual function is

\[
g(\nu) = -b\nu + \inf_x \left( \sum_{i=1}^{n} (f_i(x_i) + \nu a_i x_i) \right)
\]

\[
= -b\nu + \sum_{i=1}^{n} \inf_{x_i} (f_i(x_i) + \nu a_i x_i)
\]

\[
= -b\nu - \sum_{i=1}^{n} f_i^*(\nu a_i).
\]

The dual problem is thus

\[
\text{maximize} \quad -b\nu - \sum_{i=1}^{n} f_i^*(\nu a_i),
\]

with (scalar) variable \( \nu \in \mathbb{R} \).

Now suppose we have found an optimal dual variable \( \nu^* \). (There are several simple methods for solving a convex problem with one scalar variable, such as the bisection method.) Since each \( f_i \) is strictly convex, the function \( L(x, \nu^*) \) is strictly convex in \( x \), and so has a unique minimizer \( \hat{x} \). But we also know that \( x^* \) minimizes \( L(x, \nu^*) \), so we must have \( \hat{x} = x^* \). We can recover \( x^* \) from \( \nabla_x L(x, \nu^*) = 0 \), \( i.e., \) by solving the equations \( f_i^*(\nu^*) a_i = 0 \).

## 5.6 Perturbation and sensitivity analysis

When strong duality obtains, the optimal dual variables give very useful information about the sensitivity of the optimal value with respect to perturbations of the constraints.

### 5.6.1 The perturbed problem

We consider the following perturbed version of the original optimization problem (5.1):

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq u_i, \quad i = 1, \ldots, m \\
& \quad h_i(x) = u_i, \quad i = 1, \ldots, p,
\end{align*}
\]

(5.56)
with variable \( x \in \mathbb{R}^n \). This problem coincides with the original problem (5.1) when \( u = 0, v = 0 \). When \( u_i \) is positive it means that we have relaxed the \( i \)th inequality constraint; when \( u_i \) is negative, it means that we have tightened the constraint. Thus the perturbed problem (5.56) results from the original problem (5.1) by tightening or relaxing each inequality constraint by \( u_i \), and changing the righthand side of the equality constraints by \( v_i \).

We define \( p^*(u,v) \) as the optimal value of the perturbed problem (5.56):

\[
p^*(u,v) = \inf\{ f_0(x) \mid \exists x \in D, f_i(x) \leq u_i, \ i = 1, \ldots, m, \ h_i(x) = v_i, \ i = 1, \ldots, p \}.
\]

We can have \( p^*(u,v) = \infty \), which corresponds to perturbations of the constraints that result in infeasibility. Note that \( p^*(0,0) = p^* \), the optimal value of the unperturbed problem (5.1). (We hope this slight abuse of notation will cause no confusion.) Roughly speaking, the function \( p^* : \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R} \) gives the optimal value of the problem as a function of perturbations to the righthand sides of the constraints.

When the original problem is convex, the function \( p^* \) is a convex function of \( u \) and \( v \); indeed, its epigraph is precisely the closure of the set \( A \) defined in (5.37) (see exercise 5.32).

### 5.6.2 A global inequality

Now we assume that strong duality holds, and that the dual optimum is attained. (This is the case if the original problem is convex, and Slater’s condition is satisfied). Let \( (\lambda^*, \nu^*) \) be optimal for the dual (5.16) of the unperturbed problem. Then for all \( u \) and \( v \) we have

\[
p^*(u,v) \geq p^*(0,0) - \lambda^T u - \nu^T v. \tag{5.57}
\]

To establish this inequality, suppose that \( x \) is any feasible point for the perturbed problem, i.e., \( f_i(x) \leq u_i \) for \( i = 1, \ldots, m \), and \( h_i(x) = v_i \) for \( i = 1, \ldots, p \). Then we have, by strong duality,

\[
p^*(0,0) = g(\lambda^*, \nu^*) \leq f_0(x) + \sum_{i=1}^m \lambda^*_i f_i(x) + \sum_{i=1}^p \nu^*_i h_i(x)
\]

\[
\leq f_0(x) + \lambda^T u + \nu^T v.
\]

(The first inequality follows from the definition of \( g(\lambda^*, \nu^*) \); the second follows since \( \lambda^* \succeq 0 \).) We conclude that for any \( x \) feasible for the perturbed problem, we have

\[
f_0(x) \geq p^*(0,0) - \lambda^T u - \nu^T v,
\]

from which (5.57) follows.

**Sensitivity interpretations**

When strong duality holds, various sensitivity interpretations of the optimal Lagrange variables follow directly from the inequality (5.57). Some of the conclusions are:
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Figure 5.10 Optimal value $p^*(u)$ of a convex problem with one constraint $f_1(x) \leq u$, as a function of $u$. For $u = 0$, we have the original unperturbed problem; for $u < 0$ the constraint is tightened, and for $u > 0$ the constraint is loosened. The affine function $p^*(0) - \lambda^* u$ is a lower bound on $p^*$.

- If $\lambda^*_i$ is large and we tighten the $i$th constraint (i.e., choose $u_i < 0$), then the optimal value $p^*(u, v)$ is guaranteed to increase greatly.
- If $\nu^*_i$ is large and positive and we take $v_i < 0$, or if $\nu^*_i$ is large and negative and we take $v_i > 0$, then the optimal value $p^*(u, v)$ is guaranteed to increase greatly.
- If $\lambda^*_i$ is small, and we loosen the $i$th constraint ($u_i > 0$), then the optimal value $p^*(u, v)$ will not decrease too much.
- If $\nu^*_i$ is small and positive, and $v_i > 0$, or if $\nu^*_i$ is small and negative and $v_i < 0$, then the optimal value $p^*(u, v)$ will not decrease too much.

The inequality (5.57), and the conclusions listed above, give a lower bound on the perturbed optimal value, but no upper bound. For this reason the results are not symmetric with respect to loosening or tightening a constraint. For example, suppose that $\lambda^*_i$ is large, and we loosen the $i$th constraint a bit (i.e., take $u_i$ small and positive). In this case the inequality (5.57) is not useful; it does not, for example, imply that the optimal value will decrease considerably.

The inequality (5.57) is illustrated in figure 5.10 for a convex problem with one inequality constraint. The inequality states that the affine function $p^*(0) - \lambda^* u$ is a lower bound on the convex function $p^*$.

5.6.3 Local sensitivity analysis

Suppose now that $p^*(u, v)$ is differentiable at $u = 0$, $v = 0$. Then, provided strong duality holds, the optimal dual variables $\lambda^*$, $\nu^*$ are related to the gradient of $p^*$ at
\[ u = 0, \ v = 0: \]
\[
\lambda^*_i = -\frac{\partial p^*(0,0)}{\partial u_i}, \quad \nu^*_i = -\frac{\partial p^*(0,0)}{\partial v_i}. \tag{5.58}
\]

This property can be seen in the example shown in figure 5.10, where \(-\lambda^*_i\) is the slope of \(p^*\) near \(u = 0\).

Thus, when \(p^*(u, v)\) is differentiable at \(u = 0, \ v = 0\), and strong duality holds, the optimal Lagrange multipliers are exactly the local sensitivities of the optimal value with respect to constraint perturbations. In contrast to the nondifferentiable case, this interpretation is symmetric: Tightening the \(i\)th inequality constraint a small amount (\(i.e.,\) taking \(u_i\) small and negative) yields an increase in \(p^*\) of approximately \(-\lambda^*_i u_i\); loosening the \(i\)th constraint a small amount (\(i.e.,\) taking \(u_i\) small and positive) yields a decrease in \(p^*\) of approximately \(\lambda^*_i u_i\).

To show (5.58), suppose \(p^*(u, v)\) is differentiable and strong duality holds. For the perturbation \(u = te_i, \ v = 0\), where \(e_i\) is the \(i\)th unit vector, we have

\[
\lim_{t \to 0} \frac{p^*(te_i, 0) - p^*}{t} = \frac{\partial p^*(0,0)}{\partial u_i}.
\]

The inequality (5.57) states that for \(t > 0,\)

\[
\frac{p^*(te_i, 0) - p^*}{t} \geq -\lambda^*_i,
\]

while for \(t < 0\) we have the opposite inequality. Taking the limit \(t \to 0\), with \(t > 0\), yields

\[
\frac{\partial p^*(0,0)}{\partial u_i} \geq -\lambda^*_i,
\]

while taking the limit with \(t < 0\) yields the opposite inequality, so we conclude that

\[
\frac{\partial p^*(0,0)}{\partial u_i} = -\lambda^*_i.
\]

The same method can be used to establish

\[
\frac{\partial p^*(0,0)}{\partial v_i} = -\nu^*_i.
\]

The local sensitivity result (5.58) gives us a quantitative measure of how active a constraint is at the optimum \(x^*\). If \(f_i(x^*) < 0\), then the constraint is inactive, and it follows that the constraint can be tightened or loosened a small amount without affecting the optimal value. By complementary slackness, the associated optimal Lagrange multiplier must be zero. But now suppose that \(f_i(x^*) = 0\), \(i.e.,\) the \(i\)th constraint is active at the optimum. The \(i\)th optimal Lagrange multiplier tells us how active the constraint is: If \(\lambda^*_i\) is small, it means that the constraint can be loosened or tightened a bit without much effect on the optimal value; if \(\lambda^*_i\) is large, it means that if the constraint is loosened or tightened a bit, the effect on the optimal value will be great.
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Shadow price interpretation

We can also give a simple geometric interpretation of the result (5.58) in terms of economics. We consider (for simplicity) a convex problem with no equality constraints, which satisfies Slater’s condition. The variable $x \in \mathbb{R}^m$ determines how a firm operates, and the objective $f_0$ is the cost, i.e., $-f_0$ is the profit. Each constraint $f_i(x) \leq 0$ represents a limit on some resource such as labor, steel, or warehouse space. The (negative) perturbed optimal cost function $-p^*(u)$ tells us how much more or less profit could be made if more, or less, of each resource were made available to the firm. If it is differentiable near $u = 0$, then we have

$$
\lambda^*_i = -\frac{\partial p^*(0)}{\partial u_i}.
$$

In other words, $\lambda^*_i$ tells us approximately how much more profit the firm could make, for a small increase in availability of resource $i$.

It follows that $\lambda^*_i$ would be the natural or equilibrium price for resource $i$, if it were possible for the firm to buy or sell it. Suppose, for example, that the firm can buy or sell resource $i$, at a price that is less than $\lambda^*_i$. In this case it would certainly buy some of the resource, which would allow it to operate in a way that increases its profit more than the cost of buying the resource. Conversely, if the price exceeds $\lambda^*_i$, the firm would sell some of its allocation of resource $i$, and obtain a net gain since its income from selling some of the resource would be larger than its drop in profit due to the reduction in availability of the resource.

5.7 Examples

In this section we show by example that simple equivalent reformulations of a problem can lead to very different dual problems. We consider the following types of reformulations:

- Introducing new variables and associated equality constraints.
- Replacing the objective with an increasing function of the original objective.
- Making explicit constraints implicit, i.e., incorporating them into the domain of the objective.

5.7.1 Introducing new variables and equality constraints

Consider an unconstrained problem of the form

$$
\text{minimize} \quad f_0(Ax + b). \quad (5.59)
$$

Its Lagrange dual function is the constant $p^*$. So while we do have strong duality, i.e., $p^* = d^*$, the Lagrangian dual is neither useful nor interesting.
Now let us reformulate the problem (5.59) as
\[
\begin{align*}
\text{minimize} & \quad f_0(y) \\
\text{subject to} & \quad Ax + b = y.
\end{align*}
\] (5.60)

Here we have introduced new variables \( y \), as well as new equality constraints \( Ax + b = y \). The problems (5.59) and (5.60) are clearly equivalent.

The Lagrangian of the reformulated problem is
\[
L(x, y, \nu) = f_0(y) + \nu^T (Ax + b - y).
\]

To find the dual function we minimize \( L \) over \( x \) and \( y \). Minimizing over \( x \) we find that \( g(\nu) = -\infty \) unless \( A^T \nu = 0 \), in which case we are left with
\[
g(\nu) = b^T \nu + \inf_y (f_0(y) - \nu^T y) = b^T \nu - f_0^*(\nu),
\]

where \( f_0^* \) is the conjugate of \( f_0 \). The dual problem of (5.60) can therefore be expressed as
\[
\begin{align*}
\text{maximize} & \quad b^T \nu - f_0^*(\nu) \\
\text{subject to} & \quad A^T \nu = 0.
\end{align*}
\] (5.61)

Thus, the dual of the reformulated problem (5.60) is considerably more useful than the dual of the original problem (5.59).

---

**Example 5.5** Unconstrained geometric program. Consider the unconstrained geometric program
\[
\begin{align*}
\text{minimize} & \quad \log \left( \sum_{i=1}^{m} \exp(a_i^T x + b_i) \right).
\end{align*}
\]

We first reformulate it by introducing new variables and equality constraints:
\[
\begin{align*}
\text{minimize} & \quad f_0(y) = \log \left( \sum_{i=1}^{m} \exp y_i \right) \\
\text{subject to} & \quad Ax + b = y,
\end{align*}
\]

where \( a_i^T \) are the rows of \( A \). The conjugate of the log-sum-exp function is
\[
f_0^*(\nu) = \begin{cases} 
\sum_{i=1}^{m} \nu_i \log \nu_i & \nu \succeq 0, \ A^T \nu = 1 \\
\infty & \text{otherwise}
\end{cases}
\]

(example 3.25, page 93), so the dual of the reformulated problem can be expressed as
\[
\begin{align*}
\text{maximize} & \quad b^T \nu - \sum_{i=1}^{m} \nu_i \log \nu_i \\
\text{subject to} & \quad 1^T \nu = 1 \\
& \quad A^T \nu = 0 \\
& \quad \nu \succeq 0, 
\end{align*}
\] (5.62)

which is an entropy maximization problem.

---

**Example 5.6** Norm approximation problem. We consider the unconstrained norm approximation problem
\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|,
\end{align*}
\] (5.63)

where \( \| \cdot \| \) is any norm. Here too the Lagrange dual function is constant, equal to the optimal value of (5.63), and therefore not useful.
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Once again we reformulate the problem as

\[
\begin{align*}
\text{minimize} & \quad \| y \| \\
\text{subject to} & \quad Ax - b = y.
\end{align*}
\]

The Lagrange dual problem is, following (5.61),

\[
\begin{align*}
\text{maximize} & \quad b^T \nu \\
\text{subject to} & \quad \| \nu \|_* \leq 1, \\
& \quad A^T \nu = 0,
\end{align*}
\]

where we use the fact that the conjugate of a norm is the indicator function of the dual norm unit ball (example 3.26, page 93).

The idea of introducing new equality constraints can be applied to the constraint functions as well. Consider, for example, the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(A_0x + b_0) \\
\text{subject to} & \quad f_i(A_ix + b_i) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

where \( A_i \in \mathbb{R}^{k_i \times n} \) and \( f_i : \mathbb{R}^{k_i} \to \mathbb{R} \) are convex. (For simplicity we do not include equality constraints here.) We introduce a new variable \( y_i \in \mathbb{R}^{k_i} \), for \( i = 0, \ldots, m \), and reformulate the problem as

\[
\begin{align*}
\text{minimize} & \quad f_0(y_0) \\
\text{subject to} & \quad f_i(y_i) \leq 0, \quad i = 1, \ldots, m, \\
& \quad A_ix + b_i = y_i, \quad i = 0, \ldots, m.
\end{align*}
\]

The Lagrangian for this problem is

\[
L(x, y_0, \ldots, y_m, \lambda, \nu_0, \ldots, \nu_m) = f_0(y_0) + \sum_{i=1}^{m} \lambda_i f_i(y_i) + \sum_{i=0}^{m} \nu_i^T (A_ix + b_i - y_i).
\]

To find the dual function we minimize over \( x \) and \( y_i \). The minimum over \( x \) is \(-\infty\) unless

\[
\sum_{i=0}^{m} A_i^T \nu_i = 0,
\]

in which case we have, for \( \lambda \succ 0 \),

\[
g(\lambda, \nu_0, \ldots, \nu_m)
\]

\[
= \sum_{i=0}^{m} \nu_i^T b_i + \inf_{y_0, \ldots, y_m} \left( f_0(y_0) + \sum_{i=1}^{m} \lambda_i f_i(y_i) - \sum_{i=0}^{m} \nu_i^T y_i \right)
\]

\[
= \sum_{i=0}^{m} \nu_i^T b_i + \inf_{y_0} \left( f_0(y_0) - \nu_0^T y_0 \right) + \sum_{i=1}^{m} \lambda_i \inf_{y_i} \left( f_i(y_i) - (\nu_i/\lambda_i)^T y_i \right)
\]

\[
= \sum_{i=0}^{m} \nu_i^T b_i - f_0^*(\nu_0) - \sum_{i=1}^{m} \lambda_i f_i^*(\nu_i/\lambda_i).
\]
The last expression involves the perspective of the conjugate function, and is therefore concave in the dual variables. Finally, we address the question of what happens when \( \lambda \geq 0 \), but some \( \lambda_i \) are zero. If \( \lambda_i = 0 \) and \( \nu_i = 0 \), then the dual function is \(-\infty\). If \( \lambda_i = 0 \) and \( \nu_i = 0 \), however, the terms involving \( y_i, \nu_i \), and \( \lambda_i \) are all zero. Thus, the expression above for \( g \) is valid for all \( \lambda \geq 0 \), if we take

\[
\lambda_i f_i^*(\nu_i/\lambda_i) = 0 \quad \text{when} \quad \lambda_i = 0 \quad \text{and} \quad \nu_i = 0,
\]

\[
\lambda_i f_i^*(\nu_i/\lambda_i) = \infty \quad \text{when} \quad \lambda_i = 0 \quad \text{and} \quad \nu_i \neq 0.
\]

Therefore we can express the dual of the problem (5.66) as

\[
\max \sum_{i=0}^{m} \nu_i^T b_i - f_0^*(\nu_0) - \sum_{i=1}^{m} \lambda_i f_i^*(\nu_i/\lambda_i)
\]

subject to

\[
\lambda \geq 0 \quad \sum_{i=0}^{m} A_i^T \nu_i = 0.
\]

**Example 5.7** Inequality constrained geometric program. The inequality constrained geometric program

\[
\min \log \left( \sum_{k=1}^{K_i} e^{x_k + b_k} \right)
\]

subject to

\[
\log \left( \sum_{k=1}^{K_i} e^{x_k + b_k} \right) \leq 0, \quad i = 1, \ldots, m
\]

is of the form (5.65) with \( f_i : \mathbb{R}^{K_i} \to \mathbb{R} \) given by \( f_i(y) = \log \left( \sum_{k=1}^{K_i} e^{y_k} \right) \). The conjugate of this function is

\[
f_i^*(\nu) = \begin{cases} 
\sum_{k=1}^{K_i} \nu_k \log \left( \frac{1}{\nu} \right) & \nu \geq 0, \quad \nu^T \nu = 1 \\
\infty & \text{otherwise.}
\end{cases}
\]

Using (5.67) we can immediately write down the dual as

\[
\max b_0^T \nu_0 - \sum_{k=1}^{K_0} \nu_0 \log \nu_0 + \sum_{i=1}^{m} \left( b_i^T \nu_i - \sum_{k=1}^{K_i} \nu_k \log(\nu_k/\lambda_i) \right)
\]

subject to

\[

\nu_0 \geq 0, \quad \nu_i \geq 0, \quad \sum_{i=0}^{m} A_i^T \nu_i = 0.
\]

which further simplifies to

\[
\max b_0^T \nu_0 - \sum_{k=1}^{K_0} \nu_0 \log \nu_0 + \sum_{i=1}^{m} \left( b_i^T \nu_i - \sum_{k=1}^{K_i} \nu_k \log(\nu_k/\lambda_i) \right)
\]

subject to

\[
\nu_i \geq 0, \quad \nu_i \geq 0, \quad \sum_{i=0}^{m} A_i^T \nu_i = 0.
\]

**5.7.2 Transforming the objective**

If we replace the objective \( f_0 \) by an increasing function of \( f_0 \), the resulting problem is clearly equivalent (see §4.1.3). The dual of this equivalent problem, however, can be very different from the dual of the original problem.

**Example 5.8** We consider again the minimum norm problem

\[
\min \| Ax - b \|,
\]
where \( \| \cdot \| \) is some norm. We reformulate this problem as

\[
\begin{align*}
\text{minimize} & \quad (1/2)\|y\|^2 \\
\text{subject to} & \quad Ax - b = y.
\end{align*}
\]

Here we have introduced new variables, and replaced the objective by half its square. Evidently it is equivalent to the original problem.

The dual of the reformulated problem is

\[
\begin{align*}
\text{maximize} & \quad -(1/2)\|\nu\|^2 + b^T \nu \\
\text{subject to} & \quad A^T \nu = 0,
\end{align*}
\]

where we use the fact that the conjugate of \((1/2)\| \cdot \|\|^2\) is \((1/2)\| \cdot \|\|^2\) (see example 3.27, page 93).

Note that this dual problem is not the same as the dual problem (5.64) derived earlier.

### 5.7.3 Implicit constraints

The next simple reformulation we study is to include some of the constraints in the objective function, by modifying the objective function to be infinite when the constraint is violated.

**Example 5.9 Linear program with box constraints.** We consider the linear program

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b, \\
& \quad l \preceq x \preceq u,
\end{align*}
\]

where \( A \in \mathbb{R}^{p \times n} \) and \( l \prec u \). The constraints \( l \preceq x \preceq u \) are sometimes called box constraints or variable bounds.

We can, of course, derive the dual of this linear program. The dual will have a Lagrange multiplier \( \nu \) associated with the equality constraint, \( \lambda_1 \) associated with the inequality constraint \( x \preceq u \), and \( \lambda_2 \) associated with the inequality constraint \( l \preceq x \).

The dual is

\[
\begin{align*}
\text{maximize} & \quad -b^T \nu - \lambda_1^T u + \lambda_2^T l \\
\text{subject to} & \quad A^T \nu + \lambda_1 - \lambda_2 + c = 0 \\
& \quad \lambda_1, \lambda_2 \succeq 0.
\end{align*}
\]

Instead, let us first reformulate the problem (5.68) as

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

where we define

\[
f_0(x) = \begin{cases} 
  c^T x & l \preceq x \preceq u \\
  \infty & \text{otherwise}.
\end{cases}
\]

The problem (5.70) is clearly equivalent to (5.68); we have merely made the explicit box constraints implicit.
The dual function for the problem (5.70) is
\[
g(\nu) = \inf_{l \preceq x \preceq u} \left( c^T x + \nu^T (Ax - b) \right) \\
= -b^T \nu - u^T (A^T \nu + c)^- + l^T (A^T \nu + c)^+
\]
where \( y_i^+ = \max \{ y_i, 0 \} \), \( y_i^- = \max \{ -y_i, 0 \} \). So here we are able to derive an analytical formula for \( g \), which is a concave piecewise-linear function.

The dual problem is the unconstrained problem
\[
\text{maximize } -b^T \nu - u^T (A^T \nu + c)^- + l^T (A^T \nu + c)^+, \tag{5.71}
\]
which has a quite different form from the dual of the original problem.

(The problems (5.69) and (5.71) are closely related, in fact, equivalent; see exercise 5.8.)

### 5.8 Theorems of alternatives

#### 5.8.1 Weak alternatives via the dual function

In this section we apply Lagrange duality theory to the problem of determining feasibility of a system of inequalities and equalities
\[
f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad h_i(x) = 0, \quad i = 1, \ldots, p. \tag{5.72}
\]

We assume the domain of the inequality system (5.72), \( \mathcal{D} = \bigcap_{i=1}^{m} \text{dom} f_i \cap \bigcap_{i=1}^{p} \text{dom} h_i \), is nonempty. We can think of (5.72) as the standard problem (5.1), with objective \( f_0 = 0 \), i.e.,
\[
\begin{align*}
\text{minimize} & \quad 0 \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p. \tag{5.73}
\end{align*}
\]

This problem has optimal value
\[
p^* = \begin{cases} 
0 & \text{(5.72) is feasible} \\
\infty & \text{(5.72) is infeasible}, \end{cases} \tag{5.74}
\]
so solving the optimization problem (5.73) is the same as solving the inequality system (5.72).

**The dual function**

We associate with the inequality system (5.72) the dual function
\[
g(\lambda, \nu) = \inf_{x \in \mathcal{D}} \left( \sum_{i=1}^{m} \lambda_i f_i(x) + \sum_{i=1}^{p} \nu_i h_i(x) \right),
\]
which is the same as the dual function for the optimization problem (5.73). Since \( f_0 = 0 \), the dual function is positive homogeneous in \((\lambda, \nu)\): For \( \alpha > 0 \), \( g(\alpha \lambda, \alpha \nu) = \alpha g(\lambda, \nu) \). The dual problem associated with (5.73) is to maximize \( g(\lambda, \nu) \) subject to \( \lambda \geq 0 \). Since \( g \) is homogeneous, the optimal value of this dual problem is given by

\[
d^* = \begin{cases} \infty & \lambda \geq 0, \ g(\lambda, \nu) > 0 \text{ is feasible} \\ 0 & \lambda \geq 0, \ g(\lambda, \nu) > 0 \text{ is infeasible.} \end{cases} \tag{5.75}
\]

Weak duality tells us that \( d^* \leq p^* \). Combining this fact with (5.74) and (5.75) yields the following: If the inequality system

\[
\lambda \succeq 0, \ g(\lambda, \nu) > 0
\tag{5.76}
\]

is feasible (which means \( d^* = \infty \)), then the inequality system (5.72) is infeasible (since we then have \( p^* = \infty \)). Indeed, we can interpret any solution \((\lambda, \nu)\) of the inequalities (5.76) as a proof or certificate of infeasibility of the system (5.72).

We can restate this implication in terms of feasibility of the original system: If the original inequality system (5.72) is feasible, then the inequality system (5.76) must be infeasible. We can interpret an \( x \) which satisfies (5.72) as a certificate establishing infeasibility of the inequality system (5.76).

Two systems of inequalities (and equalities) are called weak alternatives if at most one of the two is feasible. Thus, the systems (5.72) and (5.76) are weak alternatives. This is true whether or not the inequalities (5.72) are convex (i.e., \( f_i \) convex, \( h_i \) affine); moreover, the alternative inequality system (5.76) is always convex (i.e., \( g \) is concave and the constraints \( \lambda_i \geq 0 \) are convex).

**Strict inequalities**

We can also study feasibility of the strict inequality system

\[
f_i(x) < 0, \quad i = 1, \ldots, m, \quad h_i(x) = 0, \quad i = 1, \ldots, p. \tag{5.77}
\]

With \( g \) defined as for the nonstrict inequality system, we have the alternative inequality system

\[
\lambda \succeq 0, \quad \lambda \neq 0, \quad g(\lambda, \nu) \geq 0. \tag{5.78}
\]

We can show directly that (5.77) and (5.78) are weak alternatives. Suppose there exists an \( \tilde{x} \) with \( f_i(\tilde{x}) < 0, h_i(\tilde{x}) = 0 \). Then for any \( \lambda \succeq 0, \lambda \neq 0, \) and \( \nu \),

\[
\lambda_1 f_1(\tilde{x}) + \cdots + \lambda_m f_m(\tilde{x}) + \nu_1 h_1(\tilde{x}) + \cdots + \nu_p h_p(\tilde{x}) < 0.
\]

It follows that

\[
g(\lambda, \nu) = \inf_{x \in D} \left( \sum_{i=1}^{m} \lambda_i f_i(x) + \sum_{i=1}^{p} \nu_i h_i(x) \right)
\leq \sum_{i=1}^{m} \lambda_i f_i(\tilde{x}) + \sum_{i=1}^{p} \nu_i h_i(\tilde{x})
< 0.
\]
Therefore, feasibility of (5.77) implies that there does not exist \((\lambda, \nu)\) satisfying (5.78).

Thus, we can prove infeasibility of (5.77) by producing a solution of the system (5.78); we can prove infeasibility of (5.78) by producing a solution of the system (5.77).

### 5.8.2 Strong alternatives

When the original inequality system is convex, \(i.e., f_i\) are convex and \(h_i\) are affine, and some type of constraint qualification holds, then the pairs of weak alternatives described above are **strong alternatives**, which means that \textit{exactly one} of the two alternatives holds. In other words, each of the inequality systems is feasible if and only if the other is infeasible.

In this section we assume that \(f_i\) are convex and \(h_i\) are affine, so the inequality system (5.72) can be expressed as

\[
 f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad Ax = b,
\]

where \(A \in \mathbb{R}^{p \times n}\).

#### Strict inequalities

We first study the strict inequality system

\[
 f_i(x) < 0, \quad i = 1, \ldots, m, \quad Ax = b, \tag{5.79}
\]

and its alternative

\[
 \lambda \succeq 0, \quad \lambda \neq 0, \quad g(\lambda, \nu) \geq 0. \tag{5.80}
\]

We need one technical condition: There exists an \(x \in \text{relint} \mathcal{D}\) with \(Ax = b\). In other words we not only assume that the linear equality constraints are consistent, but also that they have a solution in \(\text{relint} \mathcal{D}\). (Very often \(\mathcal{D} = \mathbb{R}^n\), so the condition is satisfied if the equality constraints are consistent.) Under this condition, exactly one of the inequality systems (5.79) and (5.80) is feasible. In other words, the inequality systems (5.79) and (5.80) are strong alternatives.

We will establish this result by considering the related optimization problem

\[
 \begin{align*}
 \text{minimize} & \quad s \\
 \text{subject to} & \quad f_i(x) - s \leq 0, \quad i = 1, \ldots, m \\
 & \quad Ax = b \tag{5.81}
\end{align*}
\]

with variables \(x, s\), and domain \(\mathcal{D} \times \mathbb{R}\). The optimal value \(p^*\) of this problem is negative if and only if there exists a solution to the strict inequality system (5.79).

The Lagrange dual function for the problem (5.81) is

\[
 \inf_{x \in \mathcal{D}, s} \left( s + \sum_{i=1}^m \lambda_i (f_i(x) - s) + \nu^T (Ax - b) \right) = \begin{cases} 
 g(\lambda, \nu) & 1^T \lambda = 1 \\
 -\infty & \text{otherwise} 
\end{cases}
\]
Therefore we can express the dual problem of (5.81) as

\[
\begin{align*}
\text{maximize} & \quad g(\lambda, \nu) \\
\text{subject to} & \quad \lambda \succeq 0, \quad 1^T \lambda = 1.
\end{align*}
\]

Now we observe that Slater’s condition holds for the problem (5.81). By the hypothesis there exists an \( \tilde{x} \in \text{relint} \mathcal{D} \) with \( A\tilde{x} = b \). Choosing any \( \tilde{s} > \max_i f_i(\tilde{x}) \) yields a point \((\tilde{x}, \tilde{s})\) which is strictly feasible for (5.81). Therefore we have \( d^* = p^* \), and the dual optimum \( d^* \) is attained. In other words, there exist \( (\lambda^*, \nu^*) \) such that

\[
g(\lambda^*, \nu^*) = p^*, \quad \lambda^* \succeq 0, \quad 1^T \lambda^* = 1. \tag{5.82}
\]

Now suppose that the strict inequality system (5.79) is infeasible, which means that \( p^* > 0 \). Then \( (\lambda^*, \nu^*) \) from (5.82) satisfy the alternate inequality system (5.80). Similarly, if the alternate inequality system (5.80) is feasible, then \( d^* = p^* \geq 0 \), which shows that the strict inequality system (5.79) is infeasible. Thus, the inequality systems (5.79) and (5.80) are strong alternatives; each is feasible if and only if the other is not.

**Nonstrict inequalities**

We now consider the nonstrict inequality system

\[
\begin{align*}
f_i(x) & \leq 0, \quad i = 1, \ldots, m, \quad Ax = b, \tag{5.83}
\end{align*}
\]

and its alternative

\[
\begin{align*}
\lambda & \succeq 0, \quad g(\lambda, \nu) > 0. \tag{5.84}
\end{align*}
\]

We will show these are strong alternatives, provided the following conditions hold: There exists an \( x \in \text{relint} \mathcal{D} \) with \( Ax = b \) and the optimal value \( p^* \) of (5.81) is attained. This holds, for example, if \( \mathcal{D} = \mathbb{R}^n \) and \( \max_i f_i(x) \rightarrow \infty \) as \( x \rightarrow \infty \). With these assumptions we have, as in the strict case, that \( p^* = d^* \), and that both the primal and dual optimal values are attained. Now suppose that the nonstrict inequality system (5.83) is infeasible, which means that \( p^* > 0 \). (Here we use the assumption that the primal optimal value is attained.) Then \( (\lambda^*, \nu^*) \) from (5.82) satisfy the alternate inequality system (5.84). Thus, the inequality systems (5.83) and (5.84) are strong alternatives; each is feasible if and only if the other is not.

**5.8.3 Examples**

**Linear inequalities**

Consider the system of linear inequalities \( Ax \preceq b \). The dual function is

\[
g(\lambda) = \inf_x \lambda^T (Ax - b) = \begin{cases} 
-b^T \lambda & A^T \lambda = 0 \\
-\infty & \text{otherwise}.
\end{cases}
\]

The alternative inequality system is therefore

\[
\begin{align*}
\lambda \succeq 0, \quad A^T \lambda = 0, \quad b^T \lambda < 0.
\end{align*}
\]
These are, in fact, strong alternatives. This follows since the optimum in the related problem (5.81) is achieved, unless it is unbounded below.

We now consider the system of strict linear inequalities $Ax < b$, which has the strong alternative system

$$\lambda \geq 0, \quad \lambda \neq 0, \quad A^T \lambda = 0, \quad b^T \lambda \leq 0.$$ 

In fact we have encountered (and proved) this result before, in §2.5.1; see (2.17) and (2.18) (on page 50).

**Intersection of ellipsoids**

We consider $m$ ellipsoids, described as

$$\mathcal{E}_i = \{x \mid f_i(x) \leq 0\},$$

with $f_i(x) = x^T A_i x + 2b_i^T x + c_i$, $i = 1, \ldots, m$, where $A_i \in \mathbb{S}^n_{++}$. We ask when the intersection of these ellipsoids has nonempty interior. This is equivalent to feasibility of the set of strict quadratic inequalities

$$f_i(x) = x^T A_i x + 2b_i^T x + c_i < 0, \quad i = 1, \ldots, m. \quad (5.85)$$

The dual function $g$ is

$$g(\lambda) = \inf \{x^T A(\lambda) x + 2b(\lambda)^T x + c(\lambda)\}$$

$$= \begin{cases} -b(\lambda)^T A(\lambda)^{-1} b(\lambda) + c(\lambda) & A(\lambda) \succeq 0, \quad b(\lambda) \in \mathcal{R}(A(\lambda)) \\ -\infty & \text{otherwise,} \end{cases}$$

where

$$A(\lambda) = \sum_{i=1}^m \lambda_i A_i, \quad b(\lambda) = \sum_{i=1}^m \lambda_i b_i, \quad c(\lambda) = \sum_{i=1}^m \lambda_i c_i.$$ 

Note that for $\lambda \geq 0, \lambda \neq 0$, we have $A(\lambda) \succ 0$, so we can simplify the expression for the dual function as

$$g(\lambda) = -b(\lambda)^T A(\lambda)^{-1} b(\lambda) + c(\lambda).$$

The strong alternative of the system (5.85) is therefore

$$\lambda \geq 0, \quad \lambda \neq 0, \quad -b(\lambda)^T A(\lambda)^{-1} b(\lambda) + c(\lambda) \geq 0. \quad (5.86)$$

We can give a simple geometric interpretation of this pair of strong alternatives. For any nonzero $\lambda \geq 0$, the (possibly empty) ellipsoid

$$\mathcal{E}_\lambda = \{x \mid x^T A(\lambda) x + 2b(\lambda)^T x + c(\lambda) \leq 0\}$$

contains $\mathcal{E}_1 \cap \cdots \cap \mathcal{E}_m$, since $f_i(x) \leq 0$ implies $\sum_{i=1}^m \lambda_i f_i(x) \leq 0$. Now, $\mathcal{E}_\lambda$ has empty interior if and only if

$$\inf_x \{x^T A(\lambda) x + 2b(\lambda)^T x + c(\lambda)\} = -b(\lambda)^T A(\lambda)^{-1} b(\lambda) + c(\lambda) \geq 0.$$

Therefore the alternative system (5.86) means that $\mathcal{E}_\lambda$ has empty interior.

Weak duality is obvious: If (5.86) holds, then $\mathcal{E}_\lambda$ contains the intersection $\mathcal{E}_1 \cap \cdots \cap \mathcal{E}_m$, and has empty interior, so naturally the intersection has empty interior. The fact that these are strong alternatives states the (not obvious) fact that if the intersection $\mathcal{E}_1 \cap \cdots \cap \mathcal{E}_m$ has empty interior, then we can construct an ellipsoid $\mathcal{E}_\lambda$ that contains the intersection and has empty interior.
5.8 Theorems of alternatives

Farkas’ lemma

In this section we describe a pair of strong alternatives for a mixture of strict and nonstrict linear inequalities, known as Farkas’ lemma: The system of inequalities

\[ Ax \preceq 0, \quad c^T x < 0, \quad (5.87) \]

where \( A \in \mathbb{R}^{m \times n} \) and \( c \in \mathbb{R}^n \), and the system of equalities and inequalities

\[ A^T y + c = 0, \quad y \succeq 0, \quad (5.88) \]

are strong alternatives.

We can prove Farkas’ lemma directly, using LP duality. Consider the LP

\[
\begin{align*}
& \text{minimize} & & c^T x \\
& \text{subject to} & & Ax \preceq 0,
\end{align*}
\]

and its dual

\[
\begin{align*}
& \text{maximize} & & 0 \\
& \text{subject to} & & A^T y + c = 0 \\
& & & y \succeq 0.
\end{align*}
\]

The primal LP \((5.89)\) is homogeneous, and so has optimal value 0, if \((5.87)\) is not feasible, and optimal value \(-\infty\), if \((5.87)\) is feasible. The dual LP \((5.90)\) has optimal value 0, if \((5.88)\) is feasible, and optimal value \(-\infty\), if \((5.88)\) is infeasible.

Since \(x = 0\) is feasible in \((5.89)\), we can rule out the one case in which strong duality can fail for LPs, so we must have \(p^* = d^*\). Combined with the remarks above, this shows that \((5.87)\) and \((5.88)\) are strong alternatives.

Example 5.10 Arbitrage-free bounds on price. We consider a set of \(n\) assets, with prices at the beginning of an investment period \(p_1, \ldots, p_n\), respectively. At the end of the investment period, the value of the assets is \(v_1, \ldots, v_n\). If \(x_1, \ldots, x_n\) represents the initial investment in each asset (with \(x_j < 0\) meaning a short position in asset \(j\)), the cost of the initial investment is \(p^T x\), and the final value of the investment is \(v^T x\).

The value of the assets at the end of the investment period, \(v\), is uncertain. We will assume that only \(m\) possible scenarios, or outcomes, are possible. If outcome \(i\) occurs, the final value of the assets is \(v^{(i)}\), and therefore, the overall value of the investments is \(v^{(i)}^T x\).

If there is an investment vector \(x\) with \(p^T x < 0\), and in all possible scenarios, the final value is nonnegative, i.e., \(v^{(i)}^T x \geq 0\) for \(i = 1, \ldots, m\), then an arbitrage is said to exist. The condition \(p^T x < 0\) means you are paid to accept the investment mix, and the condition \(v^{(i)}^T x \geq 0\) for \(i = 1, \ldots, m\) means that no matter what outcome occurs, the final value is nonnegative, so an arbitrage corresponds to a guaranteed money-making investment strategy. It is generally assumed that the prices and values are such that no arbitrage exists. This means that the inequality

\[ Vx \succeq 0, \quad p^T x < 0 \]

is infeasible, where \(V_{ij} = v_j^{(i)}\).

Using Farkas’ lemma, we have no arbitrage if and only if there exists \(y\) such that

\[ -V^T y + p = 0, \quad y \succeq 0. \]
We can use this characterization of arbitrage-free prices and values to solve several interesting problems.

Suppose, for example, that the values $V$ are known, and all prices except the last one, $p_n$, are known. The set of prices $p_n$ that are consistent with the no-arbitrage assumption is an interval, which can be found by solving a pair of LPs. The optimal value of the LP

$$\text{minimize} \quad p_n$$

subject to

$$V^T y = p, \quad y \succeq 0,$$

with variables $p_n$ and $y$, gives the smallest possible arbitrage-free price for asset $n$. Solving the same LP with maximization instead of minimization yields the largest possible price for asset $n$. If the two values are equal, i.e., the no-arbitrage assumption leads us to a unique price for asset $n$, we say the market is complete. For an example, see exercise 5.38.

This method can be used to find bounds on the price of a derivative or option that is based on the final value of other underlying assets, i.e., when the value or payoff of asset $n$ is a function of the values of the other assets.

### 5.9 Generalized inequalities

In this section we examine how Lagrange duality extends to a problem with generalized inequality constraints

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \preceq_{K_i} 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p,
\end{align*}$$

(5.91)

where $K_i \subseteq \mathbb{R}^{k_i}$ are proper cones. For now, we do not assume convexity of the problem (5.91). We assume the domain of (5.91), $D = \bigcap_{i=0}^m \text{dom} f_i \cap \bigcap_{i=1}^p \text{dom} h_i$, is nonempty.

#### 5.9.1 The Lagrange dual

With each generalized inequality $f_i(x) \preceq_{K_i} 0$ in (5.91) we associate a Lagrange multiplier vector $\lambda_i \in \mathbb{R}^{k_i}$ and define the associated Lagrangian as

$$L(x, \lambda, \nu) = f_0(x) + \lambda_1^T f_1(x) + \cdots + \lambda_m^T f_m(x) + \nu_1 h_1(x) + \cdots + \nu_p h_p(x),$$

where $\lambda = (\lambda_1, \ldots, \lambda_m)$ and $\nu = (\nu_1, \ldots, \nu_p)$. The dual function is defined exactly as in a problem with scalar inequalities:

$$g(\lambda, \nu) = \inf_{x \in D} L(x, \lambda, \nu) = \inf_{x \in D} \left( f_0(x) + \sum_{i=1}^m \lambda_i^T f_i(x) + \sum_{i=1}^p \nu_i h_i(x) \right).$$

Since the Lagrangian is affine in the dual variables $(\lambda, \nu)$, and the dual function is a pointwise infimum of the Lagrangian, the dual function is concave.
As in a problem with scalar inequalities, the dual function gives lower bounds on $p^*$, the optimal value of the primal problem (5.91). For a problem with scalar inequalities, we require $\lambda_i \geq 0$. Here the nonnegativity requirement on the dual variables is replaced by the condition

$$\lambda_i \succeq K_i^* 0, \quad i = 1, \ldots, m,$$

where $K_i^*$ denotes the dual cone of $K_i$. In other words, the Lagrange multipliers associated with inequalities must be dual nonnegative.

Weak duality follows immediately from the definition of dual cone. If $\lambda_i \succeq K_i^* 0$ and $f_i(\tilde{x}) \preceq K_i 0$, then $\lambda_i^T f_i(\tilde{x}) \leq 0$. Therefore for any primal feasible point $\tilde{x}$ and any $\lambda_i \succeq K_i^* 0$, we have

$$f_0(\tilde{x}) + \sum_{i=1}^{m} \lambda_i^T f_i(\tilde{x}) + \sum_{i=1}^{p} \nu_i h_i(\tilde{x}) \leq f_0(\tilde{x}).$$

Taking the infimum over $\tilde{x}$ yields $g(\lambda, \nu) \leq p^*$.

The Lagrange dual optimization problem is

$$\begin{align*}
\text{maximize} & \quad g(\lambda, \nu) \\
\text{subject to} & \quad \lambda_i \succeq K_i^* 0, \quad i = 1, \ldots, m. 
\end{align*}$$

(5.92)

We always have weak duality, i.e., $d^* \leq p^*$, where $d^*$ denotes the optimal value of the dual problem (5.92), whether or not the primal problem (5.91) is convex.

**Slater’s condition and strong duality**

As might be expected, strong duality ($d^* = p^*$) holds when the primal problem is convex and satisfies an appropriate constraint qualification. For example, a generalized version of Slater’s condition for the problem

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \preceq K_i 0, \quad i = 1, \ldots, m \\
& \quad Ax = b,
\end{align*}$$

where $f_0$ is convex and $f_i$ is $K_i$-convex, is that there exists an $x \in \text{relint } D$ with $Ax = b$ and $f_i(x) \prec K_i 0, \quad i = 1, \ldots, m$. This condition implies strong duality (and also, that the dual optimum is attained).

**Example 5.11 Lagrange dual of semidefinite program.** We consider a semidefinite program in inequality form,

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad x_1 F_1 + \cdots + x_n F_n + G \preceq 0 
\end{align*}$$

(5.93)

where $F_1, \ldots, F_n, G \in S^k$. (Here $f_1$ is affine, and $K_1$ is $S^k_+$, the positive semidefinite cone.)

We associate with the constraint a dual variable or multiplier $Z \in S^k$, so the Lagrangian is

$$L(x, Z) = c^T x + \text{tr} \left( (x_1 F_1 + \cdots + x_n F_n + G) Z \right) = x_1 (c_1 + \text{tr}(F_1 Z)) + \cdots + x_n (c_n + \text{tr}(F_n Z)) + \text{tr}(GZ),$$
Duality

which is affine in $x$. The dual function is given by

$$g(Z) = \inf_x L(x, Z) = \begin{cases} \text{tr}(GZ) & \text{tr}(F_i, Z) + c_i = 0, \quad i = 1, \ldots, n \\ -\infty & \text{otherwise.} \end{cases}$$

The dual problem can therefore be expressed as

$$\begin{align*}
\text{maximize} & \quad \text{tr}(GZ) \\
\text{subject to} & \quad \text{tr}(F_i, Z) + c_i = 0, \quad i = 1, \ldots, n \\
& \quad Z \succeq 0.
\end{align*}$$

(We use the fact that $S^k_+$ is self-dual, i.e., $(S^k_+)^* = S^k_+$; see §2.6.)

Strong duality obtains if the semidefinite program (5.93) is strictly feasible, i.e., there exists an $x$ with $x_1 F_1 + \cdots + x_n F_n + G < 0$.

---

**Example 5.12** Lagrange dual of cone program in standard form. We consider the cone program

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \succeq_K 0,
\end{align*}$$

where $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$, and $K \subseteq \mathbb{R}^n$ is a proper cone. We associate with the equality constraint a multiplier $\nu \in \mathbb{R}^m$, and with the nonnegativity constraint a multiplier $\lambda \in \mathbb{R}^n$. The Lagrangian is

$$L(x, \lambda, \nu) = c^T x - \lambda^T x + \nu^T (Ax - b),$$

so the dual function is

$$g(\lambda, \nu) = \inf_x L(x, \lambda, \nu) = \begin{cases} -b^T \nu - \lambda^T c = 0 \\ -\infty & \text{otherwise.} \end{cases}$$

The dual problem can be expressed as

$$\begin{align*}
\text{maximize} & \quad -b^T \nu \\
\text{subject to} & \quad A^T \nu + c = \lambda \\
& \quad \lambda \succeq_K 0.
\end{align*}$$

By eliminating $\lambda$ and defining $y = -\nu$, this problem can be simplified to

$$\begin{align*}
\text{maximize} & \quad b^T y \\
\text{subject to} & \quad A^T y \preceq_K c,
\end{align*}$$

which is a cone program in inequality form, involving the dual generalized inequality. Strong duality obtains if the Slater condition holds, i.e., there is an $x \succ_K 0$ with $Ax = b$.

---

**5.9.2 Optimality conditions**

The optimality conditions of §5.5 are readily extended to problems with generalized inequalities. We first derive the complementary slackness conditions.
Complementary slackness

Assume that the primal and dual optimal values are equal, and attained at the optimal points \(x^*, \lambda^*, \nu^*\). As in §5.5.2, the complementary slackness conditions follow directly from the equality \(f_0(x^*) = g(\lambda^*, \nu^*)\), along with the definition of \(g\). We have

\[
\begin{align*}
    f_0(x^*) &= g(\lambda^*, \nu^*) \\
    &
    \leq f_0(x^*) + \sum_{i=1}^{m} \lambda^*_i T f_i(x^*) + \sum_{i=1}^{p} \nu^*_i h_i(x^*) \\
    &
    \leq f_0(x^*),
\end{align*}
\]

and therefore we conclude that \(x^*\) minimizes \(L(x, \lambda^*, \nu^*)\), and also that the two sums in the second line are zero. Since the second sum is zero (since \(x^*\) satisfies the equality constraints), we have \(\sum_{i=1}^{m} \lambda^*_i T f_i(x^*) = 0\). Since each term in this sum is nonpositive, we conclude that \(\lambda^*_i T f_i(x^*) = 0\), \(i = 1, \ldots, m\) \((5.94)\), which generalizes the complementary slackness condition \((5.48)\). From \((5.94)\) we can conclude that \(\lambda^*_i > K, 0 \implies f_i(x^*) = 0, \quad f_i(x^*) < K, 0 \implies \lambda^*_i = 0\).

However, in contrast to problems with scalar inequalities, it is possible to satisfy \((5.94)\) with \(\lambda^*_i \neq 0\) and \(f_i(x^*) \neq 0\).

KKT conditions

Now we add the assumption that the functions \(f_i, h_i\) are differentiable, and generalize the KKT conditions of §5.5.3 to problems with generalized inequalities. Since \(x^*\) minimizes \(L(x, \lambda^*, \nu^*)\), its gradient with respect to \(x\) vanishes at \(x^*\):

\[
\nabla f_0(x^*) + \sum_{i=1}^{m} D f_i(x^*)^T \lambda^*_i + \sum_{i=1}^{p} \nu^*_i \nabla h_i(x^*) = 0,
\]

where \(D f_i(x^*) \in \mathbb{R}^{k_i \times n}\) is the derivative of \(f_i\) evaluated at \(x^*\) (see §A.4.1). Thus, if strong duality holds, any primal optimal \(x^*\) and any dual optimal \((\lambda^*, \nu^*)\) must satisfy the optimality conditions (or KKT conditions)

\[
\begin{align*}
    f_i(x^*) &\leq K, 0, \quad i = 1, \ldots, m \\
    h_i(x^*) &= 0, \quad i = 1, \ldots, p \\
    \lambda^*_i &\geq K, 0, \quad i = 1, \ldots, m \\
    \lambda^*_i T f_i(x^*) &= 0, \quad i = 1, \ldots, m \\
    \nu^*_i \nabla h_i(x^*) &= 0.
\end{align*}
\]

If the primal problem is convex, the converse also holds, \(i.e.,\) the conditions \((5.95)\) are sufficient conditions for optimality of \(x^*, (\lambda^*, \nu^*)\).
5.9.3 Perturbation and sensitivity analysis

The results of §5.6 can be extended to problems involving generalized inequalities. We consider the associated perturbed version of the problem,

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \preceq K_i u_i, \quad i = 1, \ldots, m \\
& \quad h_i(x) = v_i, \quad i = 1, \ldots, p,
\end{align*}
\]

where \(u_i \in \mathbb{R}^{k_i}\), and \(v \in \mathbb{R}^p\). We define \(p^*(u, v)\) as the optimal value of the perturbed problem. As in the case with scalar inequalities, \(p^*\) is a convex function when the original problem is convex.

Now let \((\lambda^*, \nu^*)\) be optimal for the dual of the original (unperturbed) problem, which we assume has zero duality gap. Then for all \(u\) and \(v\) we have

\[
p^*(u, v) \geq p^* - \sum_{i=1}^m \lambda_i^* u_i - \nu^T v,
\]

the analog of the global sensitivity inequality (5.57). The local sensitivity result holds as well: If \(p^*(u, v)\) is differentiable at \(u = 0, v = 0\), then the optimal dual variables \(\lambda_i^*\) satisfies

\[
\lambda_i^* = -\nabla_u p^*(0, 0),
\]

the analog of (5.58).

**Example 5.13** Semidefinite program in inequality form. We consider a semidefinite program in inequality form, as in example 5.11. The primal problem is

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad F(x) = x_1 F_1 + \cdots + x_n F_n + G \preceq 0,
\end{align*}
\]

with variable \(x \in \mathbb{R}^n\) (and \(F_1, \ldots, F_n, G \in \mathbb{S}^k\)), and the dual problem is

\[
\begin{align*}
\text{maximize} & \quad \text{tr}(GZ) \\
\text{subject to} & \quad \text{tr}(F_i Z) + c_i = 0, \quad i = 1, \ldots, n \\
& \quad Z \succeq 0,
\end{align*}
\]

with variable \(Z \in \mathbb{S}^k\).

Suppose that \(x^*\) and \(Z^*\) are primal and dual optimal, respectively, with zero duality gap. The complementary slackness condition is \(\text{tr}(F(x^*)Z^*) = 0\). Since \(F(x^*) \preceq 0\) and \(Z^* \succeq 0\), we can conclude that \(F(x^*)Z^* = 0\). Thus, the complementary slackness condition can be expressed as

\[
\mathcal{R}(F(x^*)) \perp \mathcal{R}(Z^*),
\]

i.e., the ranges of the primal and dual matrices are orthogonal.

Let \(p^*(U)\) denote the optimal value of the perturbed SDP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad F(x) = x_1 F_1 + \cdots + x_n F_n + G \preceq U.
\end{align*}
\]
Then we have, for all $U$, $p^*(U) \geq p^* - \text{tr}(Z^*U)$. If $p^*(U)$ is differentiable at $U = 0$, then we have
\[ \nabla p^*(0) = -Z^*. \]
This means that for $U$ small, the optimal value of the perturbed SDP is very close to (the lower bound) $p^* - \text{tr}(Z^*U)$.

### 5.9.4 Theorems of alternatives

We can derive theorems of alternatives for systems of generalized inequalities and equalities
\[ f_i(x) \preceq K_i, \quad i = 1, \ldots, m, \quad h_i(x) = 0, \quad i = 1, \ldots, p, \quad (5.96) \]
where $K_i \subseteq \mathbb{R}^{k_i}$ are proper cones. We will also consider systems with strict inequalities,
\[ f_i(x) \prec K_i, \quad i = 1, \ldots, m, \quad h_i(x) = 0, \quad i = 1, \ldots, p. \quad (5.97) \]
We assume that $D = \bigcap_{i=0}^m \text{dom} f_i \cap \bigcap_{i=1}^p \text{dom} h_i$ is nonempty.

**Weak alternatives**

We associate with the systems (5.96) and (5.97) the dual function
\[ g(\lambda, \nu) = \inf_{x \in D} \left( \sum_{i=1}^m \lambda_i^T f_i(x) + \sum_{i=1}^p \nu_i h_i(x) \right) \]
where $\lambda = (\lambda_1, \ldots, \lambda_m)$ with $\lambda_i \in \mathbb{R}^{k_i}$ and $\nu \in \mathbb{R}^p$. In analogy with (5.76), we claim that
\[ \lambda_i \succeq K_i^*, \quad i = 1, \ldots, m, \quad g(\lambda, \nu) > 0 \quad (5.98) \]
is a weak alternative to the system (5.96). To verify this, suppose there exists an $x$ satisfying (5.96) and $(\lambda, \nu)$ satisfying (5.98). Then we have a contradiction:
\[ 0 < g(\lambda, \nu) \leq \lambda_1^T f_1(x) + \cdots + \lambda_m^T f_m(x) + \nu_1 h_1(x) + \cdots + \nu_p h_p(x) \leq 0. \]
Therefore at least one of the two systems (5.96) and (5.98) must be infeasible, i.e., the two systems are weak alternatives.

In a similar way, we can prove that (5.97) and the system
\[ \lambda_i \succeq K_i^*, \quad i = 1, \ldots, m, \quad \lambda \neq 0, \quad g(\lambda, \nu) \geq 0. \]
form a pair of weak alternatives.

**Strong alternatives**

We now assume that the functions $f_i$ are $K_i$-convex, and the functions $h_i$ are affine.
We first consider a system with strict inequalities
\[ f_i(x) \prec K_i, \quad i = 1, \ldots, m, \quad Ax = b, \quad (5.99) \]
and its alternative
\[ \lambda_i \succeq K_i, \quad i = 1, \ldots, m, \quad \lambda \neq 0, \quad g(\lambda, \nu) \geq 0. \] (5.100)

We have already seen that (5.99) and (5.100) are weak alternatives. They are also strong alternatives provided the following constraint qualification holds: There exists an \( \tilde{x} \in \text{relint} \, D \) with \( A\tilde{x} = b \). To prove this, we select a set of vectors \( e_i \succ K_i, 0 \), and consider the problem

minimize \( s \)  
subject to  
\( f_i(x) \preceq_{K_i} se_i, \quad i = 1, \ldots, m \)  
\( Ax = b \)  
(5.101)

with variables \( x \) and \( s \in \mathbb{R} \). Slater’s condition holds since \((\tilde{x}, \tilde{s})\) satisfies the strict inequalities \( f_i(\tilde{x}) \prec_{K_i} \tilde{s}e_i \) provided \( \tilde{s} \) is large enough.

The dual of (5.101) is

\[
\begin{align*}
\text{maximize} & \quad g(\lambda, \nu) \\
\text{subject to} & \quad \lambda_i \succeq K_i, 0, \quad i = 1, \ldots, m \\
& \quad \sum_{i=1}^m e_i^T \lambda_i = 1
\end{align*}
\] (5.102)

with variables \( \lambda = (\lambda_1, \ldots, \lambda_m) \) and \( \nu \).

Now suppose the system (5.99) is infeasible. Then the optimal value of (5.101) is nonnegative. Since Slater’s condition is satisfied, we have strong duality and the dual optimum is attained. Therefore there exist \((\tilde{\lambda}, \tilde{\nu})\) that satisfy the constraints of (5.102) and \( g(\tilde{\lambda}, \tilde{\nu}) \geq 0 \), i.e., the system (5.100) has a solution.

As we noted in the case of scalar inequalities, existence of an \( x \in \text{relint} \, D \) with \( Ax = b \) is not sufficient for the system of nonstrict inequalities

\[ f_i(x) \preceq_{K_i} 0, \quad i = 1, \ldots, m, \quad Ax = b \]

and its alternative

\[ \lambda_i \succeq K_i, \quad i = 1, \ldots, m, \quad g(\lambda, \nu) > 0 \]

to be strong alternatives. An additional condition is required, e.g., that the optimal value of (5.101) is attained.

**Example 5.14**  *Feasibility of a linear matrix inequality.* The following systems are strong alternatives:

\[ F(x) = x_1F_1 + \cdots + x_nF_n + G < 0, \]

where \( F_i, G \in S^k \), and

\[ Z \succeq 0, \quad Z \neq 0, \quad \text{tr}(GZ) \geq 0, \quad \text{tr}(F_iZ) = 0, \quad i = 1, \ldots, n, \]

where \( Z \in S^k \). This follows from the general result, if we take for \( K \) the positive semidefinite cone \( S^k_+ \), and

\[ g(Z) = \inf_x (\text{tr}(F(x)Z)) = \begin{cases} 
\text{tr}(GZ) & \text{if } i = 1, \ldots, n \\
-\infty & \text{otherwise}
\end{cases} \]
The nonstrict inequality case is slightly more involved, and we need an extra assumption on the matrices $F_i$ to have strong alternatives. One such condition is

$$\sum_{i=1}^{n} v_i F_i \succeq 0 \implies \sum_{i=1}^{n} v_i F_i = 0.$$ 

If this condition holds, the following systems are strong alternatives:

$$F(x) = x_1 F_1 + \cdots + x_n F_n + G \preceq 0$$

and

$$Z \succeq 0, \quad \text{tr}(GZ) > 0, \quad \text{tr}(F_i Z) = 0, \quad i = 1, \ldots, n$$

(see exercise 5.44).
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Exercises

Basic definitions

5.1 A simple example. Consider the optimization problem

\[
\begin{align*}
\text{minimize} & \quad x^2 + 1 \\
\text{subject to} & \quad (x - 2)(x - 4) \leq 0,
\end{align*}
\]

with variable \( x \in \mathbb{R} \).

(a) Analysis of primal problem. Give the feasible set, the optimal value, and the optimal solution.

(b) Lagrangian and dual function. Plot the objective \( x^2 + 1 \) versus \( x \). On the same plot, show the feasible set, optimal point and value, and plot the Lagrangian \( L(x, \lambda) \) versus \( x \) for a few positive values of \( \lambda \). Verify the lower bound property \( p^* \geq \inf_x L(x, \lambda) \) for \( \lambda \geq 0 \). Derive and sketch the Lagrange dual function \( g \).

(c) Lagrange dual problem. State the dual problem, and verify that it is a concave maximization problem. Find the dual optimal value and dual optimal solution \( \lambda^* \). Does strong duality hold?

(d) Sensitivity analysis. Let \( p^*(u) \) denote the optimal value of the problem

\[
\begin{align*}
\text{minimize} & \quad x^2 + 1 \\
\text{subject to} & \quad (x - 2)(x - 4) \leq u,
\end{align*}
\]

as a function of the parameter \( u \). Plot \( p^*(u) \). Verify that \( dp^*(0)/du = -\lambda^* \).

5.2 Weak duality for unbounded and infeasible problems. The weak duality inequality, \( d^* \leq p^* \), clearly holds when \( d^* = -\infty \) or \( p^* = \infty \). Show that it holds in the other two cases as well: If \( p^* = -\infty \), then we must have \( d^* = -\infty \), and also, if \( d^* = \infty \), then we must have \( p^* = \infty \).

5.3 Problems with one inequality constraint. Express the dual problem of

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad f(x) \leq 0,
\end{align*}
\]

with \( c \neq 0 \), in terms of the conjugate \( f^* \). Explain why the problem you give is convex. We do not assume \( f \) is convex.

Examples and applications

5.4 Interpretation of LP dual via relaxed problems. Consider the inequality form LP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b,
\end{align*}
\]

with \( A \in \mathbb{R}^{m \times n} \), \( b \in \mathbb{R}^m \). In this exercise we develop a simple geometric interpretation of the dual LP (5.22).

Let \( w \in \mathbb{R}^m \). If \( x \) is feasible for the LP, i.e., satisfies \( Ax \preceq b \), then it also satisfies the inequality

\[
w^T Ax \leq w^T b.
\]

Geometrically, for any \( w \succeq 0 \), the halfspace \( H_w = \{ x \mid w^T Ax \leq w^T b \} \) contains the feasible set for the LP. Therefore if we minimize the objective \( c^T x \) over the halfspace \( H_w \) we get a lower bound on \( p^* \).
(a) Derive an expression for the minimum value of $c^T x$ over the halfspace $H_w$ (which will depend on the choice of $w \succeq 0$).
(b) Formulate the problem of finding the best such bound, by maximizing the lower bound over $w \succeq 0$.
(c) Relate the results of (a) and (b) to the Lagrange dual of the LP, given by (5.22).

5.5 Dual of general LP. Find the dual function of the LP

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Gx \preceq h \\
& \quad Ax = b.
\end{align*}$$

Give the dual problem, and make the implicit equality constraints explicit.

5.6 Lower bounds in Chebyshev approximation from least-squares. Consider the Chebyshev or $\ell_\infty$-norm approximation problem

$$\minimize \| Ax - b \|_\infty,$$  \hfill (5.103)

where $A \in \mathbb{R}^{m \times n}$ and $\text{rank } A = n$. Let $x_{\text{ch}}$ denote an optimal solution (there may be multiple optimal solutions; $x_{\text{ch}}$ denotes one of them).

The Chebyshev problem has no closed-form solution, but the corresponding least-squares problem does. Define

$$x_{ls} = \arg \min_{x} \| Ax - b \|_2 = (A^T A)^{-1} A^T b.$$  

We address the following question. Suppose that for a particular $A$ and $b$ we have computed the least-squares solution $x_{ls}$ (but not $x_{ch}$). How suboptimal is $x_{ls}$ for the Chebyshev problem? In other words, how much larger is $\| Ax_{ls} - b \|_\infty$ than $\| Ax_{ch} - b \|_\infty$?

(a) Prove the lower bound

$$\| Ax_{ls} - b \|_\infty \leq \sqrt{m} \| Ax_{ch} - b \|_\infty,$$

using the fact that for all $z \in \mathbb{R}^m$,

$$\frac{1}{\sqrt{m}} \| z \|_2 \leq \| z \|_\infty \leq \| z \|_2.$$

(b) In example 5.6 (page 254) we derived a dual for the general norm approximation problem. Applying the results to the $\ell_\infty$-norm (and its dual norm, the $\ell_1$-norm), we can state the following dual for the Chebyshev approximation problem:

$$\begin{align*}
\text{maximize} & \quad b^T \nu \\
\text{subject to} & \quad \| \nu \|_1 \leq 1 \\
& \quad A^T \nu = 0.
\end{align*}$$  \hfill (5.104)

Any feasible $\nu$ corresponds to a lower bound $b^T \nu$ on $\| Ax_{ch} - b \|_\infty$.

Denote the least-squares residual as $r_{ls} = b - Ax_{ls}$. Assuming $r_{ls} \neq 0$, show that

$$\hat{\nu} = -r_{ls}/\| r_{ls} \|_1, \quad \tilde{\nu} = r_{ls}/\| r_{ls} \|_1,$$

are both feasible in (5.104). By duality $b^T \hat{\nu}$ and $b^T \tilde{\nu}$ are lower bounds on $\| Ax_{ch} - b \|_\infty$. Which is the better bound? How do these bounds compare with the bound derived in part (a)?

5.7 Piecewise-linear minimization. We consider the convex piecewise-linear minimization problem

$$\minimize \max_{i=1,\ldots,m} (a_i^T x + b_i)$$  \hfill (5.105)

with variable $x \in \mathbb{R}^n$. 
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(a) Derive a dual problem, based on the Lagrange dual of the equivalent problem

\[
\begin{align*}
\text{minimize} & \quad \max_{i=1,\ldots,m} y_i \\
\text{subject to} & \quad a_i^T x + b_i = y_i, \quad i = 1,\ldots,m,
\end{align*}
\]

with variables \( x \in \mathbb{R}^n, \ y \in \mathbb{R}^m \).

(b) Formulate the piecewise-linear minimization problem (5.105) as an LP, and form the dual of the LP. Relate the LP dual to the dual obtained in part (a).

(c) Suppose we approximate the objective function in (5.105) by the smooth function

\[
 f_0(x) = \log \left( \sum_{i=1}^m \exp(a_i^T x + b_i) \right),
\]

and solve the unconstrained geometric program

\[
\begin{align*}
\text{minimize} & \quad \log \left( \sum_{i=1}^m \exp(a_i^T x + b_i) \right). \\
\text{subject to} & \quad \sum_{i=1}^m \lambda_i a_i a_i^T \succ 0.
\end{align*}
\]

A dual of this problem is given by (5.62). Let \( p_{pwl}^* \) and \( p_{gp}^* \) be the optimal values of (5.105) and (5.106), respectively. Show that

\[
0 \leq p_{gp}^* - p_{pwl}^* \leq \log m.
\]

(d) Derive similar bounds for the difference between \( p_{pwl}^* \) and the optimal value of

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{\gamma} \log \left( \sum_{i=1}^m \exp(\gamma(a_i^T x + b_i)) \right), \\
\text{subject to} & \quad \lambda \succeq 0,
\end{align*}
\]

where \( \gamma > 0 \) is a parameter. What happens as we increase \( \gamma \)?

5.8 Relate the two dual problems derived in example 5.9 on page 257.

5.9 Suboptimality of a simple covering ellipsoid. Recall the problem of determining the minimum volume ellipsoid, centered at the origin, that contains the points \( a_1,\ldots,a_m \in \mathbb{R}^n \) (problem (5.14), page 222):

\[
\begin{align*}
\text{minimize} & \quad f_0(X) = \log \det(X^{-1}) \\
\text{subject to} & \quad a_i^T X a_i \leq 1, \quad i = 1,\ldots,m,
\end{align*}
\]

with \( \text{dom} \ f_0 = S^{n+}_+ \). We assume that the vectors \( a_1,\ldots,a_m \) span \( \mathbb{R}^n \) (which implies that the problem is bounded below).

(a) Show that the matrix

\[
X_{\text{sim}} = \left( \sum_{k=1}^m a_k a_k^T \right)^{-1}
\]

is feasible. \textit{Hint}. Show that

\[
\left[ \sum_{k=1}^m a_k a_k^T a_i \right] \succeq 0,
\]

and use Schur complements (§A.5.5) to prove that \( a_i^T X a_i \leq 1 \) for \( i = 1,\ldots,m \).

(b) Now we establish a bound on how suboptimal the feasible point \( X_{\text{sim}} \) is, via the dual problem,

\[
\begin{align*}
\text{maximize} & \quad \log \det \left( \sum_{i=1}^m \lambda_i a_i a_i^T \right) - t^T \lambda + n \\
\text{subject to} & \quad \lambda \succeq 0,
\end{align*}
\]

with the implicit constraint \( \sum_{i=1}^m \lambda_i a_i a_i^T \succ 0 \). (This dual is derived on page 222.) To derive a bound, we restrict our attention to dual variables of the form \( \lambda = t1 \), where \( t > 0 \). Find (analytically) the optimal value of \( t \), and evaluate the dual objective at this \( \lambda \). Use this to prove that the volume of the ellipsoid \( \{ u \mid u^T X_{\text{sim}} u \leq 1 \} \) is no more than a factor \( (m/n)^{n/2} \) more than the volume of the minimum volume ellipsoid.
5.10 Optimal experiment design. The following problems arise in experiment design (see §7.5).

(a) D-optimal design.
\[
\begin{align*}
\text{minimize} & \quad \log \det \left( \sum_{i=1}^{p} x_i v_i v_i^T \right)^{-1} \\
\text{subject to} & \quad x \succeq 0, \quad 1^T x = 1.
\end{align*}
\]

(b) A-optimal design.
\[
\begin{align*}
\text{minimize} & \quad \text{tr} \left( \sum_{i=1}^{p} x_i v_i v_i^T \right)^{-1} \\
\text{subject to} & \quad x \succeq 0, \quad 1^T x = 1.
\end{align*}
\]

The domain of both problems is \( \{ x \mid \sum_{i=1}^{p} x_i v_i v_i^T \succ 0 \} \). The variable is \( x \in \mathbb{R}^p \); the vectors \( v_1, \ldots, v_p \in \mathbb{R}^n \) are given.

Derive dual problems by first introducing a new variable \( X \in \mathbb{S}^n \) and an equality constraint \( X = \sum_{i=1}^{p} x_i v_i v_i^T \), and then applying Lagrange duality. Simplify the dual problems as much as you can.

5.11 Derive a dual problem for
\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \| A_i x + b_i \|_2 + (1/2) \| x - x_0 \|_2^2.
\end{align*}
\]

The problem data are \( A_i \in \mathbb{R}^{m_i \times n}, b_i \in \mathbb{R}^{m_i}, \) and \( x_0 \in \mathbb{R}^n \). First introduce new variables \( y_i \in \mathbb{R}^{m_i} \) and equality constraints \( y_i = b_i - a_i^T x \).

5.12 Analytic centering. Derive a dual problem for
\[
\begin{align*}
\text{minimize} & \quad - \sum_{i=1}^{m} \log(b_i - a_i^T x)
\end{align*}
\]
with domain \( \{ x \mid a_i^T x < b_i, \ i = 1, \ldots, m \} \). First introduce new variables \( y_i \) and equality constraints \( y_i = b_i - a_i^T x \).

(The solution of this problem is called the \textit{analytic center} of the linear inequalities \( a_i^T x \leq b_i, \ i = 1, \ldots, m \). Analytic centers have geometric applications (see §8.5.3), and play an important role in barrier methods (see chapter 11).)

5.13 Lagrangian relaxation of Boolean LP. A \textit{Boolean linear program} is an optimization problem of the form
\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b \\
& \quad x_i \in \{0, 1\}, \quad i = 1, \ldots, n,
\end{align*}
\]
and is, in general, very difficult to solve. In exercise 4.15 we studied the LP relaxation of this problem,
\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b \\
& \quad 0 \leq x_i \leq 1, \quad i = 1, \ldots, n,
\end{align*}
\]
which is far easier to solve, and gives a lower bound on the optimal value of the Boolean LP. In this problem we derive another lower bound for the Boolean LP, and work out the relation between the two lower bounds.

(a) Lagrangian relaxation. The Boolean LP can be reformulated as the problem
\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b \\
& \quad x_i(1-x_i) = 0, \quad i = 1, \ldots, n,
\end{align*}
\]
which has quadratic equality constraints. Find the Lagrange dual of this problem. The optimal value of the dual problem (which is convex) gives a lower bound on the optimal value of the Boolean LP. This method of finding a lower bound on the optimal value is called \textit{Lagrangian relaxation}. 
(b) Show that the lower bound obtained via Lagrangian relaxation, and via the LP relaxation (5.107), are the same. Hint. Derive the dual of the LP relaxation (5.107).

5.14 A penalty method for equality constraints. We consider the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad Ax = b,
\end{align*}
\] (5.108)

where \( f_0 : \mathbb{R}^n \to \mathbb{R} \) is convex and differentiable, and \( A \in \mathbb{R}^{m \times n} \) with \( \text{rank} \ A = m \).

In a quadratic penalty method, we form an auxiliary function

\[
\phi(x) = f_0(x) + \alpha \|Ax - b\|_2^2,
\]

where \( \alpha > 0 \) is a parameter. This auxiliary function consists of the objective plus the penalty term \( \alpha \|Ax - b\|_2^2 \). The idea is that a minimizer of the auxiliary function, \( \tilde{x} \), should be an approximate solution of the original problem. Intuition suggests that the larger the penalty weight \( \alpha \), the better the approximation \( \tilde{x} \) to a solution of the original problem.

Suppose \( \tilde{x} \) is a minimizer of \( \phi \). Show how to find, from \( \tilde{x} \), a dual feasible point for (5.108). Find the corresponding lower bound on the optimal value of (5.108).

5.15 Consider the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\] (5.109)

where the functions \( f_i : \mathbb{R}^n \to \mathbb{R} \) are differentiable and convex. Let \( h_1, \ldots, h_m : \mathbb{R} \to \mathbb{R} \) be increasing differentiable convex functions. Show that

\[
\phi(x) = f_0(x) + \sum_{i=1}^{m} h_i(f_i(x))
\]

is convex. Suppose \( \tilde{x} \) minimizes \( \phi \). Show how to find from \( \tilde{x} \) a feasible point for the dual of (5.109). Find the corresponding lower bound on the optimal value of (5.109).

5.16 An exact penalty method for inequality constraints. Consider the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\] (5.110)

where the functions \( f_i : \mathbb{R}^n \to \mathbb{R} \) are differentiable and convex. In an exact penalty method, we solve the auxiliary problem

\[
\begin{align*}
\text{minimize} & \quad \phi(x) = f_0(x) + \alpha \max_{i=1, \ldots, m} \max \{ 0, f_i(x) \},
\end{align*}
\] (5.111)

where \( \alpha > 0 \) is a parameter. The second term in \( \phi \) penalizes deviations of \( x \) from feasibility. The method is called an exact penalty method if for sufficiently large \( \alpha \), solutions of the auxiliary problem (5.111) also solve the original problem (5.110).

(a) Show that \( \phi \) is convex.

(b) The auxiliary problem can be expressed as

\[
\begin{align*}
\text{minimize} & \quad f_0(x) + \alpha y \\
\text{subject to} & \quad f_i(x) \leq y, \quad i = 1, \ldots, m \\
& \quad 0 \leq y
\end{align*}
\]

where the variables are \( x \) and \( y \in \mathbb{R} \). Find the Lagrange dual of this problem, and express it in terms of the Lagrange dual function \( g \) of (5.110).
(c) Use the result in (b) to prove the following property. Suppose \( \lambda^* \) is an optimal solution of the Lagrange dual of (5.110), and that strong duality holds. If \( \alpha > 1^T \lambda^* \), then any solution of the auxiliary problem (5.111) is also an optimal solution of (5.110).

5.17 Robust linear programming with polyhedral uncertainty. Consider the robust LP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \sup_{a \in P_i} a^T x \leq b_i, \quad i = 1, \ldots, m,
\end{align*}
\]

with variable \( x \in \mathbb{R}^n \), where \( P_i = \{ a \mid C_i a \preceq d_i \} \). The problem data are \( c \in \mathbb{R}^n \), \( C_i \in \mathbb{R}^{m_i \times n} \), \( d_i \in \mathbb{R}^{m_i} \), and \( b \in \mathbb{R}^m \). We assume the polyhedra \( P_i \) are nonempty. Show that this problem is equivalent to the LP

\[
\begin{align*}
\text{minimize} & \quad a^T x \\
\text{subject to} & \quad d_i^T z_i \leq b_i, \quad i = 1, \ldots, m \\
& \quad C_i^T z_i = x, \quad i = 1, \ldots, m \\
& \quad z_i \succeq 0, \quad i = 1, \ldots, m
\end{align*}
\]

with variables \( x \in \mathbb{R}^n \) and \( z_i \in \mathbb{R}^{m_i} \), \( i = 1, \ldots, m \). Hint. Find the dual of the problem of maximizing \( a_i^T x \) over \( a_i \in P_i \) (with variable \( a_i \)).

5.18 Separating hyperplane between two polyhedra. Formulate the following problem as an LP or an LP feasibility problem. Find a separating hyperplane that strictly separates two polyhedra

\[
\begin{align*}
P_1 &= \{ x \mid Ax \preceq b \}, \quad P_2 = \{ x \mid Cx \preceq d \},
\end{align*}
\]

i.e., find a vector \( a \in \mathbb{R}^n \) and a scalar \( \gamma \) such that

\[
\begin{align*}
a^T x > \gamma & \quad \text{for } x \in P_1, \\
a^T x < \gamma & \quad \text{for } x \in P_2.
\end{align*}
\]

You can assume that \( P_1 \) and \( P_2 \) do not intersect. Hint. The vector \( a \) and scalar \( \gamma \) must satisfy

\[
\inf_{x \in P_1} a^T x > \gamma > \sup_{x \in P_2} a^T x.
\]

Use LP duality to simplify the infimum and supremum in these conditions.

5.19 The sum of the largest elements of a vector. Define \( f : \mathbb{R}^n \to \mathbb{R} \) as

\[
f(x) = \sum_{i=1}^r x_{[i]},
\]

where \( r \) is an integer between 1 and \( n \), and \( x_{[1]} \geq x_{[2]} \geq \cdots \geq x_{[r]} \) are the components of \( x \) sorted in decreasing order. In other words, \( f(x) \) is the sum of the \( r \) largest elements of \( x \). In this problem we study the constraint

\[
f(x) \leq \alpha.
\]

As we have seen in chapter 3, page 80, this is a convex constraint, and equivalent to a set of \( n!/(r!(n-r)!) \) linear inequalities

\[
x_{i_1} + \cdots + x_{i_r} \leq \alpha, \quad 1 \leq i_1 < i_2 < \cdots < i_r \leq n.
\]

The purpose of this problem is to derive a more compact representation.
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(a) Given a vector \( x \in \mathbb{R}^n \), show that \( f(x) \) is equal to the optimal value of the LP

\[
\begin{align*}
\text{maximize} & \quad x^T y \\
\text{subject to} & \quad 0 \preceq y \preceq 1 \\
& \quad 1^T y = r
\end{align*}
\]

with \( y \in \mathbb{R}^n \) as variable.

(b) Derive the dual of the LP in part (a). Show that it can be written as

\[
\begin{align*}
\text{minimize} & \quad rt + 1^T u \\
\text{subject to} & \quad t1 + u \succeq x \\
& \quad u \succeq 0,
\end{align*}
\]

where the variables are \( t \in \mathbb{R} \), \( u \in \mathbb{R}^n \). By duality this LP has the same optimal value as the LP in (a), i.e., \( f(x) \). We therefore have the following result: \( x \) satisfies \( f(x) \leq \alpha \) if and only if there exist \( t \in \mathbb{R} \), \( u \in \mathbb{R}^n \) such that

\[
rt + 1^T u \leq \alpha, \quad t1 + u \succeq x, \quad u \succeq 0.
\]

These conditions form a set of \( 2n + 1 \) linear inequalities in the \( 2n + 1 \) variables \( x, u, t \).

(c) As an application, we consider an extension of the classical Markowitz portfolio optimization problem

\[
\begin{align*}
\text{minimize} & \quad x^T \Sigma x \\
\text{subject to} & \quad \bar{p}^T x \geq \tau_{\text{min}} \\
& \quad 1^T x = 1, \quad x \succeq 0
\end{align*}
\]

discussed in chapter 4, page 155. The variable is the portfolio \( x \in \mathbb{R}^n \); \( \bar{p} \) and \( \Sigma \) are the mean and covariance matrix of the price change vector \( p \).

Suppose we add a diversification constraint, requiring that no more than 80% of the total budget can be invested in any 10% of the assets. This constraint can be expressed as

\[
\sum_{i=1}^{\lfloor 0.1n \rfloor} x_{[i]} \leq 0.8.
\]

Formulate the portfolio optimization problem with diversification constraint as a QP.

5.20 Dual of channel capacity problem. Derive a dual for the problem

\[
\begin{align*}
\text{minimize} & \quad -c^T x + \sum_{i=1}^{m} y_i \log y_i \\
\text{subject to} & \quad P x = y \\
& \quad x \succeq 0, \quad 1^T x = 1,
\end{align*}
\]

where \( P \in \mathbb{R}^{m \times n} \) has nonnegative elements, and its columns add up to one (i.e., \( P^T 1 = 1 \)). The variables are \( x \in \mathbb{R}^n \), \( y \in \mathbb{R}^m \). (For \( c_j = \sum_{i=1}^{m} p_{ij} \log p_{ij} \), the optimal value is, up to a factor \( \log 2 \), the negative of the capacity of a discrete memoryless channel with channel transition probability matrix \( P \); see exercise 4.57.)

Simplify the dual problem as much as possible.
Strong duality and Slater’s condition

5.21 A convex problem in which strong duality fails. Consider the optimization problem

\[
\begin{align*}
\text{minimize} & \quad e^{-x} \\
\text{subject to} & \quad x^2 / y \leq 0
\end{align*}
\]

with variables \(x\) and \(y\), and domain \(D = \{(x, y) \mid y > 0\}\).

(a) Verify that this is a convex optimization problem. Find the optimal value.

(b) Give the Lagrange dual problem, and find the optimal solution \(\lambda^*\) and optimal value \(d^*\) of the dual problem. What is the optimal duality gap?

(c) Does Slater’s condition hold for this problem?

(d) What is the optimal value \(p^*(u)\) of the perturbed problem

\[
\begin{align*}
\text{minimize} & \quad e^{-x} \\
\text{subject to} & \quad x^2 / y \leq u
\end{align*}
\]

as a function of \(u\)? Verify that the global sensitivity inequality

\[p^*(u) \geq p^*(0) - \lambda^* u\]

does not hold.

5.22 Geometric interpretation of duality. For each of the following optimization problems, draw a sketch of the sets

\[
\begin{align*}
\mathcal{G} & = \{(u, t) \mid \exists x \in D, f_0(x) = t, f_1(x) = u\}, \\
\mathcal{A} & = \{(u, t) \mid \exists x \in D, f_0(x) \leq t, f_1(x) \leq u\},
\end{align*}
\]

give the dual problem, and solve the primal and dual problems. Is the problem convex? Is Slater’s condition satisfied? Does strong duality hold?

The domain of the problem is \(\mathbb{R}\) unless otherwise stated.

(a) Minimize \(x\) subject to \(x^2 \leq 1\).

(b) Minimize \(x\) subject to \(x^2 \leq 0\).

(c) Minimize \(x\) subject to \(|x| \leq 0\).

(d) Minimize \(x\) subject to \(f_1(x) \leq 0\) where

\[
f_1(x) = \begin{cases} 
-x + 2 & x \geq 1 \\
x & -1 \leq x \leq 1 \\
-x - 2 & x \leq -1.
\end{cases}
\]

(e) Minimize \(x^3\) subject to \(-x + 1 \leq 0\).

(f) Minimize \(x^3\) subject to \(-x + 1 \leq 0\) with domain \(D = \mathbb{R}_+\).

5.23 Strong duality in linear programming. We prove that strong duality holds for the LP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b
\end{align*}
\]

and its dual

\[
\begin{align*}
\text{maximize} & \quad -b^T z \\
\text{subject to} & \quad A^T z + c = 0, \quad z \succeq 0,
\end{align*}
\]

provided at least one of the problems is feasible. In other words, the only possible exception to strong duality occurs when \(p^* = \infty\) and \(d^* = -\infty\).
(a) Suppose \( p^* \) is finite and \( x^* \) is an optimal solution. (If finite, the optimal value of an LP is attained.) Let \( I \subseteq \{1, 2, \ldots, m\} \) be the set of active constraints at \( x^* \):

\[
a_i^T x^* = b_i, \quad i \in I, \quad a_i^T x^* < b_i, \quad i \notin I.
\]

Show that there exists a \( z \in \mathbb{R}^m \) that satisfies

\[
z_i \geq 0, \quad i \in I, \quad z_i = 0, \quad i \notin I, \quad \sum_{i \in I} z_i a_i + c = 0.
\]

Show that \( z \) is dual optimal with objective value \( c^T x^* \).

*Hint.* Assume there exists no such \( z \), i.e., \( -c \notin \{\sum_{i \in I} z_i a_i \mid z_i \geq 0\} \). Reduce this to a contradiction by applying the strict separating hyperplane theorem of example 2.20, page 49. Alternatively, you can use Farkas’ lemma (see §5.8.3).

(b) Suppose \( p^* = \infty \) and the dual problem is feasible. Show that \( d^* = \infty \). *Hint.* Show that there exists a nonzero \( v \in \mathbb{R}^m \) such that \( A^T v = 0, v \succeq 0, b^T v < 0 \). If the dual is feasible, it is unbounded in the direction \( v \).

(c) Consider the example

\[
\begin{align*}
\text{minimize} & \quad x \\
\text{subject to} & \quad \begin{bmatrix} 0 \\ 1 \end{bmatrix} x \preceq \begin{bmatrix} -1 \\ 1 \end{bmatrix}.
\end{align*}
\]

Formulate the dual LP, and solve the primal and dual problems. Show that \( p^* = \infty \) and \( d^* = -\infty \).

**5.24 Weak max-min inequality.** Show that the weak max-min inequality

\[
\sup_{z \in Z} \inf_{w \in W} f(w, z) \leq \inf_{w \in W} \sup_{z \in Z} f(w, z)
\]

always holds, with no assumptions on \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, W \subseteq \mathbb{R}^n, \) or \( Z \subseteq \mathbb{R}^m \).

**5.25 [BL00, page 95] Convex-concave functions and the saddle-point property.** We derive conditions under which the saddle-point property

\[
\sup_{z \in Z} \inf_{w \in W} f(w, z) = \inf_{w \in W} \sup_{z \in Z} f(w, z) \tag{5.112}
\]

holds, where \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, W \times Z \subseteq \text{dom} f, \) and \( W \) and \( Z \) are nonempty. We will assume that the function

\[
g_z(w) = \begin{cases} f(w, z) & w \in W \\ \infty & \text{otherwise} \end{cases}
\]

is closed and convex for all \( z \in Z \), and the function

\[
h_w(z) = \begin{cases} -f(w, z) & z \in Z \\ \infty & \text{otherwise} \end{cases}
\]

is closed and convex for all \( w \in W \).

(a) The righthand side of (5.112) can be expressed as \( p(0) \), where

\[
p(u) = \inf_{w \in W} \sup_{z \in Z} (f(w, z) + u^T z).
\]

Show that \( p \) is a convex function.
(b) Show that the conjugate of \( p \) is given by
\[
p^*(v) = \begin{cases} 
- \inf_{w \in W} f(w, v) & v \in Z \\
\infty & \text{otherwise.}
\end{cases}
\]

(c) Show that the conjugate of \( p^* \) is given by
\[
p^{**}(u) = \sup_{z \in Z} \inf_{w \in W} (f(w, z) + u^T z).
\]

Combining this with (a), we can express the max-min equality (5.112) as \( p^{**}(0) = p(0) \).

(d) From exercises 3.28 and 3.39 (d), we know that \( p^{**}(0) = p(0) \) if \( 0 \in \text{int dom } p \).
Conclude that this is the case if \( W \) and \( Z \) are bounded.

(e) As another consequence of exercises 3.28 and 3.39, we have \( p^{**}(0) = p(0) \) if \( 0 \in \text{dom } p \) and \( p \) is closed. Show that \( p \) is closed if the sublevel sets of \( g_z \) are bounded.

Optimality conditions

5.26 Consider the QCQP
\[
\begin{align*}
\text{minimize} & \quad x_1^2 + x_2^2 \\
\text{subject to} & \quad (x_1 - 1)^2 + (x_2 - 1)^2 \leq 1 \\
& \quad (x_1 - 1)^2 + (x_2 + 1)^2 \leq 1
\end{align*}
\]
with variable \( x \in \mathbb{R}^2 \).

(a) Sketch the feasible set and level sets of the objective. Find the optimal point \( x^* \) and optimal value \( p^* \).

(b) Give the KKT conditions. Do there exist Lagrange multipliers \( \lambda_1^* \) and \( \lambda_2^* \) that prove that \( x^* \) is optimal?

(c) Derive and solve the Lagrange dual problem. Does strong duality hold?

5.27 Equality constrained least-squares. Consider the equality constrained least-squares problem
\[
\begin{align*}
\text{minimize} & \quad \|Ax - b\|_2^2 \\
\text{subject to} & \quad Gx = h
\end{align*}
\]
where \( A \in \mathbb{R}^{m \times n} \) with \( \text{rank } A = n \), and \( G \in \mathbb{R}^{p \times n} \) with \( \text{rank } G = p \).

Give the KKT conditions, and derive expressions for the primal solution \( x^* \) and the dual solution \( \nu^* \).

5.28 Prove (without using any linear programming code) that the optimal solution of the LP
\[
\begin{align*}
\text{minimize} & \quad 47x_1 + 93x_2 + 17x_3 - 93x_4 \\
\text{subject to} & \quad \begin{bmatrix} -1 & -6 & 1 & 3 \\ -1 & -2 & 7 & 1 \\ 0 & 3 & -10 & -1 \\ -6 & -11 & -2 & 12 \\ 1 & 6 & -1 & -3 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} \leq \begin{bmatrix} -3 \\ 5 \\ -8 \\ -7 \\ 4 \end{bmatrix}
\end{align*}
\]
is unique, and given by \( x^* = (1, 1, 1, 1) \).

5.29 The problem
\[
\begin{align*}
\text{minimize} & \quad -3x_1^2 + x_2^2 + 2x_3^2 + 2(x_1 + x_2 + x_3) \\
\text{subject to} & \quad x_1^2 + x_2^2 + x_3^2 = 1,
\end{align*}
\]
is a special case of (5.32), so strong duality holds even though the problem is not convex.

Derive the KKT conditions. Find all solutions \( x, \nu \) that satisfy the KKT conditions. Which pair corresponds to the optimum?
5.30 Derive the KKT conditions for the problem

\[
\text{minimize } \text{tr } X - \log \det X \\
\text{subject to } Xs = y,
\]
with variable \( X \in S^n \) and domain \( S^n_{++} \). \( y \in \mathbb{R}^n \) and \( s \in \mathbb{R}^n \) are given, with \( s^T y = 1 \). Verify that the optimal solution is given by

\[
X^* = I + yy^T - \frac{1}{s^T s} ss^T.
\]

5.31 Supporting hyperplane interpretation of KKT conditions. Consider a convex problem with no equality constraints,

\[
\text{minimize } f_0(x) \\
\text{subject to } f_i(x) \leq 0, \quad i = 1, \ldots, m.
\]

Assume that \( x^* \in \mathbb{R}^n \) and \( \lambda^* \in \mathbb{R}^m \) satisfy the KKT conditions

\[
\begin{align*}
    &f_i(x^*) \leq 0, \quad i = 1, \ldots, m \\
    &\lambda_i^* \geq 0, \quad i = 1, \ldots, m \\
    &\nabla f_0(x^*) + \sum_{i=1}^m \lambda_i^* \nabla f_i(x^*) = 0.
\end{align*}
\]

Show that

\[
\nabla f_0(x^*)^T (x - x^*) \geq 0
\]

for all feasible \( x \). In other words the KKT conditions imply the simple optimality criterion of §4.2.3.

5.32 Optimal value of perturbed problem. Let \( f_0, f_1, \ldots, f_m : \mathbb{R}^n \to \mathbb{R} \) be convex. Show that the function

\[
p^*(u, v) = \inf \{ f_0(x) \mid \exists x \in D, \ f_i(x) \leq u_i, \ i = 1, \ldots, m, \ Ax - b = v \}
\]

is convex. This function is the optimal cost of the perturbed problem, as a function of the perturbations \( u \) and \( v \) (see §5.6.1).

5.33 Parametrized \( \ell_1 \)-norm approximation. Consider the \( \ell_1 \)-norm minimization problem

\[
\text{minimize } \| Ax + b + \epsilon d \|_1
\]

with variable \( x \in \mathbb{R}^3 \), and

\[
A = \begin{bmatrix}
-2 & 7 & 1 \\
-5 & -1 & 3 \\
-7 & 3 & -5 \\
-1 & 4 & -4 \\
1 & 5 & 5 \\
2 & -5 & -1
\end{bmatrix}, \quad b = \begin{bmatrix}
-4 \\
3 \\
9 \\
0 \\
-11 \\
5
\end{bmatrix}, \quad d = \begin{bmatrix}
-10 \\
-13 \\
-27 \\
-10 \\
-7 \\
14
\end{bmatrix}.
\]

We denote by \( p^*(\epsilon) \) the optimal value as a function of \( \epsilon \).

(a) Suppose \( \epsilon = 0 \). Prove that \( x^* = 1 \) is optimal. Are there any other optimal points?

(b) Show that \( p^*(\epsilon) \) is affine on an interval that includes \( \epsilon = 0 \).
5.34 Consider the pair of primal and dual LPs

\[
\begin{align*}
\text{minimize} & \quad (c + \epsilon d)^T x \\
\text{subject to} & \quad Ax \leq b + \epsilon f
\end{align*}
\]

and

\[
\begin{align*}
\text{maximize} & \quad -(b + \epsilon f)^T z \\
\text{subject to} & \quad A^T z + c + \epsilon d = 0 \\
& \quad z \succeq 0
\end{align*}
\]

where

\[
A = \begin{bmatrix}
-4 & 12 & -2 & 1 \\
-17 & 12 & 7 & 11 \\
3 & 3 & 22 & -1 \\
-11 & 2 & -1 & -8
\end{bmatrix}, \quad b = \begin{bmatrix}
8 \\
13 \\
27 \\
-18
\end{bmatrix}, \quad f = \begin{bmatrix}
6 \\
15 \\
48 \\
8
\end{bmatrix}
\]

c = (40, -34, -50, -5), d = (3, 8, 21, 25), and \( \epsilon \) is a parameter.

(a) Prove that \( x^* = (1, 1, 1, 1) \) is optimal when \( \epsilon = 0 \), by constructing a dual optimal point \( z^* \) that has the same objective value as \( x^* \). Are there any other primal or dual optimal solutions?

(b) Give an explicit expression for the optimal value \( p^*(\epsilon) \) as a function of \( \epsilon \) on an interval that contains \( \epsilon = 0 \). Specify the interval on which your expression is valid. Also give explicit expressions for the primal solution \( x^*(\epsilon) \) and the dual solution \( z^*(\epsilon) \) as a function of \( \epsilon \), on the same interval.

Hint. First calculate \( x^*(\epsilon) \) and \( z^*(\epsilon) \), assuming that the primal and dual constraints that are active at the optimum for \( \epsilon = 0 \), remain active at the optimum for values of \( \epsilon \) around 0. Then verify that this assumption is correct.

5.35 Sensitivity analysis for GPs. Consider a GP

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 1, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 1, \quad i = 1, \ldots, p,
\end{align*}
\]

where \( f_0, \ldots, f_m \) are posynomials, \( h_1, \ldots, h_p \) are monomials, and the domain of the problem is \( \mathbb{R}^n_{++} \). We define the perturbed GP as

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq e^{u_i}, \quad i = 1, \ldots, m \\
& \quad h_i(x) = e^{v_i}, \quad i = 1, \ldots, p,
\end{align*}
\]

and we denote the optimal value of the perturbed GP as \( p^*(u, v) \). We can think of \( u_i \) and \( v_i \) as relative, or fractional, perturbations of the constraints. For example, \( u_1 = -0.01 \) corresponds to tightening the first inequality constraint by (approximately) 1%.

Let \( \lambda^* \) and \( \nu^* \) be optimal dual variables for the convex form GP

\[
\begin{align*}
\text{minimize} & \quad \log f_0(y) \\
\text{subject to} & \quad \log f_i(y) \leq 0, \quad i = 1, \ldots, m \\
& \quad \log h_i(y) = 0, \quad i = 1, \ldots, p,
\end{align*}
\]

with variables \( y_i = \log x_i \). Assuming that \( p^*(u, v) \) is differentiable at \( u = 0, v = 0 \), relate \( \lambda^* \) and \( \nu^* \) to the derivatives of \( p^*(u, v) \) at \( u = 0, v = 0 \). Justify the statement “Relaxing the \( i \)th constraint by \( \alpha \) percent will give an improvement in the objective of around \( \alpha \lambda_i \) percent, for \( \alpha \) small.”
Theorems of alternatives

5.36 Alternatives for linear equalities. Consider the linear equations $Ax = b$, where $A \in \mathbb{R}^{m \times n}$. From linear algebra we know that this equation has a solution if and only if $b \in \mathcal{R}(A)$, which occurs if and only if $b \perp \mathcal{N}(A^T)$. In other words, $Ax = b$ has a solution if and only if there exists no $y \in \mathbb{R}^n$ such that $A^Ty = 0$ and $b^Ty \neq 0$.

Derive this result from the theorems of alternatives in §5.8.2.

5.37 [BT97] Existence of equilibrium distribution in finite state Markov chain. Let $P \in \mathbb{R}^{n \times n}$ be a matrix that satisfies $p_{ij} \geq 0$, $i, j = 1, \ldots, n$, $P^T1 = 1$, i.e., the coefficients are nonnegative and the columns sum to one. Use Farkas’ lemma to prove there exists a $y \in \mathbb{R}^n$ such that $Py = y$, $y \succeq 0$, $1^Ty = 1$.

(We can interpret $y$ as an equilibrium distribution of the Markov chain with $n$ states and transition probability matrix $P$.)

5.38 [BT97] Option pricing. We apply the results of example 5.10, page 263, to a simple problem with three assets: a riskless asset with fixed return $r > 1$ over the investment period of interest (for example, a bond), a stock, and an option on the stock. The option gives us the right to purchase the stock at the end of the period, for a predetermined price $K$.

We consider two scenarios. In the first scenario, the price of the stock goes up from $S$ at the beginning of the period, to $Su$ at the end of the period, where $u > r$. In this scenario, we exercise the option only if $Su > K$, in which case we make a profit of $Su - K$. Otherwise, we do not exercise the option, and make zero profit. The value of the option at the end of the period, in the first scenario, is therefore $\max\{0, Su - K\}$.

In the second scenario, the price of the stock goes down from $S$ to $Sd$, where $d < 1$. The value at the end of the period is $\max\{0, Sd - K\}$.

In the notation of example 5.10,

$$V = \begin{bmatrix} r & uS & \max\{0, Su - K\} \\ r & dS & \max\{0, Sd - K\} \end{bmatrix}, \quad p_1 = 1, \quad p_2 = S, \quad p_3 = C,$$

where $C$ is the price of the option.

Show that for given $r$, $S$, $K$, $u$, $d$, the option price $C$ is uniquely determined by the no-arbitrage condition. In other words, the market for the option is complete.

Generalized inequalities

5.39 SDP relaxations of two-way partitioning problem. We consider the two-way partitioning problem (5.7), described on page 219,

$$\begin{align*}
\text{minimize} & \quad x^T W x \\
\text{subject to} & \quad x_i^2 = 1, \quad i = 1, \ldots, n,
\end{align*}$$

(5.113)

with variable $x \in \mathbb{R}^n$. The Lagrange dual of this (nonconvex) problem is given by the SDP

$$\begin{align*}
\text{maximize} & \quad -1^T \nu \\
\text{subject to} & \quad W + \text{diag}(\nu) \succeq 0
\end{align*}$$

(5.114)

with variable $\nu \in \mathbb{R}^n$. The optimal value of this SDP gives a lower bound on the optimal value of the partitioning problem (5.113). In this exercise we derive another SDP that gives a lower bound on the optimal value of the two-way partitioning problem, and explore the connection between the two SDPs.
(a) Two-way partitioning problem in matrix form. Show that the two-way partitioning problem can be cast as

\[
\begin{align*}
\text{minimize} & \quad \text{tr}(WX) \\
\text{subject to} & \quad X \succeq 0, \quad \text{rank } X = 1 \\
& \quad X_{ii} = 1, \quad i = 1, \ldots, n,
\end{align*}
\]

with variable \( X \in \mathbb{S}^n \). Hint. Show that if \( X \) is feasible, then it has the form \( X = xx^T \), where \( x \in \mathbb{R}^n \) satisfies \( x_i \in \{-1, 1\} \) (and vice versa).

(b) SDP relaxation of two-way partitioning problem. Using the formulation in part (a), we can form the relaxation

\[
\begin{align*}
\text{minimize} & \quad \text{tr}(WX) \\
\text{subject to} & \quad X \succeq 0 \\
& \quad X_{ii} = 1, \quad i = 1, \ldots, n,
\end{align*}
\]

with variable \( X \in \mathbb{S}^n \). This problem is an SDP, and therefore can be solved efficiently. Explain why its optimal value gives a lower bound on the optimal value of the two-way partitioning problem (5.113). What can you say if an optimal point \( X^* \) for this SDP has rank one?

(c) We now have two SDPs that give a lower bound on the optimal value of the two-way partitioning problem (5.113): the SDP relaxation (5.115) found in part (b), and the Lagrange dual of the two-way partitioning problem, given in (5.114). What is the relation between the two SDPs? What can you say about the lower bounds found by them? Hint: Relate the two SDPs via duality.

5.40 E-optimal experiment design. A variation on the two optimal experiment design problems of exercise 5.10 is the E-optimal design problem

\[
\begin{align*}
\text{minimize} & \quad \lambda_{\max} \left( \sum_{i,j=1}^p x_i v_i v_j^T \right)^{-1} \\
\text{subject to} & \quad x \succeq 0, \quad 1^T x = 1.
\end{align*}
\]

(See also §7.5.) Derive a dual for this problem, by first reformulating it as

\[
\begin{align*}
\text{minimize} & \quad 1/t \\
\text{subject to} & \quad \sum_{i=1}^p x_i v_i v_i^T \succeq tI \\
& \quad x \succeq 0, \quad 1^T x = 1,
\end{align*}
\]

with variables \( t \in \mathbb{R}, x \in \mathbb{R}^p \) and domain \( \mathbb{R}^+ \times \mathbb{R}^p \), and applying Lagrange duality. Simplify the dual problem as much as you can.

5.41 Dual of fastest mixing Markov chain problem. On page 174, we encountered the SDP

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad -tI \preceq P - (1/n)11^T \preceq tI \\
& \quad P1 = 1 \\
& \quad P_{ij} \geq 0, \quad i, j = 1, \ldots, n \\
& \quad P_{ij} = 0 \text{ for } (i,j) \notin \mathcal{E},
\end{align*}
\]

with variables \( t \in \mathbb{R}, P \in \mathbb{S}^n \).
Show that the dual of this problem can be expressed as

\[
\begin{align*}
\text{maximize} & \quad 1^T z - (1/n)1^T Y 1 \\
\text{subject to} & \quad \|Y\|_{2^*} \leq 1 \\
& \quad (z_i + z_j) \leq Y_{ij} \text{ for } (i,j) \in \mathcal{E}
\end{align*}
\]

with variables \( z \in \mathbb{R}^n \) and \( Y \in \mathbb{S}^n \). The norm \( \| \cdot \|_{2^*} \) is the dual of the spectral norm on \( \mathbb{S}^n \): \( \|Y\|_{2^*} = \sum_{i=1}^n |\lambda_i(Y)| \), the sum of the absolute values of the eigenvalues of \( Y \). (See §A.1.6, page 637.)
5.42 **Lagrange dual of conic form problem in inequality form.** Find the Lagrange dual problem of the conic form problem in inequality form

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq_K b
\end{align*}
\]

where \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, \) and \( K \) is a proper cone in \( \mathbb{R}^m \). Make any implicit equality constraints explicit.

5.43 **Dual of SOCP.** Show that the dual of the SOCP

\[
\begin{align*}
\text{minimize} & \quad f^T x \\
\text{subject to} & \quad \|A_i x + b_i\|_2 \leq c_i^T x + d_i, \quad i = 1, \ldots, m,
\end{align*}
\]

with variables \( x \in \mathbb{R}^n \), can be expressed as

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^m (b_i^T u_i - d_i v_i) \\
\text{subject to} & \quad \sum_{i=1}^m (A_i^T u_i - c_i v_i) + f = 0 \\
& \quad \|u_i\|_2 \leq v_i, \quad i = 1, \ldots, m,
\end{align*}
\]

with variables \( u_i \in \mathbb{R}^{n_i}, v_i \in \mathbb{R}, \) \( i = 1, \ldots, m \). The problem data are \( f \in \mathbb{R}^n, A_i \in \mathbb{R}^{n_i \times n}, b_i \in \mathbb{R}^{n_i}, c_i \in \mathbb{R} \) and \( d_i \in \mathbb{R}, \) \( i = 1, \ldots, m \).

Derive the dual in the following two ways.

(a) Introduce new variables \( y_i \in \mathbb{R}^{n_i} \) and \( t_i \in \mathbb{R} \) and equalities \( y_i = A_i x + b_i, \) \( t_i = c_i^T x + d_i \), and derive the Lagrange dual.

(b) Start from the conic formulation of the SOCP and use the conic dual. Use the fact that the second-order cone is self-dual.

5.44 **Strong alternatives for nonstrict LMIs.** In example 5.14, page 270, we mentioned that the system

\[
Z \succeq 0, \quad \text{tr}(GZ) > 0, \quad \text{tr}(F_i Z) = 0, \quad i = 1, \ldots, n,
\]

(5.116)

is a strong alternative for the nonstrict LMI

\[
F(x) = x_1 F_1 + \cdots + x_n F_n + G \preceq 0,
\]

(5.117)

if the matrices \( F_i \) satisfy

\[
\sum_{i=1}^n v_i F_i \succeq 0 \implies \sum_{i=1}^n v_i F_i = 0.
\]

(5.118)

In this exercise we prove this result, and give an example to illustrate that the systems are not always strong alternatives.

(a) Suppose (5.118) holds, and that the optimal value of the auxiliary SDP

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad F(x) \preceq s I
\end{align*}
\]

is positive. Show that the optimal value is attained. If follows from the discussion in \S 5.9.4 that the systems (5.117) and (5.116) are strong alternatives.

**Hint.** The proof simplifies if you assume, without loss of generality, that the matrices \( F_1, \ldots, F_n \) are independent, so (5.118) may be replaced by \( \sum_{i=1}^n v_i F_i \succeq 0 \implies v = 0 \).

(b) Take \( n = 1, \) and

\[
G = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad F_1 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}.
\]

Show that (5.117) and (5.116) are both infeasible.
Part II

Applications
Chapter 6

Approximation and fitting

6.1 Norm approximation

6.1.1 Basic norm approximation problem

The simplest norm approximation problem is an unconstrained problem of the form

$$\text{minimize} \quad \| Ax - b \|$$

where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$ are problem data, $x \in \mathbb{R}^n$ is the variable, and $\| \cdot \|$ is a norm on $\mathbb{R}^m$. A solution of the norm approximation problem is sometimes called an approximate solution of $Ax \approx b$, in the norm $\| \cdot \|$. The vector

$$r = Ax - b$$

is called the residual for the problem; its components are sometimes called the individual residuals associated with $x$.

The norm approximation problem (6.1) is a convex problem, and is solvable, i.e., there is always at least one optimal solution. Its optimal value is zero if and only if $b \in \mathcal{R}(A)$; the problem is more interesting and useful, however, when $b \notin \mathcal{R}(A)$. We can assume without loss of generality that the columns of $A$ are independent; in particular, that $m \geq n$. When $m = n$ the optimal point is simply $A^{-1}b$, so we can assume that $m > n$.

Approximation interpretation

By expressing $Ax$ as

$$Ax = x_1 a_1 + \cdots + x_n a_n,$$

where $a_1, \ldots, a_n \in \mathbb{R}^m$ are the columns of $A$, we see that the goal of the norm approximation problem is to fit or approximate the vector $b$ by a linear combination of the columns of $A$, as closely as possible, with deviation measured in the norm $\| \cdot \|$.

The approximation problem is also called the regression problem. In this context the vectors $a_1, \ldots, a_n$ are called the regressors, and the vector $x_1 a_1 + \cdots + x_n a_n$,
where \( x \) is an optimal solution of the problem, is called the \textit{regression} of \( b \) (onto the regressors).

**Estimation interpretation**

A closely related interpretation of the norm approximation problem arises in the problem of estimating a parameter vector on the basis of an imperfect linear vector measurement. We consider a linear measurement model

\[ y = Ax + v, \]

where \( y \in \mathbb{R}^m \) is a vector measurement, \( x \in \mathbb{R}^n \) is a vector of parameters to be estimated, and \( v \in \mathbb{R}^m \) is some measurement error that is unknown, but presumed to be small (in the norm \( \| \cdot \| \)). The estimation problem is to make a sensible guess as to what \( x \) is, given \( y \).

If we guess that \( x \) has the value \( \hat{x} \), then we are implicitly making the guess that \( v \) has the value \( y - A\hat{x} \). Assuming that smaller values of \( v \) (measured by \( \| \cdot \| \)) are more plausible than larger values, the most plausible guess for \( x \) is

\[ \hat{x} = \text{argmin}_z \| Az - y \|. \]

(These ideas can be expressed more formally in a statistical framework; see chapter 7.)

**Geometric interpretation**

We consider the subspace \( A = \mathcal{R}(A) \subseteq \mathbb{R}^m \), and a point \( b \in \mathbb{R}^m \). A \textit{projection} of the point \( b \) onto the subspace \( A \), in the norm \( \| \cdot \| \), is any point in \( A \) that is closest to \( b \), i.e., any optimal point for the problem

\[
\begin{align*}
\text{minimize} & \quad \| u - b \| \\
\text{subject to} & \quad u \in A.
\end{align*}
\]

Parametrizing an arbitrary element of \( \mathcal{R}(A) \) as \( u = Ax \), we see that solving the norm approximation problem (6.1) is equivalent to computing a projection of \( b \) onto \( A \).

**Design interpretation**

We can interpret the norm approximation problem (6.1) as a problem of optimal design. The \( n \) variables \( x_1, \ldots, x_n \) are \textit{design variables} whose values are to be determined. The vector \( y = Ax \) gives a vector of \textit{results}, which we assume to be linear functions of the design variables \( x \). The vector \( b \) is a vector of \textit{target} or \textit{desired results}. The goal is to choose a vector of design variables that achieves, as closely as possible, the desired results, i.e., \( Ax \approx b \). We can interpret the residual vector \( r \) as the deviation between the actual results (i.e., \( Ax \)) and the desired or target results (i.e., \( b \)). If we measure the quality of a design by the norm of the deviation between the actual results and the desired results, then the norm approximation problem (6.1) is the problem of finding the best design.
6.1 Norm approximation

Weighted norm approximation problems

An extension of the norm approximation problem is the \textit{weighted norm approximation problem}

\[ \text{minimize } \|W(Ax - b)\| \]

where the problem data \( W \in \mathbb{R}^{m \times m} \) is called the \textit{weighting matrix}. The weighting matrix is often diagonal, in which case it gives different relative emphasis to different components of the residual vector \( r = Ax - b \).

The weighted norm problem can be considered as a norm approximation problem with norm \( \| \cdot \| \), and data \( \tilde{A} = WA \), \( \tilde{b} = Wb \), and therefore treated as a standard norm approximation problem (6.1). Alternatively, the weighted norm approximation problem can be considered a norm approximation problem with data \( A \) and \( b \), and the \( W \)-weighted norm defined by

\[ \|z\|_W = \|Wz\| \]

(assuming here that \( W \) is nonsingular).

Least-squares approximation

The most common norm approximation problem involves the Euclidean or \( \ell_2 \)-norm. By squaring the objective, we obtain an equivalent problem which is called the \textit{least-squares approximation problem},

\[ \text{minimize } \|Ax - b\|_2^2 = r_1^2 + r_2^2 + \cdots + r_m^2, \]

where the objective is the sum of squares of the residuals. This problem can be solved analytically by expressing the objective as the convex quadratic function

\[ f(x) = x^T A^T Ax - 2b^T Ax + b^T b. \]

A point \( x \) minimizes \( f \) if and only if

\[ \nabla f(x) = 2A^T Ax - 2A^T b = 0, \]

i.e., if and only if \( x \) satisfies the so-called \textit{normal equations}

\[ A^T Ax = A^T b, \]

which always have a solution. Since we assume the columns of \( A \) are independent, the least-squares approximation problem has the unique solution \( x = (A^T A)^{-1} A^T b \).

Chebyshev or minimax approximation

When the \( \ell_\infty \)-norm is used, the norm approximation problem

\[ \text{minimize } \|Ax - b\|_\infty = \max\{|r_1|, \ldots, |r_m|\} \]

is called the \textit{Chebyshev approximation problem}, or \textit{minimax approximation problem}, since we are to minimize the maximum (absolute value) residual. The Chebyshev approximation problem can be cast as an LP

\[ \text{minimize } t \]
\[ \text{subject to } -t \mathbf{1} \leq Ax - b \leq t \mathbf{1}, \]

with variables \( x \in \mathbb{R}^n \) and \( t \in \mathbb{R} \).
Sum of absolute residuals approximation

When the $\ell_1$-norm is used, the norm approximation problem

\[
\text{minimize} \quad \|Ax - b\|_1 = |r_1| + \cdots + |r_m|
\]

is called the sum of (absolute) residuals approximation problem, or, in the context of estimation, a robust estimator (for reasons that will be clear soon). Like the Chebyshev approximation problem, the $\ell_1$-norm approximation problem can be cast as an LP

\[
\begin{align*}
\text{minimize} & \quad 1^T t \\
\text{subject to} & \quad -t \leq Ax - b \leq t,
\end{align*}
\]

with variables $x \in \mathbb{R}^n$ and $t \in \mathbb{R}^m$.

6.1.2 Penalty function approximation

In $\ell_p$-norm approximation, for $1 \leq p < \infty$, the objective is

\[
(|r_1|^p + \cdots + |r_m|^p)^{1/p}.
\]

As in least-squares problems, we can consider the equivalent problem with objective

\[
|r_1|^p + \cdots + |r_m|^p,
\]

which is a separable and symmetric function of the residuals. In particular, the objective depends only on the amplitude distribution of the residuals, i.e., the residuals in sorted order.

We will consider a useful generalization of the $\ell_p$-norm approximation problem, in which the objective depends only on the amplitude distribution of the residuals. The penalty function approximation problem has the form

\[
\begin{align*}
\text{minimize} & \quad \phi(r_1) + \cdots + \phi(r_m) \\
\text{subject to} & \quad r = Ax - b,
\end{align*}
\]

(6.2)

where $\phi : \mathbb{R} \to \mathbb{R}$ is called the (residual) penalty function. We assume that $\phi$ is convex, so the penalty function approximation problem is a convex optimization problem. In many cases, the penalty function $\phi$ is symmetric, nonnegative, and satisfies $\phi(0) = 0$, but we will not use these properties in our analysis.

Interpretation

We can interpret the penalty function approximation problem (6.2) as follows. For the choice $x$, we obtain the approximation $Ax$ of $b$, which has the associated residual vector $r$. A penalty function assesses a cost or penalty for each component of residual, given by $\phi(r_i)$; the total penalty is the sum of the penalties for each residual, i.e., $\phi(r_1) + \cdots + \phi(r_m)$. Different choices of $x$ lead to different resulting residuals, and therefore, different total penalties. In the penalty function approximation problem, we minimize the total penalty incurred by the residuals.
6.1 Norm approximation

Figure 6.1 Some common penalty functions: the quadratic penalty function $\phi(u) = u^2$, the deadzone-linear penalty function with deadzone width $a = 1/4$, and the log barrier penalty function with limit $a = 1$.

Example 6.1 Some common penalty functions and associated approximation problems.

- By taking $\phi(u) = |u|^p$, where $p \geq 1$, the penalty function approximation problem is equivalent to the $\ell_p$-norm approximation problem. In particular, the quadratic penalty function $\phi(u) = u^2$ yields least-squares or Euclidean norm approximation, and the absolute value penalty function $\phi(u) = |u|$ yields $\ell_1$-norm approximation.

- The deadzone-linear penalty function (with deadzone width $a > 0$) is given by

$$
\phi(u) = \begin{cases} 
0 & |u| \leq a \\
|u| - a & |u| > a.
\end{cases}
$$

The deadzone-linear function assesses no penalty for residuals smaller than $a$.

- The log barrier penalty function (with limit $a > 0$) has the form

$$
\phi(u) = \begin{cases} 
-a^2 \log(1 - (u/a)^2) & |u| < a \\
\infty & |u| \geq a.
\end{cases}
$$

The log barrier penalty function assesses an infinite penalty for residuals larger than $a$.

A deadzone-linear, log barrier, and quadratic penalty function are plotted in figure 6.1. Note that the log barrier function is very close to the quadratic penalty for $|u/a| \leq 0.25$ (see exercise 6.1).

Scaling the penalty function by a positive number does not affect the solution of the penalty function approximation problem, since this merely scales the objective.
function. But the shape of the penalty function has a large effect on the solution of the penalty function approximation problem. Roughly speaking, \( \phi(u) \) is a measure of our dislike of a residual of value \( u \). If \( \phi \) is very small (or even zero) for small values of \( u \), it means we care very little (or not at all) if residuals have these values. If \( \phi(u) \) grows rapidly as \( u \) becomes large, it means we have a strong dislike for large residuals; if \( \phi \) becomes infinite outside some interval, it means that residuals outside the interval are unacceptable. This simple interpretation gives insight into the solution of a penalty function approximation problem, as well as guidelines for choosing a penalty function.

As an example, let us compare \( \ell_1 \)-norm and \( \ell_2 \)-norm approximation, associated with the penalty functions \( \phi_1(u) = |u| \) and \( \phi_2(u) = u^2 \), respectively. For \( |u| = 1 \), the two penalty functions assign the same penalty. For small \( u \) we have \( \phi_1(u) \gg \phi_2(u) \), so \( \ell_1 \)-norm approximation puts relatively larger emphasis on small residuals compared to \( \ell_2 \)-norm approximation. For large \( u \) we have \( \phi_2(u) \gg \phi_1(u) \), so \( \ell_1 \)-norm approximation puts less weight on large residuals, compared to \( \ell_2 \)-norm approximation. This difference in relative weightings for small and large residuals is reflected in the solutions of the associated approximation problems. The amplitude distribution of the optimal residual for the \( \ell_1 \)-norm approximation problem will tend to have more zero and very small residuals, compared to the \( \ell_2 \)-norm approximation solution. In contrast, the \( \ell_2 \)-norm solution will tend to have relatively fewer large residuals (since large residuals incur a much larger penalty in \( \ell_2 \)-norm approximation than in \( \ell_1 \)-norm approximation).

**Example**

An example will illustrate these ideas. We take a matrix \( A \in \mathbb{R}^{100 \times 30} \) and vector \( b \in \mathbb{R}^{100} \) (chosen at random, but the results are typical), and compute the \( \ell_1 \)-norm and \( \ell_2 \)-norm approximate solutions of \( Ax \approx b \), as well as the penalty function approximations with a deadzone-linear penalty (with \( a = 0.5 \)) and log barrier penalty (with \( a = 1 \)). Figure 6.2 shows the four associated penalty functions, and the amplitude distributions of the optimal residuals for these four penalty approximations. From the plots of the penalty functions we note that

- The \( \ell_1 \)-norm penalty puts the most weight on small residuals and the least weight on large residuals.
- The \( \ell_2 \)-norm penalty puts very small weight on small residuals, but strong weight on large residuals.
- The deadzone-linear penalty function puts no weight on residuals smaller than 0.5, and relatively little weight on large residuals.
- The log barrier penalty puts weight very much like the \( \ell_2 \)-norm penalty for small residuals, but puts very strong weight on residuals larger than around 0.8, and infinite weight on residuals larger than 1.

Several features are clear from the amplitude distributions:

- For the \( \ell_1 \)-optimal solution, many residuals are either zero or very small. The \( \ell_1 \)-optimal solution also has relatively more large residuals.
Figure 6.2 Histogram of residual amplitudes for four penalty functions, with the (scaled) penalty functions also shown for reference. For the log barrier plot, the quadratic penalty is also shown, in dashed curve.
The $\ell_2$-norm approximation has many modest residuals, and relatively few larger ones.

For the deadzone-linear penalty, we see that many residuals have the value $\pm 0.5$, right at the edge of the ‘free’ zone, for which no penalty is assessed.

For the log barrier penalty, we see that no residuals have a magnitude larger than 1, but otherwise the residual distribution is similar to the residual distribution for $\ell_2$-norm approximation.

**Sensitivity to outliers or large errors**

In the estimation or regression context, an outlier is a measurement $y_i = a_i^T x + v_i$ for which the noise $v_i$ is relatively large. This is often associated with faulty data or a flawed measurement. When outliers occur, any estimate of $x$ will be associated with a residual vector with some large components. Ideally we would like to guess which measurements are outliers, and either remove them from the estimation process or greatly lower their weight in forming the estimate. (We cannot, however, assign zero penalty for very large residuals, because then the optimal point would likely make all residuals large, which yields a total penalty of zero.) This could be accomplished using penalty function approximation, with a penalty function such as

$$\phi(u) = \begin{cases} u^2 & |u| \leq M \\ M^2 & |u| > M \end{cases}$$

shown in figure 6.3. This penalty function agrees with least-squares for any residual smaller than $M$, but puts a fixed weight on any residual larger than $M$, no matter how much larger it is. In other words, residuals larger than $M$ are ignored; they are assumed to be associated with outliers or bad data. Unfortunately, the penalty
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The solid line is the robust least-squares or Huber penalty function $\phi_{\text{hub}}$, with $M = 1$. For $|u| \leq M$ it is quadratic, and for $|u| > M$ it grows linearly.

Figure 6.4

- The solid line is the robust least-squares or Huber penalty function $\phi_{\text{hub}}$, with $M = 1$. For $|u| \leq M$ it is quadratic, and for $|u| > M$ it grows linearly.

function (6.3) is not convex, and the associated penalty function approximation problem becomes a hard combinatorial optimization problem.

The sensitivity of a penalty function based estimation method to outliers depends on the (relative) value of the penalty function for large residuals. If we restrict ourselves to convex penalty functions (which result in convex optimization problems), the ones that are least sensitive are those for which $\phi(u)$ grows linearly, \textit{i.e.}, like $|u|$, for large $u$. Penalty functions with this property are sometimes called robust, since the associated penalty function approximation methods are much less sensitive to outliers or large errors than, for example, least-squares.

One obvious example of a robust penalty function is $\phi(u) = |u|$, corresponding to $\ell_1$-norm approximation. Another example is the robust least-squares or Huber penalty function, given by

$$
\phi_{\text{hub}}(u) = \begin{cases} 
  u^2 & |u| \leq M \\
  M(2|u| - M) & |u| > M,
\end{cases}
$$

shown in figure 6.4. This penalty function agrees with the least-squares penalty function for residuals smaller than $M$, and then reverts to $\ell_1$-like linear growth for larger residuals. The Huber penalty function can be considered a convex approximation of the outlier penalty function (6.3), in the following sense: They agree for $|u| \leq M$, and for $|u| > M$, the Huber penalty function is the convex function closest to the outlier penalty function (6.3).

Example 6.2 \textit{Robust regression}. Figure 6.5 shows 42 points $(t_i, y_i)$ in a plane, with two obvious outliers (one at the upper left, and one at lower right). The dashed line shows the least-squares approximation of the points by a straight line $f(t) = \alpha + \beta t$. The coefficients $\alpha$ and $\beta$ are obtained by solving the least-squares problem

$$
\text{minimize } \sum_{i=1}^{42} (y_i - \alpha - \beta t_i)^2,
$$
Figure 6.5 The 42 circles show points that can be well approximated by an affine function, except for the two outliers at upper left and lower right. The dashed line is the least-squares fit of a straight line $f(t) = \alpha + \beta t$ to the points, and is rotated away from the main locus of points, toward the outliers. The solid line shows the robust least-squares fit, obtained by minimizing Huber’s penalty function with $M = 1$. This gives a far better fit to the non-outlier data.

with variables $\alpha$ and $\beta$. The least-squares approximation is clearly rotated away from the main locus of the points, toward the two outliers.

The solid line shows the robust least-squares approximation, obtained by minimizing the Huber penalty function

$$\minimize \sum_{i=1}^{42} \phi_{\text{hub}}(y_i - \alpha - \beta t_i),$$

with $M = 1$. This approximation is far less affected by the outliers.

Since $\ell_1$-norm approximation is among the (convex) penalty function approximation methods that are most robust to outliers, $\ell_1$-norm approximation is sometimes called robust estimation or robust regression. The robustness property of $\ell_1$-norm estimation can also be understood in a statistical framework; see page 353.

Small residuals and $\ell_1$-norm approximation

We can also focus on small residuals. Least-squares approximation puts very small weight on small residuals, since $\phi(u) = u^2$ is very small when $u$ is small. Penalty functions such as the deadzone-linear penalty function put zero weight on small residuals. For penalty functions that are very small for small residuals, we expect the optimal residuals to be small, but not very small. Roughly speaking, there is little or no incentive to drive small residuals smaller.

In contrast, penalty functions that put relatively large weight on small residuals, such as $\phi(u) = |u|_1$, corresponding to $\ell_1$-norm approximation, tend to produce
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optimal residuals many of which are very small, or even exactly zero. This means that in $\ell_1$-norm approximation, we typically find that many of the equations are satisfied exactly, i.e., we have $a_i^T x = b_i$ for many $i$. This phenomenon can be seen in figure 6.2.

6.1.3 Approximation with constraints

It is possible to add constraints to the basic norm approximation problem (6.1). When these constraints are convex, the resulting problem is convex. Constraints arise for a variety of reasons.

- In an approximation problem, constraints can be used to rule out certain unacceptable approximations of the vector $b$, or to ensure that the approximator $Ax$ satisfies certain properties.
- In an estimation problem, the constraints arise as prior knowledge of the vector $x$ to be estimated, or from prior knowledge of the estimation error $v$.
- Constraints arise in a geometric setting in determining the projection of a point $b$ on a set more complicated than a subspace, for example, a cone or polyhedron.

Some examples will make these clear.

Nonnegativity constraints on variables

We can add the constraint $x \succeq 0$ to the basic norm approximation problem:

$$\begin{align*}
\text{minimize} & \quad \|Ax - b\| \\
\text{subject to} & \quad x \succeq 0.
\end{align*}$$

In an estimation setting, nonnegativity constraints arise when we estimate a vector $x$ of parameters known to be nonnegative, e.g., powers, intensities, or rates. The geometric interpretation is that we are determining the projection of a vector $b$ onto the cone generated by the columns of $A$. We can also interpret this problem as approximating $b$ using a nonnegative linear (i.e., conic) combination of the columns of $A$.

Variable bounds

Here we add the constraint $l \leq x \leq u$, where $l, u \in \mathbb{R}^n$ are problem parameters:

$$\begin{align*}
\text{minimize} & \quad \|Ax - b\| \\
\text{subject to} & \quad l \leq x \leq u.
\end{align*}$$

In an estimation setting, variable bounds arise as prior knowledge of intervals in which each variable lies. The geometric interpretation is that we are determining the projection of a vector $b$ onto the image of a box under the linear mapping induced by $A$. 
Probability distribution

We can impose the constraint that \( x \) satisfy \( x \succeq 0, \ 1^T x = 1 \):

\[
\begin{align*}
\text{minimize} & \quad \| A x - b \| \\
\text{subject to} & \quad x \succeq 0, \ 1^T x = 1.
\end{align*}
\]

This would arise in the estimation of proportions or relative frequencies, which are nonnegative and sum to one. It can also be interpreted as approximating \( b \) by a convex combination of the columns of \( A \). (We will have much more to say about estimating probabilities in §7.2.)

Norm ball constraint

We can add to the basic norm approximation problem the constraint that \( x \) lie in a norm ball:

\[
\begin{align*}
\text{minimize} & \quad \| A x - b \| \\
\text{subject to} & \quad \| x - x_0 \| \leq d,
\end{align*}
\]

where \( x_0 \) and \( d \) are problem parameters. Such a constraint can be added for several reasons.

- In an estimation setting, \( x_0 \) is a prior guess of what the parameter \( x \) is, and \( d \) is the maximum plausible deviation of our estimate from our prior guess. Our estimate of the parameter \( x \) is the value \( \hat{x} \) which best matches the measured data (i.e., minimizes \( \| A z - b \| \) among all plausible candidates (i.e., \( z \) that satisfy \( \| z - x_0 \| \leq d \)).

- The constraint \( \| x - x_0 \| \leq d \) can denote a trust region. Here the linear relation \( y = A x \) is only an approximation of some nonlinear relation \( y = f(x) \) that is valid when \( x \) is near some point \( x_0 \), specifically \( \| x - x_0 \| \leq d \). The problem is to minimize \( \| A x - b \| \) but only over those \( x \) for which the model \( y = A x \) is trusted.

These ideas also come up in the context of regularization; see §6.3.2.

6.2 Least-norm problems

The basic least-norm problem has the form

\[
\begin{align*}
\text{minimize} & \quad \| x \| \\
\text{subject to} & \quad A x = b
\end{align*}
\]

(6.5)

where the data are \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \), the variable is \( x \in \mathbb{R}^n \), and \( \| \cdot \| \) is a norm on \( \mathbb{R}^n \). A solution of the problem, which always exists if the linear equations \( A x = b \) have a solution, is called a least-norm solution of \( A x = b \). The least-norm problem is, of course, a convex optimization problem.

We can assume without loss of generality that the rows of \( A \) are independent, so \( m \leq n \). When \( m = n \), the only feasible point is \( x = A^{-1} b \); the least-norm problem is interesting only when \( m < n \), i.e., when the equation \( A x = b \) is underdetermined.
Reformulation as norm approximation problem

The least-norm problem (6.5) can be formulated as a norm approximation problem by eliminating the equality constraint. Let \( x_0 \) be any solution of \( Ax = b \), and let \( Z \in \mathbb{R}^{n \times k} \) be a matrix whose columns are a basis for the nullspace of \( A \). The general solution of \( Ax = b \) can then be expressed as \( x_0 + Zu \) where \( u \in \mathbb{R}^k \). The least-norm problem (6.5) can be expressed as

\[
\text{minimize} \quad \| x_0 + Zu \|,
\]

with variable \( u \in \mathbb{R}^k \), which is a norm approximation problem. In particular, our analysis and discussion of norm approximation problems applies to least-norm problems as well (when interpreted correctly).

Control or design interpretation

We can interpret the least-norm problem (6.5) as a problem of optimal design or optimal control. The \( n \) variables \( x_1, \ldots, x_n \) are design variables whose values are to be determined. In a control setting, the variables \( x_1, \ldots, x_n \) represent inputs, whose values we are to choose. The vector \( y = Ax \) gives \( m \) attributes or results of the design \( x \), which we assume to be linear functions of the design variables \( x \). The \( m < n \) equations \( Ax = b \) represent \( m \) specifications or requirements on the design. Since \( m < n \), the design is underspecified; there are \( n - m \) degrees of freedom in the design (assuming \( A \) is rank \( m \)).

Among all the designs that satisfy the specifications, the least-norm problem chooses the smallest design, as measured by the norm \( \| \cdot \| \). This can be thought of as the most efficient design, in the sense that it achieves the specifications \( Ax = b \), with the smallest possible \( x \).

Estimation interpretation

We assume that \( x \) is a vector of parameters to be estimated. We have \( m < n \) perfect (noise free) linear measurements, given by \( Ax = b \). Since we have fewer measurements than parameters to estimate, our measurements do not completely determine \( x \). Any parameter vector \( x \) that satisfies \( Ax = b \) is consistent with our measurements.

To make a good guess about what \( x \) is, without taking further measurements, we must use prior information. Suppose our prior information, or assumption, is that \( x \) is more likely to be small (as measured by \( \| \cdot \| \)) than large. The least-norm problem chooses as our estimate of the parameter vector \( x \) the one that is smallest (hence, most plausible) among all parameter vectors that are consistent with the measurements \( Ax = b \). (For a statistical interpretation of the least-norm problem, see page 359.)

Geometric interpretation

We can also give a simple geometric interpretation of the least-norm problem (6.5). The feasible set \( \{ x \mid Ax = b \} \) is affine, and the objective is the distance (measured by the norm \( \| \cdot \| \)) between \( x \) and the point 0. The least-norm problem finds the
approximation and fitting

point in the affine set with minimum distance to 0, i.e., it determines the projection of the point 0 on the affine set \( \{ x \mid Ax = b \} \).

**Least-squares solution of linear equations**

The most common least-norm problem involves the Euclidean or \( \ell_2 \)-norm. By squaring the objective we obtain the equivalent problem

\[
\begin{align*}
\text{minimize} & \quad \| x \|_2^2 \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

the unique solution of which is called the least-squares solution of the equations \( Ax = b \). Like the least-squares approximation problem, this problem can be solved analytically. Introducing the dual variable \( \nu \in \mathbb{R}^m \), the optimality conditions are

\[
2x^* + A^T \nu^* = 0, \quad Ax^* = b,
\]

which is a pair of linear equations, and readily solved. From the first equation we obtain \( x^* = -(1/2)A^T \nu^* \); substituting this into the second equation we obtain \( -(1/2)AA^T \nu^* = b \), and conclude

\[
\nu^* = -2(\frac{1}{2}AA^T)^{-1}b, \quad x^* = A^T (\frac{1}{2}AA^T)^{-1}b.
\]

(Since \( \text{rank} \ A = m < n \), the matrix \( AA^T \) is invertible.)

**Least-penalty problems**

A useful variation on the least-norm problem (6.5) is the least-penalty problem

\[
\begin{align*}
\text{minimize} & \quad \phi(x_1) + \cdots + \phi(x_n) \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

where \( \phi : \mathbb{R} \to \mathbb{R} \) is convex, nonnegative, and satisfies \( \phi(0) = 0 \). The penalty function value \( \phi(u) \) quantifies our dislike of a component of \( x \) having value \( u \); the least-penalty problem then finds \( x \) that has least total penalty, subject to the constraint \( Ax = b \).

All of the discussion and interpretation of penalty functions in penalty function approximation can be transposed to the least-penalty problem, by substituting the amplitude distribution of \( x \) (in the least-penalty problem) for the amplitude distribution of the residual \( r \) (in the penalty approximation problem).

**Sparse solutions via least \( \ell_1 \)-norm**

Recall from the discussion on page 300 that \( \ell_1 \)-norm approximation gives relatively large weight to small residuals, and therefore results in many optimal residuals small, or even zero. A similar effect occurs in the least-norm context. The least \( \ell_1 \)-norm problem,

\[
\begin{align*}
\text{minimize} & \quad \| x \|_1 \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

tends to produce a solution \( x \) with a large number of components equal to zero. In other words, the least \( \ell_1 \)-norm problem tends to produce sparse solutions of \( Ax = b \), often with \( m \) nonzero components.
It is easy to find solutions of $Ax = b$ that have only $m$ nonzero components. Choose any set of $m$ indices (out of $1, \ldots, n$) which are to be the nonzero components of $x$. The equation $Ax = b$ reduces to $\tilde{A}\tilde{x} = b$, where $\tilde{A}$ is the $m \times m$ submatrix of $A$ obtained by selecting only the chosen columns, and $\tilde{x} \in \mathbb{R}^m$ is the subvector of $x$ containing the $m$ selected components. If $\tilde{A}$ is nonsingular, then we can take $\tilde{x} = \tilde{A}^{-1}b$, which gives a feasible solution $x$ with $m$ or less nonzero components. If $\tilde{A}$ is singular and $b \notin \mathcal{R}(\tilde{A})$, the equation $\tilde{A}\tilde{x} = b$ is unsolvable, which means there is no feasible $x$ with the chosen set of nonzero components. If $\tilde{A}$ is singular and $b \in \mathcal{R}(\tilde{A})$, there is a feasible solution with fewer than $m$ nonzero components.

This approach can be used to find the smallest $x$ with $m$ (or fewer) nonzero entries, but in general requires examining and comparing all $n!/(m!(n-m)!) = m!$ choices of $m$ nonzero coefficients of the $n$ coefficients in $x$. Solving the least $\ell_1$-norm problem, on the other hand, gives a good heuristic for finding a sparse, and small, solution of $Ax = b$.

### 6.3 Regularized approximation

#### 6.3.1 Bi-criterion formulation

In the basic form of regularized approximation, the goal is to find a vector $x$ that is small (if possible), and also makes the residual $Ax - b$ small. This is naturally described as a (convex) vector optimization problem with two objectives, $\|Ax - b\|$ and $\|x\|$:

$$
\text{minimize (w.r.t. $\mathbb{R}^n_+$) } (\|Ax - b\|, \|x\|). \tag{6.7}
$$

The two norms can be different: the first, used to measure the size of the residual, is on $\mathbb{R}^m$; the second, used to measure the size of $x$, is on $\mathbb{R}^n$.

The optimal trade-off between the two objectives can be found using several methods. The optimal trade-off curve of $\|Ax - b\|$ versus $\|x\|$, which shows how large one of the objectives must be made to have the other one small, can then be plotted. One endpoint of the optimal trade-off curve between $\|Ax - b\|$ and $\|x\|$ is easy to describe. The minimum value of $\|x\|$ is zero, and is achieved only when $x = 0$. For this value of $x$, the residual norm has the value $\|b\|$.

The other endpoint of the trade-off curve is more complicated to describe. Let $C$ denote the set of minimizers of $\|Ax - b\|$ (with no constraint on $\|x\|$). Then any minimum norm point in $C$ is Pareto optimal, corresponding to the other endpoint of the trade-off curve. In other words, Pareto optimal points at this endpoint are given by minimum norm minimizers of $\|Ax - b\|$. If both norms are Euclidean, this Pareto optimal point is unique, and given by $x = A^1b$, where $A^1$ is the pseudo-inverse of $A$. (See §4.7.6, page 184, and §A.5.4.)
6.3.2 Regularization

Regularization is a common scalarization method used to solve the bi-criterion problem (6.7). One form of regularization is to minimize the weighted sum of the objectives:

\[
\text{minimize } \|Ax - b\| + \gamma\|x\|, \tag{6.8}
\]

where \(\gamma > 0\) is a problem parameter. As \(\gamma\) varies over \((0, \infty)\), the solution of (6.8) traces out the optimal trade-off curve.

Another common method of regularization, especially when the Euclidean norm is used, is to minimize the weighted sum of squared norms, i.e.,

\[
\text{minimize } \|Ax - b\|^2 + \delta\|x\|^2, \tag{6.9}
\]

for a variety of values of \(\delta > 0\).

These regularized approximation problems each solve the bi-criterion problem of making both \(\|Ax - b\|\) and \(\|x\|\) small, by adding an extra term or penalty associated with the norm of \(x\).

Interpretations

Regularization is used in several contexts. In an estimation setting, the extra term penalizing large \(\|x\|\) can be interpreted as our prior knowledge that \(\|x\|\) is not too large. In an optimal design setting, the extra term adds the cost of using large values of the design variables to the cost of missing the target specifications.

The constraint that \(\|x\|\) be small can also reflect a modeling issue. It might be, for example, that \(y = Ax\) is only a good approximation of the true relationship \(y = f(x)\) between \(x\) and \(y\). In order to have \(f(x) \approx b\), we want \(Ax \approx b\), and also need \(x\) small in order to ensure that \(f(x) \approx Ax\).

We will see in §6.4.1 and §6.4.2 that regularization can be used to take into account variation in the matrix \(A\). Roughly speaking, a large \(x\) is one for which variation in \(A\) causes large variation in \(Ax\), and hence should be avoided.

Regularization is also used when the matrix \(A\) is square, and the goal is to solve the linear equations \(Ax = b\). In cases where \(A\) is poorly conditioned, or even singular, regularization gives a compromise between solving the equations (i.e., making \(\|Ax - b\|\) zero) and keeping \(x\) of reasonable size.

Regularization comes up in a statistical setting; see §7.1.2.

Tikhonov regularization

The most common form of regularization is based on (6.9), with Euclidean norms, which results in a (convex) quadratic optimization problem:

\[
\text{minimize } \|Ax - b\|^2_2 + \delta\|x\|^2_2 = x^T(A^T A + \delta I)x - 2b^T Ax + b^T b. \tag{6.10}
\]

This Tikhonov regularization problem has the analytical solution

\[
x = (A^T A + \delta I)^{-1}A^T b.
\]

Since \(A^T A + \delta I \succ 0\) for any \(\delta > 0\), the Tikhonov regularized least-squares solution requires no rank (or dimension) assumptions on the matrix \(A\).
Smoothing regularization

The idea of regularization, i.e., adding to the objective a term that penalizes large \( x \), can be extended in several ways. In one useful extension we add a regularization term of the form \( \|Dx\| \), in place of \( \|x\| \). In many applications, the matrix \( D \) represents an approximate differentiation or second-order differentiation operator, so \( \|Dx\| \) represents a measure of the variation or smoothness of \( x \).

For example, suppose that the vector \( x \in \mathbb{R}^n \) represents the value of some continuous physical parameter, say, temperature, along the interval \([0, 1]\): \( x_i \) is the temperature at the point \( i/n \). A simple approximation of the gradient or first derivative of the parameter near \( i/n \) is given by

\[
\frac{n}{2}(x_{i+1} - x_i - n(x_i - x_{i-1})) = n^2(x_{i+1} - 2x_i + x_{i-1}).
\]

If \( \Delta \) is the (tridiagonal, Toeplitz) matrix

\[
\Delta = n^2 \begin{bmatrix}
1 & -2 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & -2 & 1 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -2 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & -2 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 1 & -2 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & -2 & 1
\end{bmatrix} \in \mathbb{R}^{(n-2) \times n},
\]

then \( \Delta x \) represents an approximation of the second derivative of the parameter, so \( \|\Delta x\|_2^2 \) represents a measure of the mean-square curvature of the parameter over the interval \([0, 1]\).

The Tikhonov regularized problem

\[
\text{minimize} \quad \|Ax - b\|_2^2 + \delta \|\Delta x\|_2^2
\]

can be used to trade off the objective \( \|Ax - b\|_2^2 \), which might represent a measure of fit, or consistency with experimental data, and the objective \( \|\Delta x\|_2^2 \), which is (approximately) the mean-square curvature of the underlying physical parameter. The parameter \( \delta \) is used to control the amount of regularization required, or to plot the optimal trade-off curve of fit versus smoothness.

We can also add several regularization terms. For example, we can add terms associated with smoothness and size, as in

\[
\text{minimize} \quad \|Ax - b\|_2^2 + \delta \|\Delta x\|_2^2 + \eta \|x\|_2^2.
\]

Here, the parameter \( \delta \geq 0 \) is used to control the smoothness of the approximate solution, and the parameter \( \eta \geq 0 \) is used to control its size.

**Example 6.3** Optimal input design. We consider a dynamical system with scalar input sequence \( u(0), u(1), \ldots, u(N) \), and scalar output sequence \( y(0), y(1), \ldots, y(N) \), related by convolution:

\[
y(t) = \sum_{\tau=0}^t h(\tau) u(t - \tau), \quad t = 0, 1, \ldots, N.
\]
The sequence \( h(0), h(1), \ldots, h(N) \) is called the convolution kernel or impulse response of the system.

Our goal is to choose the input sequence \( u \) to achieve several goals.

- **Output tracking.** The primary goal is that the output \( y \) should track, or follow, a desired target or reference signal \( y_{\text{des}} \). We measure output tracking error by the quadratic function

  \[
  J_{\text{track}} = \frac{1}{N+1} \sum_{t=0}^{N} (y(t) - y_{\text{des}}(t))^2.
  \]

- **Small input.** The input should not be large. We measure the magnitude of the input by the quadratic function

  \[
  J_{\text{mag}} = \frac{1}{N+1} \sum_{t=0}^{N} u(t)^2.
  \]

- **Small input variations.** The input should not vary rapidly. We measure the magnitude of the input variations by the quadratic function

  \[
  J_{\text{der}} = \frac{1}{N-1} \sum_{t=0}^{N-1} (u(t+1) - u(t))^2.
  \]

By minimizing a weighted sum

\[
J_{\text{track}} + \delta J_{\text{der}} + \eta J_{\text{mag}},
\]

where \( \delta > 0 \) and \( \eta > 0 \), we can trade off the three objectives.

Now we consider a specific example, with \( N = 200 \), and impulse response

\[
h(t) = \frac{1}{9}(0.9)^t(1 - 0.4 \cos(2t)).
\]

Figure 6.6 shows the optimal input, and corresponding output (along with the desired trajectory \( y_{\text{des}} \)), for three values of the regularization parameters \( \delta \) and \( \eta \). The top row shows the optimal input and corresponding output for \( \delta = 0, \eta = 0.005 \). In this case we have some regularization for the magnitude of the input, but no regularization for its variation. While the tracking is good \( (i.e., \text{we have } J_{\text{track}} \text{ is small}) \), the input required is large, and rapidly varying. The second row corresponds to \( \delta = 0, \eta = 0.05 \). In this case we have more magnitude regularization, but still no regularization for variation in \( u \). The corresponding input is indeed smaller, at the cost of a larger tracking error. The bottom row shows the results for \( \delta = 0.3, \eta = 0.05 \). In this case we have added some regularization for the variation. The input variation is substantially reduced, with not much increase in output tracking error.

**\( \ell_1 \)-norm regularization**

Regularization with an \( \ell_1 \)-norm can be used as a heuristic for finding a sparse solution. For example, consider the problem

\[
\text{minimize } \|Ax - b\|_2 + \gamma \|x\|_1,
\]

(6.11)
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Figure 6.6 Optimal inputs (left) and resulting outputs (right) for three values of the regularization parameters $\delta$ (which corresponds to input variation) and $\eta$ (which corresponds to input magnitude). The dashed line in the righthand plots shows the desired output $y_{\text{des}}$. Top row: $\delta = 0, \eta = 0.005$; middle row: $\delta = 0, \eta = 0.05$; bottom row: $\delta = 0.3, \eta = 0.05$. 
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in which the residual is measured with the Euclidean norm and the regularization is done with an $\ell_1$-norm. By varying the parameter $\gamma$ we can sweep out the optimal trade-off curve between $\|Ax - b\|_2$ and $\|x\|_1$, which serves as an approximation of the optimal trade-off curve between $\|Ax - b\|_2$ and the sparsity or cardinality $\text{card}(x)$ of the vector $x$, i.e., the number of nonzero elements. The problem (6.11) can be recast and solved as an SOCP.

Example 6.4 Regressor selection problem. We are given a matrix $A \in \mathbb{R}^{m \times n}$, whose columns are potential regressors, and a vector $b \in \mathbb{R}^m$ that is to be fit by a linear combination of $k < n$ columns of $A$. The problem is to choose the subset of $k$ regressors to be used, and the associated coefficients. We can express this problem as

$$\begin{align*}
\text{minimize} & \quad \|Ax - b\|_2 \\
\text{subject to} & \quad \text{card}(x) \leq k.
\end{align*}$$

In general, this is a hard combinatorial problem. One straightforward approach is to check every possible sparsity pattern in $x$ with $k$ nonzero entries. For a fixed sparsity pattern, we can find the optimal $x$ by solving a least-squares problem, i.e., minimizing $\|\tilde{A}\tilde{x} - b\|_2$, where $\tilde{A}$ denotes the submatrix of $A$ obtained by keeping the columns corresponding to the sparsity pattern, and $\tilde{x}$ is the subvector with the nonzero components of $x$. This is done for each of the $n!/(k!(n-k)!)$ sparsity patterns with $k$ nonzeros.

A good heuristic approach is to solve the problem (6.11) for different values of $\gamma$, finding the smallest value of $\gamma$ that results in a solution with $\text{card}(x) = k$. We then fix this sparsity pattern and find the value of $x$ that minimizes $\|Ax - b\|_2$.

Figure 6.7 illustrates a numerical example with $A \in \mathbb{R}^{10 \times 20}$, $x \in \mathbb{R}^{20}$, $b \in \mathbb{R}^{10}$. The circles on the dashed curve are the (globally) Pareto optimal values for the trade-off between $\text{card}(x)$ (vertical axis) and the residual $\|Ax - b\|_2$ (horizontal axis). For each $k$, the Pareto optimal point was obtained by enumerating all possible sparsity patterns with $k$ nonzero entries, as described above. The circles on the solid curve were obtained with the heuristic approach, by using the sparsity patterns of the solutions of problem (6.11) for different values of $\gamma$. Note that for $\text{card}(x) = 1$, the heuristic method actually finds the global optimum.

This idea will come up again in basis pursuit (§6.5.4).

6.3.3 Reconstruction, smoothing, and de-noising

In this section we describe an important special case of the bi-criterion approximation problem described above, and give some examples showing how different regularization methods perform. In reconstruction problems, we start with a signal represented by a vector $x \in \mathbb{R}^n$. The coefficients $x_i$ correspond to the value of some function of time, evaluated (or sampled, in the language of signal processing) at evenly spaced points. It is usually assumed that the signal does not vary too rapidly, which means that usually, we have $x_i \approx x_{i+1}$. (In this section we consider signals in one dimension, e.g., audio signals, but the same ideas can be applied to signals in two or more dimensions, e.g., images or video.)
The signal $x$ is corrupted by an additive noise $v$:

$$x_{\text{cor}} = x + v.$$ 

The noise can be modeled in many different ways, but here we simply assume that it is unknown, small, and, unlike the signal, rapidly varying. The goal is to form an estimate $\hat{x}$ of the original signal $x$, given the corrupted signal $x_{\text{cor}}$. This process is called signal reconstruction (since we are trying to reconstruct the original signal from the corrupted version) or de-noising (since we are trying to remove the noise from the corrupted signal). Most reconstruction methods end up performing some sort of smoothing operation on $x_{\text{cor}}$ to produce $\hat{x}$, so the process is also called smoothing.

One simple formulation of the reconstruction problem is the bi-criterion problem

$$\text{minimize (w.r.t. } R^2\text{)} \quad (\|\hat{x} - x_{\text{cor}}\|_2, \phi(\hat{x})),$$

(6.12)

where $\hat{x}$ is the variable and $x_{\text{cor}}$ is a problem parameter. The function $\phi : R^n \rightarrow R$ is convex, and is called the regularization function or smoothing objective. It is meant to measure the roughness, or lack of smoothness, of the estimate $\hat{x}$. The reconstruction problem (6.12) seeks signals that are close (in $\ell_2$-norm) to the corrupted signal, and that are smooth, i.e., for which $\phi(\hat{x})$ is small. The reconstruction problem (6.12) is a convex bi-criterion problem. We can find the Pareto optimal points by scalarization, and solving a (scalar) convex optimization problem.
Quadratic smoothing

The simplest reconstruction method uses the quadratic smoothing function

$$\phi_{\text{quad}}(x) = \sum_{i=1}^{n-1} (x_{i+1} - x_i)^2 = \|Dx\|_2^2,$$

where $D \in \mathbb{R}^{(n-1) \times n}$ is the bidiagonal matrix

$$D = \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 & 0 & 0 \\ 0 & -1 & 1 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & -1 & 1 & 0 \\ 0 & 0 & 0 & \cdots & 0 & -1 & 1 \end{bmatrix}.$$

We can obtain the optimal trade-off between $\|\hat{x} - x_{\text{cor}}\|_2$ and $\|D\hat{x}\|_2$ by minimizing

$$\|\hat{x} - x_{\text{cor}}\|_2^2 + \delta \|D\hat{x}\|_2^2,$$

where $\delta > 0$ parametrizes the optimal trade-off curve. The solution of this quadratic problem,

$$\hat{x} = (I + \delta D^T D)^{-1} x_{\text{cor}},$$

can be computed very efficiently since $I + \delta D^T D$ is tridiagonal; see appendix C.

Quadratic smoothing example

Figure 6.8 shows a signal $x \in \mathbb{R}^{4000}$ (top) and the corrupted signal $x_{\text{cor}}$ (bottom). The optimal trade-off curve between the objectives $\|\hat{x} - x_{\text{cor}}\|_2$ and $\|D\hat{x}\|_2$ is shown in figure 6.9. The extreme point on the left of the trade-off curve corresponds to $\hat{x} = x_{\text{cor}}$, and has objective value $\|Dx_{\text{cor}}\|_2 = 4.4$. The extreme point on the right corresponds to $\hat{x} = 0$, for which $\|\hat{x} - x_{\text{cor}}\|_2 = \|x_{\text{cor}}\|_2 = 16.2$. Note the clear knee in the trade-off curve near $\|\hat{x} - x_{\text{cor}}\|_2 \approx 3$.

Figure 6.10 shows three smoothed signals on the optimal trade-off curve, corresponding to $\|\hat{x} - x_{\text{cor}}\|_2 = 8$ (top), 3 (middle), and 1 (bottom). Comparing the reconstructed signals with the original signal $x$, we see that the best reconstruction is obtained for $\|\hat{x} - x_{\text{cor}}\|_2 = 3$, which corresponds to the knee of the trade-off curve. For higher values of $\|\hat{x} - x_{\text{cor}}\|_2$, there is too much smoothing; for smaller values there is too little smoothing.

Total variation reconstruction

Simple quadratic smoothing works well as a reconstruction method when the original signal is very smooth, and the noise is rapidly varying. But any rapid variations in the original signal will, obviously, be attenuated or removed by quadratic smoothing. In this section we describe a reconstruction method that can remove much of the noise, while still preserving occasional rapid variations in the original signal. The method is based on the smoothing function

$$\phi_{\text{tv}}(\hat{x}) = \sum_{i=1}^{n-1} |\hat{x}_{i+1} - \hat{x}_i| = \|D\hat{x}\|_1,$$
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Figure 6.8 Top: the original signal \( x \in \mathbb{R}^{4000} \). Bottom: the corrupted signal \( x_{\text{cor}} \).

Figure 6.9 Optimal trade-off curve between \( \| D\hat{x} \|_2 \) and \( \| \hat{x} - x_{\text{cor}} \|_2 \). The curve has a clear knee near \( \| \hat{x} - x_{\text{cor}} \|_2 \approx 3 \).
Figure 6.10 Three smoothed or reconstructed signals \( \hat{x} \). The top one corresponds to \( \| \hat{x} - x_{\text{cor}} \|_2 = 8 \), the middle one to \( \| \hat{x} - x_{\text{cor}} \|_2 = 3 \), and the bottom one to \( \| \hat{x} - x_{\text{cor}} \|_2 = 1 \).

which is called the \textit{total variation} of \( x \in \mathbb{R}^n \). Like the quadratic smoothness measure \( \phi_{\text{quad}} \), the total variation function assigns large values to rapidly varying \( \hat{x} \). The total variation measure, however, assigns relatively less penalty to large values of \( |x_{i+1} - x_i| \).

\textbf{Total variation reconstruction example}

Figure 6.11 shows a signal \( x \in \mathbb{R}^{2000} \) (in the top plot), and the signal corrupted with noise \( x_{\text{cor}} \). The signal is mostly smooth, but has several rapid variations or jumps in value; the noise is rapidly varying.

We first use quadratic smoothing. Figure 6.12 shows three smoothed signals on the optimal trade-off curve between \( \| D\hat{x} \|_2 \) and \( \| \hat{x} - x_{\text{cor}} \|_2 \). In the first two signals, the rapid variations in the original signal are also smoothed. In the third signal the steep edges in the signal are better preserved, but there is still a significant amount of noise left.

Now we demonstrate total variation reconstruction. Figure 6.13 shows the optimal trade-off curve between \( \| D\hat{x} \|_1 \) and \( \| \hat{x} - x_{\text{cor}} \|_2 \). Figure 6.14 shows the reconstructed signals on the optimal trade-off curve, for \( \| D\hat{x} \|_1 = 5 \) (top), \( \| D\hat{x} \|_1 = 8 \) (middle), and \( \| D\hat{x} \|_1 = 10 \) (bottom). We observe that, unlike quadratic smoothing, total variation reconstruction preserves the sharp transitions in the signal.
Figure 6.11 A signal $x \in \mathbb{R}^{2000}$, and the corrupted signal $x_{\text{cor}} \in \mathbb{R}^{2000}$. The noise is rapidly varying, and the signal is mostly smooth, with a few rapid variations.
Figure 6.12 Three quadratically smoothed signals \( \hat{x} \). The top one corresponds to \( \| \hat{x} - x_{\text{cor}} \|_2 = 10 \), the middle one to \( \| \hat{x} - x_{\text{cor}} \|_2 = 7 \), and the bottom one to \( \| \hat{x} - x_{\text{cor}} \|_2 = 4 \). The top one greatly reduces the noise, but also excessively smooths out the rapid variations in the signal. The bottom smoothed signal does not give enough noise reduction, and still smooths out the rapid variations in the original signal. The middle smoothed signal gives the best compromise, but still smooths out the rapid variations.

Figure 6.13 Optimal trade-off curve between \( \| D\hat{x} \|_1 \) and \( \| \hat{x} - x_{\text{cor}} \|_2 \).
Figure 6.14 Three reconstructed signals $\hat{x}$, using total variation reconstruction. The top one corresponds to $\|D\hat{x}\|_1 = 5$, the middle one to $\|D\hat{x}\|_1 = 8$, and the bottom one to $\|D\hat{x}\|_1 = 10$. The bottom one does not give quite enough noise reduction, while the top one eliminates some of the slowly varying parts of the signal. Note that in total variation reconstruction, unlike quadratic smoothing, the sharp changes in the signal are preserved.
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6.4.1 Stochastic robust approximation

We consider an approximation problem with basic objective \( \|Ax-b\| \), but also wish to take into account some uncertainty or possible variation in the data matrix \( A \). (The same ideas can be extended to handle the case where there is uncertainty in both \( A \) and \( b \).) In this section we consider some statistical models for the variation in \( A \).

We assume that \( A \) is a random variable taking values in \( \mathbb{R}^{m \times n} \), with mean \( \bar{A} \), so we can describe \( A \) as:

\[
A = \bar{A} + U,
\]

where \( U \) is a random matrix with zero mean. Here, the constant matrix \( \bar{A} \) gives the average value of \( A \), and \( U \) describes its statistical variation.

It is natural to use the expected value of \( \|Ax-b\| \) as the objective:

\[
\min \mathbb{E} \|Ax-b\|.
\] (6.13)

We refer to this problem as the stochastic robust approximation problem. It is always a convex optimization problem, but usually not tractable since in most cases it is very difficult to evaluate the objective or its derivatives.

One simple case in which the stochastic robust approximation problem (6.13) can be solved occurs when \( A \) assumes only a finite number of values, i.e.,

\[
\text{prob}(A = A_i) = p_i, \quad i = 1, \ldots, k,
\]

where \( A_i \in \mathbb{R}^{m \times n} \), \( 1^T p = 1 \), \( p \succeq 0 \). In this case the problem (6.13) has the form

\[
\min \ p_1 \|A_1 x - b\| + \cdots + p_k \|A_k x - b\|,
\]

which is often called a sum-of-norms problem. It can be expressed as

\[
\begin{align*}
\min \ & p^T t \\
\text{subject to} \ & \|A_i x - b\| \leq t_i, \quad i = 1, \ldots, k,
\end{align*}
\]

where the variables are \( x \in \mathbb{R}^n \) and \( t \in \mathbb{R}^k \). If the norm is the Euclidean norm, this sum-of-norms problem is an SOCP. If the norm is the \( \ell_1 \)- or \( \ell_\infty \)-norm, the sum-of-norms problem can be expressed as an LP; see exercise 6.8.

Some variations on the stochastic robust approximation problem (6.13) are tractable. As an example, consider the stochastic robust least-squares problem

\[
\min \mathbb{E} \|Ax-b\|_2^2,
\]

where the norm is the Euclidean norm. We can express the objective as

\[
\mathbb{E} \|Ax-b\|_2^2 = \mathbb{E}(\bar{A}x - b + Ux)^T (\bar{A}x - b + Ux)
= (\bar{A}x - b)^T (\bar{A}x - b) + \mathbb{E}x^T U^TUx
= \|\bar{A}x - b\|_2^2 + x^T Px,
\]

where \( P \) is a matrix.
where \( P = \mathbf{E} U^T U \). Therefore the stochastic robust approximation problem has the form of a regularized least-squares problem

\[
\minimize \| \bar{A} x - b \|_2^2 + \| P^{1/2} x \|_2^2,
\]

with solution

\[
x = (\bar{A}^T \bar{A} + P)^{-1} \bar{A}^T b.
\]

This makes perfect sense: when the matrix \( A \) is subject to variation, the vector \( Ax \) will have more variation the larger \( x \) is, and Jensen’s inequality tells us that variation in \( Ax \) will increase the average value of \( \| Ax - b \|_2 \). So we need to balance making \( \bar{A} x - b \) small with the desire for a small \( x \) (to keep the variation in \( Ax \) small), which is the essential idea of regularization.

This observation gives us another interpretation of the Tikhonov regularized least-squares problem (6.10), as a robust least-squares problem, taking into account possible variation in the matrix \( A \). The solution of the Tikhonov regularized least-squares problem (6.10) minimizes \( \mathbf{E} \| (A + U) x - b \|_2^2 \), where \( U_{ij} \) are zero mean, uncorrelated random variables, with variance \( \delta/m \) (and here, \( A \) is deterministic).

### 6.4.2 Worst-case robust approximation

It is also possible to model the variation in the matrix \( A \) using a set-based, worst-case approach. We describe the uncertainty by a set of possible values for \( A \):

\[
A \in \mathcal{A} \subseteq \mathbb{R}^{m \times n},
\]

which we assume is nonempty and bounded. We define the associated worst-case error of a candidate approximate solution \( x \in \mathbb{R}^n \) as

\[
e_{wc}(x) = \sup \{ \| Ax - b \| : A \in \mathcal{A} \},
\]

which is always a convex function of \( x \). The (worst-case) robust approximation problem is to minimize the worst-case error:

\[
\minimize e_{wc}(x) = \sup \{ \| Ax - b \| : A \in \mathcal{A} \}, \tag{6.14}
\]

where the variable is \( x \), and the problem data are \( b \) and the set \( \mathcal{A} \). When \( \mathcal{A} \) is the singleton \( \mathcal{A} = \{ A \} \), the robust approximation problem (6.14) reduces to the basic norm approximation problem (6.1). The robust approximation problem is always a convex optimization problem, but its tractability depends on the norm used and the description of the uncertainty set \( \mathcal{A} \).

**Example 6.5 Comparison of stochastic and worst-case robust approximation.** To illustrate the difference between the stochastic and worst-case formulations of the robust approximation problem, we consider the least-squares problem

\[
\minimize \| A(u) x - b \|_2^2,
\]

where \( u \in \mathbb{R} \) is an uncertain parameter and \( A(u) = A_0 + u A_1 \). We consider a specific instance of the problem, with \( A(u) \in \mathbb{R}^{20 \times 10}, \| A_0 \| = 10, \| A_1 \| = 1, \) and \( u \)
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Figure 6.15 The residual $r(u) = \|A(u)x - b\|_2$ as a function of the uncertain parameter $u$ for three approximate solutions $x$: (1) the nominal least-squares solution $x_{nom}$; (2) the solution of the stochastic robust approximation problem $x_{stoch}$ (assuming $u$ is uniformly distributed on $[-1,1]$); and (3) the solution of the worst-case robust approximation problem $x_{wc}$, assuming the parameter $u$ lies in the interval $[-1,1]$. The nominal solution achieves the smallest residual when $u = 0$, but gives much larger residuals as $u$ approaches $-1$ or $1$. The worst-case solution has a larger residual when $u = 0$, but its residuals do not rise much as the parameter $u$ varies over the interval $[-1,1]$. (So, roughly speaking, the variation in the matrix $A$ is around $\pm 10\%$.)

We find three approximate solutions:

- **Nominal optimal.** The optimal solution $x_{nom}$ is found, assuming $A(u)$ has its nominal value $A_0$.
- **Stochastic robust approximation.** We find $x_{stoch}$, which minimizes $E \|A(u)x - b\|_2^2$, assuming the parameter $u$ is uniformly distributed on $[-1,1]$.
- **Worst-case robust approximation.** We find $x_{wc}$, which minimizes

$$\sup_{-1 \leq u \leq 1} \|A(u)x - b\|_2 = \max\{\|(A_0 - A_1)x - b\|_2, \|(A_0 + A_1)x - b\|_2\}.$$  

For each of these three values of $x$, we plot the residual $r(u) = \|A(u)x - b\|_2$ as a function of the uncertain parameter $u$, in figure 6.15. These plots show how sensitive an approximate solution can be to variation in the parameter $u$. The nominal solution achieves the smallest residual when $u = 0$, but is quite sensitive to parameter variation: it gives much larger residuals as $u$ deviates from 0, and approaches $-1$ or $1$. The worst-case solution has a larger residual when $u = 0$, but its residuals do not rise much as $u$ varies over the interval $[-1,1]$. The stochastic robust approximate solution is in between.
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The robust approximation problem (6.14) arises in many contexts and applications. In an estimation setting, the set \( \mathcal{A} \) gives our uncertainty in the linear relation between the vector to be estimated and our measurement vector. Sometimes the noise term \( v \) in the model \( y = Ax + v \) is called additive noise or additive error, since it is added to the ‘ideal’ measurement \( Ax \). In contrast, the variation in \( A \) is called multiplicative error, since it multiplies the variable \( x \).

In an optimal design setting, the variation can represent uncertainty (arising in manufacture, say) of the linear equations that relate the design variables \( x \) to the results vector \( Ax \). The robust approximation problem (6.14) is then interpreted as the robust design problem: find design variables \( x \) that minimize the worst possible mismatch between \( Ax \) and \( b \), over all possible values of \( A \).

**Finite set**

Here we have \( \mathcal{A} = \{ A_1, \ldots, A_k \} \), and the robust approximation problem is

\[
\text{minimize } \max_{i=1,\ldots,k} \| A_i x - b \|.
\]

This problem is equivalent to the robust approximation problem with the polyhedral set \( \mathcal{A} = \text{conv}\{A_1, \ldots, A_k\} \):

\[
\text{minimize } \sup \{ \| Ax - b \| \mid A \in \text{conv}\{A_1, \ldots, A_k\} \}.
\]

We can cast the problem in epigraph form as

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad \| A_i x - b \| \leq t, \quad i = 1, \ldots, k,
\end{align*}
\]

which can be solved in a variety of ways, depending on the norm used. If the norm is the Euclidean norm, this is an SOCP. If the norm is the \( \ell_1 \)- or \( \ell_\infty \)-norm, we can express it as an LP.

**Norm bound error**

Here the uncertainty set \( \mathcal{A} \) is a norm ball, \( \mathcal{A} = \{ \bar{A} + U \mid \| U \| \leq a \} \), where \( \| \cdot \| \) is a norm on \( \mathbb{R}^{m \times n} \). In this case we have

\[
e_{wc}(x) = \sup \{ \| \bar{A} x - b + U x \| \mid \| U \| \leq a \},
\]

which must be carefully interpreted since the first norm appearing is on \( \mathbb{R}^m \) (and is used to measure the size of the residual) and the second one appearing is on \( \mathbb{R}^{m \times n} \) (used to define the norm ball \( \mathcal{A} \)).

This expression for \( e_{wc}(x) \) can be simplified in several cases. As an example, let us take the Euclidean norm on \( \mathbb{R}^n \) and the associated induced norm on \( \mathbb{R}^{m \times n} \), i.e., the maximum singular value. If \( \bar{A} x - b \neq 0 \) and \( x \neq 0 \), the supremum in the expression for \( e_{wc}(x) \) is attained for \( U = auv^T \), with

\[
\begin{align*}
\bar{A} x - b & = \| \bar{A} x - b \|_2 u, \\
v & = \frac{x}{\| x \|_2},
\end{align*}
\]

and the resulting worst-case error is

\[
e_{wc}(x) = \| \bar{A} x - b \|_2 + a \| x \|_2.
\]
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It is easily verified that this expression is also valid if \( x \) or \( \bar{A}x - b \) is zero.) The robust approximation problem (6.14) then becomes

\[
\min \| \bar{A}x - b \|_2 + a \| x \|_2,
\]

which is a regularized norm problem, solvable as the SOCP

\[
\begin{align*}
\min & \quad t_1 + at_2 \\
\text{subject to} & \quad \| \bar{A}x - b \|_2 \leq t_1, \quad \| x \|_2 \leq t_2.
\end{align*}
\]

Since the solution of this problem is the same as the solution of the regularized least-squares problem

\[
\min \| \bar{A}x - b \|_2^2 + \delta \| x \|_2^2
\]

for some value of the regularization parameter \( \delta \), we have another interpretation of the regularized least-squares problem as a worst-case robust approximation problem.

**Uncertainty ellipsoids**

We can also describe the variation in \( A \) by giving an ellipsoid of possible values for each row:

\[
\bar{A} = \{ [a_1 \cdots a_m]^T \mid a_i \in \mathcal{E}_i, \ i = 1, \ldots, m \},
\]

where

\[
\mathcal{E}_i = \{ \bar{a}_i + P_i u \mid \| u \|_2 \leq 1 \}.
\]

The matrix \( P_i \in \mathbb{R}^{n \times n} \) describes the variation in \( a_i \). We allow \( P_i \) to have a nontrivial nullspace, in order to model the situation when the variation in \( a_i \) is restricted to a subspace. As an extreme case, we take \( P_i = 0 \) if there is no uncertainty in \( a_i \).

With this ellipsoidal uncertainty description, we can give an explicit expression for the worst-case magnitude of each residual:

\[
\sup_{a_i \in \mathcal{E}_i} |a_i^T x - b_i| = \sup \{ |\bar{a}_i^T x - b_i + (P_i u)^T x| \mid \| u \|_2 \leq 1 \}
\]

\[
= |\bar{a}_i^T x - b_i| + \| P_i^T x \|_2.
\]

Using this result we can solve several robust approximation problems. For example, the robust \( \ell_2 \)-norm approximation problem

\[
\min e_{wc}(x) = \sup \{ \| A x - b \|_2 \mid a_i \in \mathcal{E}_i, \ i = 1, \ldots, m \}
\]

can be reduced to an SOCP, as follows. An explicit expression for the worst-case error is given by

\[
e_{wc}(x) = \left( \sum_{i=1}^m \left( \sup_{a_i \in \mathcal{E}_i} |\bar{a}_i^T x - b_i| \right)^2 \right)^{1/2} = \left( \sum_{i=1}^m (|\bar{a}_i^T x - b_i| + \| P_i^T x \|_2)^2 \right)^{1/2}.\]

To minimize \( e_{wc}(x) \) we can solve

\[
\begin{align*}
\min & \quad \| t \|_2 \\
\text{subject to} & \quad |\bar{a}_i^T x - b_i| + \| P_i^T x \|_2 \leq t_i, \quad i = 1, \ldots, m,
\end{align*}
\]
where we introduced new variables $t_1, \ldots, t_m$. This problem can be formulated as

\[
\begin{align*}
\text{minimize} & \quad \|t\|_2 \\
\text{subject to} & \quad a_i^T x - b_i + \|P_i^T x\|_2 \leq t_i, \quad i = 1, \ldots, m \\
& \quad -a_i^T x + b_i + \|P_i^T x\|_2 \leq t_i, \quad i = 1, \ldots, m,
\end{align*}
\]

which becomes an SOCP when put in epigraph form.

**Norm bounded error with linear structure**

As a generalization of the norm bound description $A = \{ \tilde{A} + U \mid \|U\| \leq a \}$, we can define $A$ as the image of a norm ball under an affine transformation:

\[
A = \{ \tilde{A} + u_1 A_1 + u_2 A_2 + \cdots + u_p A_p \mid \|u\| \leq 1 \},
\]

where $\| \cdot \|$ is a norm on $\mathbb{R}^p$, and the $p+1$ matrices $\tilde{A}, A_1, \ldots, A_p \in \mathbb{R}^{m \times n}$ are given. The worst-case error can be expressed as

\[
e_{wc}(x) = \sup_{\|u\| \leq 1} \|P(x)u + q(x)\|, \]

where $P$ and $q$ are defined as

\[
P(x) = \begin{bmatrix} A_1 x & A_2 x & \cdots & A_p x \end{bmatrix} \in \mathbb{R}^{m \times p}, \quad q(x) = \tilde{A} x - b \in \mathbb{R}^m.
\]

As a first example, we consider the robust Chebyshev approximation problem

\[
\begin{align*}
\text{minimize} & \quad e_{wc}(x) = \sup_{\|u\| \leq 1} \|P(x)u + q(x)\|_\infty \\
\text{subject to} & \quad -y_0 \preceq \tilde{A} x - b \preceq y_0 \\
& \quad -y_k \preceq A_k x \preceq y_k, \quad k = 1, \ldots, p \\
& \quad y_0 + \sum_{k=1}^p y_k \preceq t \mathbf{1},
\end{align*}
\]

with variables $x \in \mathbb{R}^n$, $y_k \in \mathbb{R}^m$, $t \in \mathbb{R}$.

As another example, we consider the robust least-squares problem

\[
\begin{align*}
\text{minimize} & \quad e_{wc}(x) = \sup_{\|u\|_2 \leq 1} \|P(x)u + q(x)\|_2 \\
\end{align*}
\]
Here we use Lagrange duality to evaluate $e_{wc}$. The worst-case error $e_{wc}(x)$ is the square root of the optimal value of the (nonconvex) quadratic optimization problem

$$\begin{align*}
\text{maximize} & \quad \|P(x)u + q(x)\|^2_2 \\
\text{subject to} & \quad u^T u \leq 1,
\end{align*}$$

with $u$ as variable. The Lagrange dual of this problem can be expressed as the SDP

$$\begin{align*}
\text{minimize} & \quad t + \lambda \\
\text{subject to} & \quad \begin{bmatrix} I & P(x) & q(x) \\ P(x)^T & \lambda I & 0 \\ q(x)^T & 0 & t \end{bmatrix} \succeq 0
\end{align*} \tag{6.15}$$

with variables $t, \lambda \in \mathbb{R}$. Moreover, as mentioned in §5.2 and §B.1 (and proved in §B.4), strong duality holds for this pair of primal and dual problems. In other words, for fixed $x$, we can compute $e_{wc}(x)^2$ by solving the SDP (6.15) with variables $t$ and $\lambda$. Optimizing jointly over $t$, $\lambda$, and $x$ is equivalent to minimizing $e_{wc}(x)^2$. We conclude that the robust least-squares problem is equivalent to the SDP (6.15) with $x, \lambda, t$ as variables.

**Example 6.6** Comparison of worst-case robust, Tikhonov regularized, and nominal least-squares solutions. We consider an instance of the robust approximation problem

$$\begin{align*}
\text{minimize} & \quad \sup_{\|u\|_2 \leq 1} \|\tilde{A} + u_1A_1 + u_2A_2\|_2 \\
\text{subject to} & \quad (\tilde{A} + u_1A_1 + u_2A_2)x - b\|_2,
\end{align*} \tag{6.16}$$

with dimensions $m = 50$, $n = 20$. The matrix $\tilde{A}$ has norm 10, and the two matrices $A_1$ and $A_2$ have norm 1, so the variation in the matrix $A$ is, roughly speaking, around 10%. The uncertainty parameters $u_1$ and $u_2$ lie in the unit disk in $\mathbb{R}^2$.

We compute the optimal solution of the robust least-squares problem (6.16) $x_{rls}$, as well as the solution of the nominal least-squares problem $x_{ls}$ (i.e., assuming $u = 0$), and also the Tikhonov regularized solution $x_{tik}$, with $\delta = 1$.

To illustrate the sensitivity of each of these approximate solutions to the parameter $u$, we generate $10^3$ parameter vectors, uniformly distributed on the unit disk, and evaluate the residual

$$\|\tilde{A} + u_1A_1 + u_2A_2\|_2$$

for each parameter value. The distributions of the residuals are shown in figure 6.16.

We can make several observations. First, the residuals of the nominal least-squares solution are widely spread, from a smallest value around 0.52 to a largest value around 4.9. In particular, the least-squares solution is very sensitive to parameter variation. In contrast, both the robust least-squares and Tikhonov regularized solutions exhibit far smaller variation in residual as the uncertainty parameter varies over the unit disk. The robust least-squares solution, for example, achieves a residual between 2.0 and 2.6 for all parameters in the unit disk.

### 6.5 Function fitting and interpolation

In function fitting problems, we select a member of a finite-dimensional subspace of functions that best fits some given data or requirements. For simplicity we
Figure 6.16 Distribution of the residuals for the three solutions of a least-squares problem (6.16): $x_{ls}$, the least-squares solution assuming $u = 0$; $x_{tik}$, the Tikhonov regularized solution with $\delta = 1$; and $x_{rls}$, the robust least-squares solution. The histograms were obtained by generating $10^5$ values of the uncertain parameter vector $u$ from a uniform distribution on the unit disk in $\mathbb{R}^2$. The bins have width 0.1.
consider real-valued functions; the ideas are readily extended to handle vector-valued functions as well.

### 6.5.1 Function families

We consider a family of functions $f_1, \ldots, f_n : \mathbb{R}^k \to \mathbb{R}$, with common domain $\text{dom} f_i = D$. With each $x \in \mathbb{R}^n$ we associate the function $f : \mathbb{R}^k \to \mathbb{R}$ given by

$$f(u) = x_1 f_1(u) + \cdots + x_n f_n(u) \quad (6.17)$$

with $\text{dom} f = D$. The family $\{f_1, \ldots, f_n\}$ is sometimes called the set of basis functions (for the fitting problem) even when the functions are not independent. The vector $x \in \mathbb{R}^n$, which parametrizes the subspace of functions, is our optimization variable, and is sometimes called the coefficient vector. The basis functions generate a subspace $\mathcal{F}$ of functions on $D$.

In many applications the basis functions are specially chosen, using prior knowledge or experience, in order to reasonably model functions of interest with the finite-dimensional subspace of functions. In other cases, more generic function families are used. We describe a few of these below.

#### Polynomials

One common subspace of functions on $\mathbb{R}$ consists of polynomials of degree less than $n$. The simplest basis consists of the powers, i.e., $f_i(t) = t^{i-1}$, $i = 1, \ldots, n$.

In many applications, the same subspace is described using a different basis, for example, a set of polynomials $f_1, \ldots, f_n$, of degree less than $n$, that are orthonormal with respect to some positive function (or measure) $\phi : \mathbb{R}^n \to \mathbb{R}_+$, i.e.,

$$\int f_i(t)f_j(t)\phi(t)\,dt = \begin{cases} 1 & i = j \\ 0 & i \neq j. \end{cases}$$

Another common basis for polynomials is the Lagrange basis $f_1, \ldots, f_n$ associated with distinct points $t_1, \ldots, t_n$, which satisfy

$$f_i(t_j) = \begin{cases} 1 & i = j \\ 0 & i \neq j. \end{cases}$$

We can also consider polynomials on $\mathbb{R}^k$, with a maximum total degree, or a maximum degree for each variable.

As a related example, we have trigonometric polynomials of degree less than $n$, with basis

$$\sin kt, \quad k = 1, \ldots, n - 1, \quad \cos kt, \quad k = 0, \ldots, n - 1.$$ 

#### Piecewise-linear functions

We start with a triangularization of the domain $D$, which means the following. We have a set of mesh or grid points $g_1, \ldots, g_n \in \mathbb{R}^k$, and a partition of $D$ into a set of simplexes:

$$D = S_1 \cup \cdots \cup S_m, \quad \text{int}(S_i \cap S_j) = \emptyset \text{ for } i \neq j.$$
Each simplex is the convex hull of $k + 1$ grid points, and we require that each grid point is a vertex of any simplex it lies in.

Given a triangularization, we can construct a piecewise-linear (or more precisely, piecewise-affine) function $f$ by assigning function values $f(g_i) = x_i$ to the grid points, and then extending the function affinely on each simplex. The function $f$ can be expressed as (6.17) where the basis functions $f_i$ are affine on each simplex and are defined by the conditions

$$f_i(g_j) = \begin{cases} 1 & i = j \\ 0 & i \neq j. \end{cases}$$

By construction, such a function is continuous.

Figure 6.17 shows an example for $k = 2$.

**Piecewise polynomials and splines**

The idea of piecewise-affine functions on a triangulated domain is readily extended to piecewise polynomials and other functions.

Piecewise polynomials are defined as polynomials (of some maximum degree) on each simplex of the triangulation, which are continuous, i.e., the polynomials agree at the boundaries between simplexes. By further restricting the piecewise polynomials to have continuous derivatives up to a certain order, we can define various classes of spline functions. Figure 6.18 shows an example of a cubic spline, i.e., a piecewise polynomial of degree 3 on $\mathbf{R}$, with continuous first and second derivatives.
A cubic spline is a piecewise polynomial, with continuous first and second derivatives. In this example, the cubic spline $f$ is formed from the three cubic polynomials $p_1$ (on $[u_0, u_1]$), $p_2$ (on $[u_1, u_2]$), and $p_3$ (on $[u_2, u_3]$). Adjacent polynomials have the same function value, and equal first and second derivatives, at the boundary points $u_1$ and $u_2$. In this example, the dimension of the family of functions is $n = 6$, since we have 12 polynomial coefficients (4 per cubic polynomial), and 6 equality constraints (3 each at $u_1$ and $u_2$).
6.5.2 Constraints

In this section we describe some constraints that can be imposed on the function \( f \), and therefore, on the variable \( x \in \mathbb{R}^n \).

**Function value interpolation and inequalities**

Let \( v \) be a point in \( D \). The value of \( f \) at \( v \),

\[
f(v) = \sum_{i=1}^{n} x_i f_i(v),
\]

is a linear function of \( x \). Therefore interpolation conditions

\[
f(v_j) = z_j, \quad j = 1, \ldots, m,
\]

which require the function \( f \) to have the values \( z_j \in \mathbb{R} \) at specified points \( v_j \in D \), form a set of linear equalities in \( x \). More generally, inequalities on the function value at a given point, as in \( l \leq f(v) \leq u \), are linear inequalities on the variable \( x \).

There are many other interesting convex constraints on \( f \) (hence, \( x \)) that involve the function values at a finite set of points \( v_1, \ldots, v_N \). For example, the Lipschitz constraint

\[
|f(v_j) - f(v_k)| \leq L \|v_j - v_k\|, \quad j, k = 1, \ldots, m,
\]

forms a set of linear inequalities in \( x \).

We can also impose inequalities on the function values at an infinite number of points. As an example, consider the nonnegativity constraint

\[
f(u) \geq 0 \quad \text{for all} \quad u \in D.
\]

This is a convex constraint on \( x \) (since it is the intersection of an infinite number of halfspaces), but may not lead to a tractable problem except in special cases that exploit the particular structure of the functions. One simple example occurs when the functions are piecewise-linear. In this case, if the function values are nonnegative at the grid points, the function is nonnegative everywhere, so we obtain a simple (finite) set of linear inequalities.

As a less trivial example, consider the case when the functions are polynomials on \( \mathbb{R} \), with even maximum degree \( 2k \) (i.e., \( n = 2k + 1 \)), and \( D = \mathbb{R} \). As shown in exercise 2.37, page 65, the nonnegativity constraint

\[
p(u) = x_1 + x_2 u + \cdots + x_{2k+1} u^{2k} \geq 0 \quad \text{for all} \quad u \in \mathbb{R},
\]

is equivalent to

\[
x_i = \sum_{m+n=i+1} Y_{mn}, \quad i = 1, \ldots, 2k+1, \quad Y \succeq 0,
\]

where \( Y \in S^{k+1} \) is an auxiliary variable.
Derivative constraints

Suppose the basis functions $f_i$ are differentiable at a point $v \in D$. The gradient
\[ \nabla f(v) = \sum_{i=1}^{n} x_i \nabla f_i(v), \]
is a linear function of $x$, so interpolation conditions on the derivative of $f$ at $v$ reduce to linear equality constraints on $x$. Requiring that the norm of the gradient at $v$ not exceed a given limit,
\[ \| \nabla f(v) \| = \left\| \sum_{i=1}^{n} x_i \nabla f_i(v) \right\| \leq M, \]
is a convex constraint on $x$. The same idea extends to higher derivatives. For example, if $f$ is twice differentiable at $v$, the requirement that
\[ lI \preceq \nabla^2 f(v) \preceq uI \]
is a linear matrix inequality in $x$, hence convex.

We can also impose constraints on the derivatives at an infinite number of points. For example, we can require that $f$ is monotone:
\[ f(u) \geq f(v) \text{ for all } u, v \in D, u \succeq v. \]
This is a convex constraint in $x$, but may not lead to a tractable problem except in special cases. When $f$ is piecewise affine, for example, the monotonicity constraint is equivalent to the condition $\nabla f(v) \succeq 0$ inside each of the simplexes. Since the gradient is a linear function of the grid point values, this leads to a simple (finite) set of linear inequalities.

As another example, we can require that the function be convex, i.e., satisfy
\[ f((u+v)/2) \leq (f(u) + f(v))/2 \text{ for all } u, v \in D \]
(which is enough to ensure convexity when $f$ is continuous). This is a convex constraint, which has a tractable representation in some cases. One obvious example is when $f$ is quadratic, in which case the convexity constraint reduces to the requirement that the quadratic part of $f$ be nonnegative, which is an LMI. Another example in which a convexity constraint leads to a tractable problem is described in more detail in §6.5.5.

Integral constraints

Any linear functional $\mathcal{L}$ on the subspace of functions can be expressed as a linear function of $x$, i.e., we have $\mathcal{L}(f) = c^T x$. Evaluation of $f$ (or a derivative) at a point is just a special case. As another example, the linear functional
\[ \mathcal{L}(f) = \int_D \phi(u) f(u) \, du, \]
where \( \phi : \mathbb{R}^k \rightarrow \mathbb{R} \), can be expressed as \( \mathcal{L}(f) = c^T x \), where

\[
c_i = \int_D \phi(u) f_i(u) \, du.
\]

Thus, a constraint of the form \( \mathcal{L}(f) = a \) is a linear equality constraint on \( x \). One example of such a constraint is the moment constraint

\[
\int_D t^m f(t) \, dt = a
\]

(where \( f : \mathbb{R} \rightarrow \mathbb{R} \)).

### 6.5.3 Fitting and interpolation problems

#### Minimum norm function fitting

In a fitting problem, we are given data \( (u_1, y_1), \ldots, (u_m, y_m) \) with \( u_i \in D \) and \( y_i \in \mathbb{R} \), and seek a function \( f \in \mathcal{F} \) that matches this data as closely as possible. For example in least-squares fitting we consider the problem

\[
\text{minimize } \sum_{i=1}^m (f(u_i) - y_i)^2,
\]

which is a simple least-squares problem in the variable \( x \). We can add a variety of constraints, for example linear inequalities that must be satisfied by \( f \) at various points, constraints on the derivatives of \( f \), monotonicity constraints, or moment constraints.

#### Example 6.7 Polynomial fitting

We are given data \( u_1, \ldots, u_m \in \mathbb{R} \) and \( v_1, \ldots, v_m \in \mathbb{R} \), and hope to approximately fit a polynomial of the form

\[
p(u) = x_1 + x_2 u + \cdots + x_n u^{n-1}
\]

to the data. For each \( x \) we form the vector of errors,

\[
e = (p(u_1) - v_1, \ldots, p(u_m) - v_m).
\]

To find the polynomial that minimizes the norm of the error, we solve the norm approximation problem

\[
\text{minimize } \|e\| = ||Ax - v||
\]

with variable \( x \in \mathbb{R}^n \), where \( A_{ij} = u_i^{j-1}, i = 1, \ldots, m, j = 1, \ldots, n \).

Figure 6.19 shows an example with \( m = 40 \) data points and \( n = 6 \) (i.e., polynomials of maximum degree 5), for the \( \ell_2 \) and \( \ell_\infty \)-norms.
Figure 6.19 Two polynomials of degree 5 that approximate the 40 data points shown as circles. The polynomial shown as a solid line minimizes the $\ell_2$-norm of the error; the polynomial shown as a dashed line minimizes the $\ell_\infty$-norm.

Figure 6.20 Two cubic splines that approximate the 40 data points shown as circles (which are the same as the data in figure 6.19). The spline shown as a solid line minimizes the $\ell_2$-norm of the error; the spline shown as a dashed line minimizes the $\ell_\infty$-norm. As in the polynomial approximation shown in figure 6.19, the dimension of the subspace of fitting functions is 6.
Example 6.8 Spline fitting. Figure 6.20 shows the same data as in example 6.7, and two optimal fits with cubic splines. The interval $[-1, 1]$ is divided into three equal intervals, and we consider piecewise polynomials, with maximum degree 3, with continuous first and second derivatives. The dimension of this subspace of functions is 6, the same as the dimension of polynomials with maximum degree 5, considered in example 6.7.

In the simplest forms of function fitting, we have $m \gg n$, i.e., the number of data points is much larger than the dimension of the subspace of functions. Smoothing is accomplished automatically, since all members of the subspace are smooth.

Least-norm interpolation

In another variation of function fitting, we have fewer data points than the dimension of the subspace of functions. In the simplest case, we require that the function we choose must satisfy the interpolation conditions

$$f(u_i) = y_i, \quad i = 1, \ldots, m,$$

which are linear equality constraints on $x$. Among the functions that satisfy these interpolation conditions, we might seek one that is smoothest, or smallest. These lead to least-norm problems.

In the most general function fitting problem, we can optimize an objective (such as some measure of the error $e$), subject to a variety of convex constraints that represent our prior knowledge of the underlying function.

Interpolation, extrapolation, and bounding

By evaluating the optimal function fit $\hat{f}$ at a point $v$ not in the original data set, we obtain a guess of what the value of the underlying function is, at the point $v$. This is called interpolation when $v$ is between or near the given data points (e.g., $v \in \text{conv}\{v_1, \ldots, v_m\}$), and extrapolation otherwise.

We can also produce an interval in which the value $f(v)$ can lie, by maximizing and minimizing (the linear function) $f(v)$, subject to the constraints. We can use the function fit to help identify faulty data or outliers. Here we might use, for example, an $\ell_1$-norm fit, and look for data points with large errors.

6.5.4 Sparse descriptions and basis pursuit

In basis pursuit, there is a very large number of basis functions, and the goal is to find a good fit of the given data as a linear combination of a small number of the basis functions. (In this context the function family is linearly dependent, and is sometimes referred to as an over-complete basis or dictionary.) This is called basis pursuit since we are selecting a much smaller basis, from the given over-complete basis, to model the data.
Thus we seek a function $f \in \mathcal{F}$ that fits the data well,

$$f(u_i) \approx y_i, \quad i = 1, \ldots, m,$$

with a sparse coefficient vector $x$, i.e., $\text{card}(x)$ small. In this case we refer to

$$f = x_1f_1 + \cdots + x_nf_n = \sum_{i \in \mathcal{B}} x_if_i,$$

where $\mathcal{B} = \{i \mid x_i \neq 0\}$ is the set of indices of the chosen basis elements, as a sparse description of the data. Mathematically, basis pursuit is the same as the regressor selection problem (see §6.4), but the interpretation (and scale) of the optimization problem are different.

Sparse descriptions and basis pursuit have many uses. They can be used for de-noising or smoothing, or data compression for efficient transmission or storage of a signal. In data compression, the sender and receiver both know the dictionary, or basis elements. To send a signal to the receiver, the sender first finds a sparse representation of the signal, and then sends to the receiver only the nonzero coefficients (to some precision). Using these coefficients, the receiver can reconstruct (an approximation of) the original signal.

One common approach to basis pursuit is the same as the method for regressor selection described in §6.4, and based on $\ell_1$-norm regularization as a heuristic for finding sparse descriptions. We first solve the convex problem

$$\min \sum_{i=1}^{m}(f(u_i) - y_i)^2 + \gamma \|x\|_1, \quad (6.18)$$

where $\gamma > 0$ is a parameter used to trade off the quality of the fit to the data, and the sparsity of the coefficient vector. The solution of this problem can be used directly, or followed by a refinement step, in which the best fit is found, using the sparsity pattern of the solution of (6.18). In other words, we first solve (6.18), to obtain $\hat{x}$. We then set $\mathcal{B} = \{i \mid \hat{x}_i \neq 0\}$, i.e., the set of indices corresponding to nonzero coefficients. Then we solve the least-squares problem

$$\min \sum_{i=1}^{m}(f(u_i) - y_i)^2$$

with variables $x_i$, $i \in \mathcal{B}$, and $x_i = 0$ for $i \notin \mathcal{B}$.

In basis pursuit and sparse description applications it is not uncommon to have a very large dictionary, with $n$ on the order of $10^4$ or much more. To be effective, algorithms for solving (6.18) must exploit problem structure, which derives from the structure of the dictionary signals.

**Time-frequency analysis via basis pursuit**

In this section we illustrate basis pursuit and sparse representation with a simple example. We consider functions (or signals) on $\mathbb{R}$, with the range of interest $[0, 1]$. We think of the independent variable as time, so we use $t$ (instead of $u$) to denote it.

We first describe the basis functions in the dictionary. Each basis function is a Gaussian sinusoidal pulse, or Gabor function, with form

$$e^{-(t-\tau)^2/\sigma^2} \cos(\omega t + \phi),$$
where $\sigma > 0$ gives the width of the pulse, $\tau$ is the time of (the center of) the pulse, $\omega \geq 0$ is the frequency, and $\phi$ is the phase angle. All of the basis functions have width $\sigma = 0.05$. The pulse times and frequencies are

$$\tau = 0.002k, \quad k = 0, \ldots, 500, \quad \omega = 5k, \quad k = 0, \ldots, 30.$$  

For each time $\tau$, there is one basis element with frequency zero (and phase $\phi = 0$), and 2 basis elements (cosine and sine, i.e., phase $\phi = 0$ and $\phi = \pi/2$) for each of 30 remaining frequencies, so all together there are $501 \times 61 = 30561$ basis elements. The basis elements are naturally indexed by time, frequency, and phase (cosine or sine), so we denote them as

$$f_{\tau,\omega,c}, \quad \tau = 0, 0.002, \ldots, 1, \quad \omega = 0, 5, \ldots, 150,$$

$$f_{\tau,\omega,s}, \quad \tau = 0, 0.002, \ldots, 1, \quad \omega = 5, \ldots, 150.$$  

Three of these basis functions (all with time $\tau = 0.5$) are shown in figure 6.21.

Basis pursuit with this dictionary can be thought of as a time-frequency analysis of the data. If a basis element $f_{\tau,\omega,c}$ or $f_{\tau,\omega,s}$ appears in the sparse representation of a signal (i.e., with a nonzero coefficient), we can interpret this as meaning that the data contains the frequency $\omega$ at time $\tau$.

We will use basis pursuit to find a sparse approximation of the signal

$$y(t) = a(t) \sin \theta(t)$$  

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{basis_elements.png}
\caption{Three of the basis elements in the dictionary, all with center time $\tau = 0.5$ and cosine phase. The top signal has frequency $\omega = 0$, the middle one has frequency $\omega = 75$, and the bottom one has frequency $\omega = 150$.}
\end{figure}
where
\[ a(t) = 1 + 0.5 \sin(11t), \quad \theta(t) = 30 \sin(5t). \]

(This signal is chosen only because it is simple to describe, and exhibits noticeable changes in its spectral content over time.) We can interpret \( a(t) \) as the signal amplitude, and \( \theta(t) \) as its total phase. We can also interpret
\[ \omega(t) = \left| \frac{d\theta}{dt} \right| = 150 |\cos(5t)| \]
as the instantaneous frequency of the signal at time \( t \). The data are given as 501 uniformly spaced samples over the interval \([0, 1]\), i.e., we are given 501 pairs \((t_k, y_k)\) with
\[ t_k = 0.005k, \quad y_k = y(t_k), \quad k = 0, \ldots, 500. \]

We first solve the \( \ell_1 \)-norm regularized least-squares problem (6.18), with \( \gamma = 1 \). The resulting optimal coefficient vector is very sparse, with only 42 nonzero coefficients out of 30561. We then find the least-squares fit of the original signal using these 42 basis vectors. The result \( \hat{y} \) is compared with the original signal \( y \) in figure 6.22. The top figure shows the approximated signal (in dashed line) and, almost indistinguishable, the original signal \( y(t) \) (in solid line). The bottom figure shows the error \( y(t) - \hat{y}(t) \). As is clear from the figure, we have obtained an
approximation \( \hat{y} \) with a very good relative fit. The relative error is

\[
\frac{1}{501} \sum_{i=1}^{501} (y(t_i) - \hat{y}(t_i))^2 = 2.6 \cdot 10^{-4}.
\]

By plotting the pattern of nonzero coefficients versus time and frequency, we obtain a time-frequency analysis of the original data. Such a plot is shown in figure 6.23, along with the instantaneous frequency. The plot shows that the nonzero components closely track the instantaneous frequency.

### 6.5.5 Interpolation with convex functions

In some special cases we can solve interpolation problems involving an infinite-dimensional set of functions, using finite-dimensional convex optimization. In this section we describe an example.

We start with the following question: When does there exist a convex function \( f : \mathbb{R}^k \to \mathbb{R} \), with \( \text{dom}\ f = \mathbb{R}^k \), that satisfies the interpolation conditions

\[
f(u_i) = y_i, \quad i = 1, \ldots, m,
\]
at given points \( u_i \in \mathbb{R}^k \)? (Here we do not restrict \( f \) to lie in any finite-dimensional subspace of functions.) The answer is: if and only if there exist \( g_1, \ldots, g_m \) such that
\[
y_j \geq y_i + g_i^T (u_j - u_i), \quad i, j = 1, \ldots, m.
\]
(6.19)

To see this, first suppose that \( f \) is convex, \( \text{dom} \, f = \mathbb{R}^k \), and \( f(u_i) = y_i \), \( i = 1, \ldots, m \). At each \( u_i \) we can find a vector \( g_i \) such that
\[
f(z) \geq f(u_i) + g_i^T (z - u_i)
\]
for all \( z \). If \( f \) is differentiable, we can take \( g_i = \nabla f(u_i) \); in the more general case, we can construct \( g_i \) by finding a supporting hyperplane to \( \text{epi} \, f \) at \( (u_i, y_i) \). (The vectors \( g_i \) are called subgradients.) By applying (6.20) to \( z = u_j \), we obtain (6.19).

Conversely, suppose \( g_1, \ldots, g_m \) satisfy (6.19). Define \( f \) as
\[
f(z) = \max_{i=1, \ldots, m} \left( y_i + g_i^T (z - u_i) \right)
\]
for all \( z \in \mathbb{R}^k \). Clearly, \( f \) is a (piecewise-linear) convex function. The inequalities (6.19) imply that \( f(u_i) = y_i \), for \( i = 1, \ldots, m \).

We can use this result to solve several problems involving interpolation, approximation, or bounding, with convex functions.

**Fitting a convex function to given data**

Perhaps the simplest application is to compute the least-squares fit of a convex function to given data \( (u_i, y_i), i = 1, \ldots, m \):
\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{m} (y_i - f(u_i))^2 \\
\text{subject to} & \quad f: \mathbb{R}^k \to \mathbb{R} \text{ is convex, } \text{dom} \, f = \mathbb{R}^k.
\end{align*}
\]

This is an infinite-dimensional problem, since the variable is \( f \), which is in the space of continuous real-valued functions on \( \mathbb{R}^k \). Using the result above, we can formulate this problem as
\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{m} (y_i - \hat{y}_i)^2 \\
\text{subject to} & \quad \hat{y}_j \geq \hat{y}_i + g_i^T (u_j - u_i), \quad i, j = 1, \ldots, m,
\end{align*}
\]
which is a QP with variables \( \hat{y} \in \mathbb{R}^m \) and \( g_1, \ldots, g_m \in \mathbb{R}^k \). The optimal value of this problem is zero if and only if the given data can be interpolated by a convex function, \( i.e. \), if there is a convex function that satisfies \( f(u_i) = y_i \). An example is shown in figure 6.24.

**Bounding values of an interpolating convex function**

As another simple example, suppose that we are given data \( (u_i, y_i), i = 1, \ldots, m \), which can be interpolated by a convex function. We would like to determine the range of possible values of \( f(u_0) \), where \( u_0 \) is another point in \( \mathbb{R}^k \), and \( f \) is any convex function that interpolates the given data. To find the smallest possible value of \( f(u_0) \) we solve the LP
\[
\begin{align*}
\text{minimize} & \quad y_0 \\
\text{subject to} & \quad y_j \geq y_i + g_i^T (u_j - u_i), \quad i, j = 0, \ldots, m,
\end{align*}
\]
6.5 Function fitting and interpolation

Figure 6.24 Least-squares fit of a convex function to data, shown as circles. The (piecewise-linear) function shown minimizes the sum of squared fitting error, over all convex functions.

which is an LP with variables $y_0 \in \mathbb{R}, g_0, \ldots, g_m \in \mathbb{R}^k$. By maximizing $y_0$ (which is also an LP) we find the largest possible value of $f(u_0)$ for a convex function that interpolates the given data.

Interpolation with monotone convex functions

As an extension of convex interpolation, we can consider interpolation with a convex and monotone nondecreasing function. It can be shown that there exists a convex function $f : \mathbb{R}^k \to \mathbb{R}$, with $\text{dom} f = \mathbb{R}^k$, that satisfies the interpolation conditions

$$f(u_i) = y_i, \quad i = 1, \ldots, m,$$

and is monotone nondecreasing (i.e., $f(u) \geq f(v)$ whenever $u \succeq v$), if and only if there exist $g_1, \ldots, g_m \in \mathbb{R}^k$, such that

$$g_i \succeq 0, \quad i = 1, \ldots, m, \quad y_j \geq y_i + g_i^T(u_j - u_i), \quad i, j = 1, \ldots, m. \quad (6.21)$$

In other words, we add to the convex interpolation conditions (6.19), the condition that the subgradients $g_i$ are all nonnegative. (See exercise 6.12.)

Bounding consumer preference

As an application, we consider a problem of predicting consumer preferences. We consider different baskets of goods, consisting of different amounts of $n$ consumer goods. A goods basket is specified by a vector $x \in [0, 1]^n$ where $x_i$ denotes the amount of consumer good $i$. We assume the amounts are normalized so that $0 \leq x_i \leq 1$, i.e., $x_i = 0$ is the minimum and $x_i = 1$ is the maximum possible amount of good $i$. Given two baskets of goods $x$ and $\tilde{x}$, a consumer can either prefer $x$ to $\tilde{x}$, or prefer $\tilde{x}$ to $x$, or consider $x$ and $\tilde{x}$ equally attractive. We consider one model consumer, whose choices are repeatable.
We model consumer preference in the following way. We assume there is an underlying utility function \( u : \mathbb{R}^n \to \mathbb{R} \), with domain \([0, 1]^n\); \( u(x) \) gives a measure of the utility derived by the consumer from the goods basket \( x \). Given a choice between two baskets of goods, the consumer chooses the one that has larger utility, and will be ambivalent when the two baskets have equal utility. It is reasonable to assume that \( u \) is monotone nondecreasing. This means that the consumer always prefers to have more of any good, with the amounts of all other goods the same. It is also reasonable to assume that \( u \) is concave. This models satiation, or decreasing marginal utility as we increase the amount of goods.

Now suppose we are given some consumer preference data, but we do not know the underlying utility function \( u \). Specifically, we have a set of goods baskets \( a_1, \ldots, a_m \in [0, 1]^n \), and some information about preferences among them: 

\[
\begin{align*}
  u(a_i) &> u(a_j) \quad \text{for} \ (i,j) \in \mathcal{P}, \\
  u(a_i) &\geq u(a_j) \quad \text{for} \ (i,j) \in \mathcal{P}_{\text{weak}},
\end{align*}
\]  

(6.22)

where \( \mathcal{P}, \mathcal{P}_{\text{weak}} \subseteq \{1, \ldots, m\} \times \{1, \ldots, m\} \) are given. Here \( \mathcal{P} \) gives the set of known preferences: \((i,j) \in \mathcal{P}\) means that basket \( a_i \) is known to be preferred to basket \( a_j \). The set \( \mathcal{P}_{\text{weak}} \) gives the set of known weak preferences: \((i,j) \in \mathcal{P}_{\text{weak}}\) means that basket \( a_i \) is preferred to basket \( a_j \), or that the two baskets are equally attractive.

We first consider the following question: How can we determine if the given data are consistent, i.e., whether or not there exists a concave nondecreasing utility function \( u \) for which (6.22) holds? This is equivalent to solving the feasibility problem

\[
\begin{align*}
  \text{find} \quad & u \\
  \text{subject to} \quad & u : \mathbb{R}^n \to \mathbb{R} \text{ concave and nondecreasing} \\
    & u(a_i) > u(a_j) \quad \text{for} \ (i,j) \in \mathcal{P} \\
    & u(a_i) \geq u(a_j) \quad \text{for} \ (i,j) \in \mathcal{P}_{\text{weak}},
\end{align*}
\]  

(6.23)

with the function \( u \) as the (infinite-dimensional) optimization variable. Since the constraints in (6.23) are all homogeneous, we can express the problem in the equivalent form

\[
\begin{align*}
  \text{find} \quad & u \\
  \text{subject to} \quad & u : \mathbb{R}^n \to \mathbb{R} \text{ concave and nondecreasing} \\
    & u(a_i) \geq u(a_j) + 1 \quad \text{for} \ (i,j) \in \mathcal{P} \\
    & u(a_i) \geq u(a_j) \quad \text{for} \ (i,j) \in \mathcal{P}_{\text{weak}},
\end{align*}
\]  

(6.24)

which uses only nonstrict inequalities. (It is clear that if \( u \) satisfies (6.24), then it must satisfy (6.23); conversely, if \( u \) satisfies (6.23), then it can be scaled to satisfy (6.24).) This problem, in turn, can be cast as a (finite-dimensional) linear programming feasibility problem, using the interpolation result on page 339:

\[
\begin{align*}
  \text{find} \quad & u_1, \ldots, u_m, g_1, \ldots, g_m \\
  \text{subject to} \quad & g_i \geq 0, \quad i = 1, \ldots, m \\
    & u_j \leq u_i + g_i^T(a_j - a_i), \quad i, j = 1, \ldots, m \\
    & u_i \geq u_j + 1, \quad (i,j) \in \mathcal{P} \\
    & u_i \geq u_j, \quad (i,j) \in \mathcal{P}_{\text{weak}}.
\end{align*}
\]  

(6.25)

By solving this linear programming feasibility problem, we can determine whether there exists a concave, nondecreasing utility function that is consistent with the
given sets of strict and nonstrict preferences. If (6.25) is feasible, there is at least
one such utility function (and indeed, we can construct one that is piecewise-linear,
from a feasible $u_1, \ldots, u_m, g_1, \ldots, g_m$). If (6.25) is not feasible, we can conclude
that there is no concave increasing utility function that is consistent with the given
sets of strict and nonstrict preferences.

As an example, suppose that $P$ and $P_{\text{weak}}$ are consumer preferences that are
known to be consistent with at least one concave increasing utility function. Con-
sider a pair $(k, l)$ that is not in $P$ or $P_{\text{weak}}$, i.e., consumer preference between
baskets $k$ and $l$ is not known. In some cases we can conclude that a preference
holds between basket $k$ and $l$, even without knowing the underlying preference
function. To do this we augment the known preferences (6.22) with the inequality
$u(a_k) \leq u(a_l)$, which means that basket $l$ is preferred to basket $k$, or they are
equally attractive. We then solve the feasibility linear program (6.25), including
the extra weak preference $u(a_k) \leq u(a_l)$. If the augmented set of preferences is in-
feasible, it means that any concave nondecreasing utility function that is consistent
with the original given consumer preference data must also satisfy $u(a_k) > u(a_l)$.
In other words, we can conclude that basket $k$ is preferred to basket $l$, without
knowing the underlying utility function.

**Example 6.9** Here we give a simple numerical example that illustrates the discus-
sion above. We consider baskets of two goods (so we can easily plot the goods baskets).
To generate the consumer preference data $P$, we compute 40 random points in $[0, 1]^2$,
and then compare them using the utility function

$$u(x_1, x_2) = \left(1.1x_1^{1/2} + 0.8x_2^{1/2}\right)/1.9.$$  

These goods baskets, and a few level curves of the utility function $u$, are shown in
figure 6.25.

We now use the consumer preference data (but not, of course, the true utility function
$u$) to compare each of these 40 goods baskets to the basket $a_0 = (0.5, 0.5)$. For each
original basket $a$, we solve the linear programming feasibility problem described
above, to see if we can conclude that basket $a_0$ is preferred to basket $a$. Similarly,
we check whether we can conclude that basket $a$ is preferred to basket $a_0$. For each
basket $a$, there are three possible outcomes: we can conclude that $a_0$ is definitely
preferred to $a$, that $a$ is definitely preferred to $a_0$, or (if both LP feasibility problems
are feasible) that no conclusion is possible. (Here, *definitely preferred* means that the
preference holds for any concave nondecreasing utility function that is consistent with
the original given data.)

We find that 21 of the baskets are definitely rejected in favor of $(0.5, 0.5)$, and 14
of the baskets are definitely preferred. We cannot make any conclusion, from the
consumer preference data, about the remaining 5 baskets. These results are shown in
figure 6.26. Note that goods baskets below and to the left of $(0.5, 0.5)$ will definitely
be rejected in favor of $(0.5, 0.5)$, using only the monotonicity property of the utility
function, and similarly, those points that are above and to the right of $(0.5, 0.5)$ must
be preferred. So for these 17 points, there is no need to solve the feasibility LP (6.25).
Classifying the 23 points in the other two quadrants, however, requires the concavity
assumption, and solving the feasibility LP (6.25).
Figure 6.25 Forty goods baskets \(a_1, \ldots, a_{40}\), shown as circles. The 0.1, 0.2, \ldots, 0.9 level curves of the true utility function \(u\) are shown as dashed lines. This utility function is used to find the consumer preference data \(P\) among the 40 baskets.

Figure 6.26 Results of consumer preference analysis using the LP (6.25), for a new goods basket \(a_0 = (0.5, 0.5)\). The original baskets are displayed as open circles if they are definitely rejected \((u(a_k) < u(a_0))\), as solid black circles if they are definitely preferred \((u(a_k) > u(a_0))\), and as squares when no conclusion can be made. The level curve of the underlying utility function, that passes through \((0.5, 0.5)\), is shown as a dashed curve. The vertical and horizontal lines passing through \((0.5, 0.5)\) divide \([0, 1]^2\) into four quadrants. Points in the upper right quadrant must be preferred to \((0.5, 0.5)\), by the monotonicity assumption on \(u\). Similarly, \((0.5, 0.5)\) must be preferred to the points in the lower left quadrant. For the points in the other two quadrants, the results are not obvious.
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Exercises

Norm approximation and least-norm problems

6.1 Quadratic bounds for log barrier penalty. Let \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) be the log barrier penalty function with limit \( a > 0 \):

\[
\phi(u) = \begin{cases} 
-a^2 \log(1 - (u/a)^2) & |u| < a \\
\infty & \text{otherwise}
\end{cases}
\]

Show that if \( u \in \mathbb{R}^m \) satisfies \( \|u\|_\infty < a \), then

\[
\|u\|_2^2 \leq \sum_{i=1}^m \phi(u_i) \leq \phi(\|u\|_\infty) \|u\|_2^2.
\]

This means that \( \sum_{i=1}^m \phi(u_i) \) is well approximated by \( \|u\|_2^2 \) if \( \|u\|_\infty \) is small compared to \( a \). For example, if \( \|u\|_\infty / a = 0.25 \), then

\[
\|u\|_2^2 \leq \sum_{i=1}^m \phi(u_i) \leq 1.033 \cdot \|u\|_2^2.
\]

6.2 \( \ell_1 \), \( \ell_2 \), and \( \ell_\infty \)-norm approximation by a constant vector. What is the solution of the norm approximation problem with one scalar variable \( x \in \mathbb{R} \),

\[
\text{minimize } \|x - b\|,
\]

for the \( \ell_1 \), \( \ell_2 \), and \( \ell_\infty \)-norms?

6.3 Formulate the following approximation problems as LPs, QPs, SOCPs, or SDPs. The problem data are \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \). The rows of \( A \) are denoted \( a_i^T \).

(a) Deadzone-linear penalty approximation: minimize \( \sum_{i=1}^m \phi(a_i^T x - b_i) \), where

\[
\phi(u) = \begin{cases} 
0 & |u| \leq a \\
|u| - a & |u| > a
\end{cases}
\]

where \( a > 0 \).

(b) Log-barrier penalty approximation: minimize \( \sum_{i=1}^m \phi(a_i^T x - b_i) \), where

\[
\phi(u) = \begin{cases} 
-a^2 \log(1 - (u/a)^2) & |u| < a \\
\infty & |u| \geq a
\end{cases}
\]

with \( a > 0 \).

(c) Huber penalty approximation: minimize \( \sum_{i=1}^m \phi(a_i^T x - b_i) \), where

\[
\phi(u) = \begin{cases} 
u^2 & |u| \leq M \\
M(2|u| - M) & |u| > M
\end{cases}
\]

with \( M > 0 \).

(d) Log-Chebyshev approximation: minimize \( \max_{i=1,\ldots,m} |\log(a_i^T x) - \log b_i| \). We assume \( b > 0 \). An equivalent convex form is

minimize \( t \)

subject to \( 1/t \leq a_i^T x / b_i \leq t \), \( i = 1, \ldots, m \),

with variables \( x \in \mathbb{R}^n \) and \( t \in \mathbb{R} \), and domain \( \mathbb{R}^n \times \mathbb{R}^+ \).
(e) Minimizing the sum of the largest \( k \) residuals:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{k} |r[i]| \\
\text{subject to} & \quad r = Ax - b,
\end{align*}
\]

where \( |r[1]| \geq |r[2]| \geq \cdots \geq |r[m]| \) are the numbers \( |r_1|, |r_2|, \ldots, |r_m| \) sorted in decreasing order. (For \( k = 1 \), this reduces to \( \ell_\infty \)-norm approximation; for \( k = m \), it reduces to \( \ell_1 \)-norm approximation.) Hint. See exercise 5.19.

6.4 A differentiable approximation of \( \ell_1 \)-norm approximation. The function \( \phi(u) = (u^2 + \epsilon)\sqrt{1/2} \), with parameter \( \epsilon > 0 \), is sometimes used as a differentiable approximation of the absolute value function \( |u| \). To approximately solve the \( \ell_1 \)-norm approximation problem

\[
\text{minimize} \quad \|Ax - b\|_1,
\]

where \( A \in \mathbb{R}^{m \times n} \), we solve instead the problem

\[
\text{minimize} \quad \sum_{i=1}^{m} \phi(a_i^T x - b_i),
\]

where \( a_i^T \) is the \( i \)th row of \( A \). We assume \textbf{rank} \( A = n \).

Let \( p^* \) denote the optimal value of the \( \ell_1 \)-norm approximation problem (6.26). Let \( \hat{x} \) denote the optimal solution of the approximate problem (6.27), and let \( \hat{r} \) denote the associated residual, \( \hat{r} = Ax - b \).

(a) Show that \( p^* \geq \sum_{i=1}^{m} \hat{r}_i^2 / (\hat{r}_i^2 + \epsilon)^{1/2} \).

(b) Show that

\[
\|Ax - b\|_1 \leq p^* + \sum_{i=1}^{m} \hat{r}_i \left( 1 - \frac{|\hat{r}_i|}{(\hat{r}_i^2 + \epsilon)^{1/2}} \right).
\]

(By evaluating the righthand side after computing \( \hat{x} \), we obtain a bound on how suboptimal \( \hat{x} \) is for the \( \ell_1 \)-norm approximation problem.)

6.5 Minimum length approximation. Consider the problem

\[
\begin{align*}
\text{minimize} & \quad \text{length}(x) \\
\text{subject to} & \quad \|Ax - b\| \leq \epsilon,
\end{align*}
\]

where \( \text{length}(x) = \min\{k \mid x_i = 0 \text{ for } i > k\} \). The problem variable is \( x \in \mathbb{R}^n \); the problem parameters are \( A \in \mathbb{R}^{m \times n} \), \( b \in \mathbb{R}^m \), and \( \epsilon > 0 \). In a regression context, we are asked to find the minimum number of columns of \( A \), taken in order, that can approximate the vector \( b \) within \( \epsilon \).

Show that this is a quasiconvex optimization problem.

6.6 Duals of some penalty function approximation problems. Derive a Lagrange dual for the problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{m} \phi(r_i) \\
\text{subject to} & \quad r = Ax - b,
\end{align*}
\]

for the following penalty functions \( \phi : \mathbb{R} \to \mathbb{R} \). The variables are \( x \in \mathbb{R}^n \), \( r \in \mathbb{R}^m \).

(a) Deadzone-linear penalty (with deadzone width \( a = 1 \)),

\[
\phi(u) = \begin{cases} 
0 & |u| \leq 1 \\
|u| - 1 & |u| > 1.
\end{cases}
\]

(b) Huber penalty (with \( M = 1 \)),

\[
\phi(u) = \begin{cases} 
u^2 / 2 & |u| \leq 1 \\
2\nu - 1 & |u| > 1.
\end{cases}
\]
(c) Log-barrier (with limit $a = 1$),
\[ \phi(u) = -\log(1 - u^2), \quad \text{dom} \phi = (-1, 1). \]

(d) Relative deviation from one,
\[ \phi(u) = \max\{u, 1/u\} = \begin{cases} u & u \geq 1 \\ 1/u & u \leq 1, \end{cases} \]
with $\text{dom} \phi = \mathbb{R}^+$. 

**Regularization and robust approximation**

6.7 Bi-criterion optimization with Euclidean norms. We consider the bi-criterion optimization problem
\[
\text{minimize (w.r.t. } \mathbb{R}^2) \quad \left( \|Ax - b\|_2^2, \|x\|_2^2 \right),
\]
where $A \in \mathbb{R}^{m \times n}$ has rank $r$, and $b \in \mathbb{R}^m$. Show how to find the solution of each of the following problems from the singular value decomposition of $A$,
\[
A = U \text{diag}(\sigma)V^T = \sum_{i=1}^r \sigma_i u_i v_i^T
\]
(see §A.5.4).

(a) Tikhonov regularization: minimize $\|Ax - b\|_2^2 + \delta\|x\|_2^2$.
(b) Minimize $\|Ax - b\|_2^2$ subject to $\|x\|_2^2 = \gamma$.
(c) Maximize $\|Ax - b\|_2^2$ subject to $\|x\|_2^2 = \gamma$.

Here $\delta$ and $\gamma$ are positive parameters.

Your results provide efficient methods for computing the optimal trade-off curve and the set of achievable values of the bi-criterion problem.

6.8 Formulate the following robust approximation problems as LPs, QPs, SOCPs, or SDPs. For each subproblem, consider the $\ell_1$, $\ell_2$, and the $\ell_\infty$-norms.

(a) Stochastic robust approximation with a finite set of parameter values, i.e., the sum-of-norms problem
\[ \text{minimize} \quad \sum_{i=1}^k p_i \|Ax - b\| 
\]
where $p \succeq 0$ and $1^T p = 1$. (See §6.4.1.)

(b) Worst-case robust approximation with coefficient bounds:
\[ \text{minimize} \quad \sup_{A \in \mathcal{A}} \|Ax - b\| \]
where
\[ \mathcal{A} = \{ A \in \mathbb{R}^{m \times n} \mid l_{ij} \leq a_{ij} \leq u_{ij}, \ i = 1, \ldots, m, \ j = 1, \ldots, n \} . \]

Here the uncertainty set is described by giving upper and lower bounds for the components of $A$. We assume $l_{ij} < u_{ij}$.

(c) Worst-case robust approximation with polyhedral uncertainty:
\[ \text{minimize} \quad \sup_{A \in \mathcal{A}} \|Ax - b\| \]
where
\[ \mathcal{A} = \{ [a_1 \cdots a_m]^T \mid C_i a_i \preceq d_i, \ i = 1, \ldots, m \} . \]
The uncertainty is described by giving a polyhedron $\mathcal{P}_i = \{ a_i \mid C_i a_i \preceq d_i \}$ of possible values for each row. The parameters $C_i \in \mathbb{R}^{p_i \times n}$, $d_i \in \mathbb{R}^{p_i}$, $i = 1, \ldots, m$, are given. We assume that the polyhedra $\mathcal{P}_i$ are nonempty and bounded.
Exercise 347

Function fitting and interpolation

6.9 Minimax rational function fitting. Show that the following problem is quasiconvex:

$$\minimize \max_{i=1,...,k} \frac{|p(t_i) - y_i|}{q(t_i)}$$

where

$$p(t) = a_0 + a_1 t + a_2 t^2 + \cdots + a_m t^m, \quad q(t) = 1 + b_1 t + \cdots + b_n t^n,$$

and the domain of the objective function is defined as

$$D = \{(a, b) \in \mathbb{R}^{m+1} \times \mathbb{R}^n \mid q(t) > 0, \ \alpha \leq t \leq \beta\}.$$  

In this problem we fit a rational function $p(t)/q(t)$ to given data, while constraining the denominator polynomial to be positive on the interval $[\alpha, \beta]$. The optimization variables are the numerator and denominator coefficients $a_i, b_i$. The interpolation points $t_i \in [\alpha, \beta]$, and desired function values $y_i, i = 1, \ldots, k$, are given.

6.10 Fitting data with a concave nonnegative nondecreasing quadratic function. We are given the data

$$x_1, \ldots, x_N \in \mathbb{R}^n, \quad y_1, \ldots, y_N \in \mathbb{R},$$

and wish to fit a quadratic function of the form

$$f(x) = (1/2)x^T P x + q^T x + r,$$

where $P \in \mathbb{S}_n, q \in \mathbb{R}^n,$ and $r \in \mathbb{R}$ are the parameters in the model (and, therefore, the variables in the fitting problem).

Our model will be used only on the box $B = \{x \in \mathbb{R}^n \mid l \leq x \leq u\}$. You can assume that $l < u$, and that the given data points $x_i$ are in this box.

We will use the simple sum of squared errors objective,

$$\sum_{i=1}^N (f(x_i) - y_i)^2,$$

as the criterion for the fit. We also impose several constraints on the function $f$. First, it must be concave. Second, it must be nonnegative on $B$, i.e., $f(z) \geq 0$ for all $z \in B$. Third, $f$ must be nondecreasing on $B$, i.e., whenever $z, \tilde{z} \in B$ satisfy $z \leq \tilde{z}$, we have $f(z) \leq f(\tilde{z})$.

Show how to formulate this fitting problem as a convex problem. Simplify your formulation as much as you can.

6.11 Least-squares direction interpolation. Suppose $F_1, \ldots, F_n : \mathbb{R}^k \to \mathbb{R}^p$, and we form the linear combination $F : \mathbb{R}^k \to \mathbb{R}^p$,

$$F(u) = x_1 F_1(u) + \cdots + x_n F_n(u),$$

where $x$ is the variable in the interpolation problem.

In this problem we require that $\angle(F(v_j), q_j) = 0$, $j = 1, \ldots, m$, where $q_j$ are given vectors in $\mathbb{R}^p$, which we assume satisfy $||q_j||_2 = 1$. In other words, we require the direction of $F$ to take on specified values at the points $v_j$. To ensure that $F(v_j)$ is not zero (which makes the angle undefined), we impose the minimum length constraints $||F(v_j)||_2 \geq \epsilon$, $j = 1, \ldots, m$, where $\epsilon > 0$ is given.

Show how to find $x$ that minimizes $||x||^2$, and satisfies the direction (and minimum length) conditions above, using convex optimization.

6.12 Interpolation with monotone functions. A function $f : \mathbb{R}^+ \to \mathbb{R}^+$ is monotone nondecreasing (with respect to $\mathbb{R}^+_+$) if $f(u) \geq f(v)$ whenever $u \geq v$. 
6.13 Interpolation with quasiconvex functions. Show that there exists a quasiconvex function $f_i$ on $\mathbb{R}$, such that

\[ f_i(x) = \begin{cases} 0, & i = 1, \ldots, m, \\ \infty, & \text{otherwise} \end{cases} \]

for $i = 1, \ldots, m$. Suppose $f_i$ is a closed convex cone.

6.14 [Nes00] Interpolation with positive-real functions. Suppose $z_1, \ldots, z_n \in \mathbb{C}$ are $n$ distinct points with $|z_i| > 1$. We define $K_{np}$ as the set of vectors $y \in \mathbb{C}^n$ for which there exists a function $f : \mathbb{C} \to \mathbb{C}$ that satisfies the following conditions.

- $f$ is positive-real, which means it is analytic outside the unit circle (i.e., for $|z| > 1$), and its real part is nonnegative outside the unit circle ($\Re f(z) \geq 0$ for $|z| > 1$).
- $f$ satisfies the interpolation conditions

\[ f(z_1) = y_1, \quad f(z_2) = y_2, \quad \ldots, \quad f(z_n) = y_n. \]

If we denote the set of positive-real functions as $\mathcal{F}$, then we can express $K_{np}$ as

\[ K_{np} = \{ y \in \mathbb{C}^n \mid \exists f \in \mathcal{F}, \ y_k = f(z_k), \ k = 1, \ldots, n \}. \]

(a) It can be shown that $f$ is positive-real if and only if there exists a nondecreasing function $\rho$ such that for all $z$ with $|z| > 1$,

\[ f(z) = i \Im f(\infty) + \int_0^{2\pi} \frac{e^{i\theta} + z^{-1}}{e^{i\theta} - z^{-1}} \, d\rho(\theta), \]

where $i = \sqrt{-1}$ (see [KN77, page 389]). Use this representation to show that $K_{np}$ is a closed convex cone.

(b) We will use the inner product $\Re(x^H y)$ between vectors $x, y \in \mathbb{C}^n$, where $x^H$ denotes the complex conjugate transpose of $x$. Show that the dual cone of $K_{np}$ is given by

\[ K_{np}^* = \left\{ x \in \mathbb{C}^n \mid \exists (1^T x) = 0, \ \Re \left( \sum_{i=1}^n x_i e^{-i\theta} + z_i^{-1} \right) \geq 0 \ \forall \theta \in [0, 2\pi] \right\}. \]

(c) Show that

\[ K_{np}^* = \left\{ x \in \mathbb{C}^n \mid \exists Q \in \mathbb{H}_+^n, \ x_l = \sum_{k=1}^n \frac{Q_{kl}}{1 - z_k^{-1} z_i^{-1}}, \ l = 1, \ldots, n \right\} \]

where $\mathbb{H}_+^n$ denotes the set of positive semidefinite Hermitian matrices of size $n \times n$. Use the following result (known as Riesz-Feyér theorem; see [KN77, page 60]). A function of the form

\[ \sum_{k=0}^n (y_k e^{-i\theta} + \bar{y}_k e^{i\theta}) \]

is nonnegative for all $\theta$ if and only if there exist $a_0, \ldots, a_n \in \mathbb{C}$ such that

\[ \sum_{k=0}^n (y_k e^{-i\theta} + \bar{y}_k e^{i\theta}) = \left| \sum_{k=0}^n a_k e^{i\theta} \right|^2. \]
(d) Show that $K_{np} = \{ y \in \mathbb{C}^n \mid P(y) \succeq 0 \}$ where $P(y) \in \mathbb{H}^n$ is defined as

$$P(y)_{kl} = \frac{y_k + \overline{y_l}}{1 - z_k \overline{z_l}}, \quad l, k = 1, \ldots, n.$$ 

The matrix $P(y)$ is called the Nevanlinna-Pick matrix associated with the points $z_k, y_k$.

*Hint.* As we noted in part (a), $K_{np}$ is a closed convex cone, so $K_{np} = K_{np}^\circ$.

(e) As an application, pose the following problem as a convex optimization problem:

$$\begin{aligned}
&\text{minimize} & & \sum_{k=1}^n |f(z_k) - w_k|^2 \\
&\text{subject to} & & f \in F.
\end{aligned}$$

The problem data are $n$ points $z_k$ with $|z_k| > 1$ and $n$ complex numbers $w_1, \ldots, w_n$. We optimize over all positive-real functions $f$. 

---

**Exercises**
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Chapter 7

Statistical estimation

7.1 Parametric distribution estimation

7.1.1 Maximum likelihood estimation

We consider a family of probability distributions on $\mathbb{R}^m$, indexed by a vector $x \in \mathbb{R}^n$, with densities $p_x(\cdot)$. When considered as a function of $x$, for fixed $y \in \mathbb{R}^m$, the function $p_x(y)$ is called the likelihood function. It is more convenient to work with its logarithm, which is called the log-likelihood function, and denoted $l$:

$$l(x) = \log p_x(y).$$

There are often constraints on the values of the parameter $x$, which can represent prior knowledge about $x$, or the domain of the likelihood function. These constraints can be explicitly given, or incorporated into the likelihood function by assigning $p_x(y) = 0$ (for all $y$) whenever $x$ does not satisfy the prior information constraints. (Thus, the log-likelihood function can be assigned the value $-\infty$ for parameters $x$ that violate the prior information constraints.)

Now consider the problem of estimating the value of the parameter $x$, based on observing one sample $y$ from the distribution. A widely used method, called maximum likelihood (ML) estimation, is to estimate $x$ as

$$\hat{x}_{\text{ml}} = \arg\max_x p_x(y) = \arg\max_x l(x),$$

i.e., to choose as our estimate a value of the parameter that maximizes the likelihood (or log-likelihood) function for the observed value of $y$. If we have prior information about $x$, such as $x \in C \subseteq \mathbb{R}^n$, we can add the constraint $x \in C$ explicitly, or impose it implicitly, by redefining $p_x(y)$ to be zero for $x \notin C$.

The problem of finding a maximum likelihood estimate of the parameter vector $x$ can be expressed as

$$\begin{align*}
\text{maximize} & \quad l(x) = \log p_x(y) \\
\text{subject to} & \quad x \in C,
\end{align*}$$

where $x \in C$ gives the prior information or other constraints on the parameter vector $x$. In this optimization problem, the vector $x \in \mathbb{R}^n$ (which is the parameter
in the probability density) is the variable, and the vector \( y \in \mathbb{R}^m \) (which is the observed sample) is a problem parameter.

The maximum likelihood estimation problem (7.1) is a convex optimization problem if the log-likelihood function \( l \) is concave for each value of \( y \), and the set \( C \) can be described by a set of linear equality and convex inequality constraints, a situation which occurs in many estimation problems. For these problems we can compute an ML estimate using convex optimization.

**Linear measurements with IID noise**

We consider a linear measurement model,

\[
y_i = a_i^T x + v_i, \quad i = 1, \ldots, m,
\]

where \( x \in \mathbb{R}^n \) is a vector of parameters to be estimated, \( y_i \in \mathbb{R} \) are the measured or observed quantities, and \( v_i \) are the measurement errors or noise. We assume that \( v_i \) are independent, identically distributed (IID), with density \( p \) on \( \mathbb{R} \). The likelihood function is then

\[
p_x(y) = \prod_{i=1}^{m} p(y_i - a_i^T x),
\]

so the log-likelihood function is

\[
l(x) = \log p_x(y) = \sum_{i=1}^{m} \log p(y_i - a_i^T x).
\]

The ML estimate is any optimal point for the problem

\[
\text{maximize} \quad \sum_{i=1}^{m} \log p(y_i - a_i^T x),
\]

with variable \( x \). If the density \( p \) is log-concave, this problem is convex, and has the form of a penalty approximation problem ((6.2), page 294), with penalty function \(-\log p\).

**Example 7.1** ML estimation for some common noise densities.

- **Gaussian noise.** When \( v_i \) are Gaussian with zero mean and variance \( \sigma^2 \), the density is \( p(z) = (2\pi\sigma^2)^{-1/2} e^{-z^2/2\sigma^2} \), and the log-likelihood function is

\[
l(x) = -(m/2) \log(2\pi\sigma^2) - \frac{1}{2\sigma^2} \|Ax - y\|_2^2,
\]

where \( A \) is the matrix with rows \( a_1^T, \ldots, a_m^T \). Therefore the ML estimate of \( x \) is \( x_{\text{ml}} = \arg\min_x \|Ax - y\|_2^2 \), the solution of a least-squares approximation problem.

- **Laplacian noise.** When \( v_i \) are Laplacian, i.e., have density \( p(z) = (1/(2a)) e^{-|z|/a} \) (where \( a > 0 \)), the ML estimate is \( \hat{x} = \arg\min_x \|Ax - y\|_1 \), the solution of the \( \ell_1 \)-norm approximation problem.

- **Uniform noise.** When \( v_i \) are uniformly distributed on \([-a, a]\), we have \( p(z) = 1/(2a) \) on \([-a, a] \), and an ML estimate is any \( x \) satisfying \( \|Ax - y\|_\infty \leq a \).
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ML interpretation of penalty function approximation

Conversely, we can interpret any penalty function approximation problem

$$\text{minimize } \sum_{i=1}^{m} \phi(b_i - a_i^T x)$$

as a maximum likelihood estimation problem, with noise density

$$p(z) = \frac{e^{-\phi(z)}}{\int e^{-\phi(u)} \, du},$$

and measurements $b$. This observation gives a statistical interpretation of the penalty function approximation problem. Suppose, for example, that the penalty function $\phi$ grows very rapidly for large values, which means that we attach a very large cost or penalty to large residuals. The corresponding noise density function $p$ will have very small tails, and the ML estimator will avoid (if possible) estimates with any large residuals because these correspond to very unlikely events.

We can also understand the robustness of $\ell_1$-norm approximation to large errors in terms of maximum likelihood estimation. We interpret $\ell_1$-norm approximation as maximum likelihood estimation with a noise density that is Laplacian; $\ell_2$-norm approximation is maximum likelihood estimation with a Gaussian noise density. The Laplacian density has larger tails than the Gaussian, i.e., the probability of a very large $v_i$ is far larger with a Laplacian than a Gaussian density. As a result, the associated maximum likelihood method expects to see greater numbers of large residuals.

Counting problems with Poisson distribution

In a wide variety of problems the random variable $y$ is nonnegative integer valued, with a Poisson distribution with mean $\mu > 0$:

$$\text{prob}(y = k) = \frac{e^{-\mu} \mu^k}{k!}.$$  

Often $y$ represents the count or number of events (such as photon arrivals, traffic accidents, etc.) of a Poisson process over some period of time.

In a simple statistical model, the mean $\mu$ is modeled as an affine function of a vector $u \in \mathbf{R}^n$:

$$\mu = a^T u + b.$$  

Here $u$ is called the vector of explanatory variables, and the vector $a \in \mathbf{R}^n$ and number $b \in \mathbf{R}$ are called the model parameters. For example, if $y$ is the number of traffic accidents in some region over some period, $u_1$ might be the total traffic flow through the region during the period, $u_2$ the rainfall in the region during the period, and so on.

We are given a number of observations which consist of pairs $(u_i, y_i), \ i = 1, \ldots, m$, where $y_i$ is the observed value of $y$ for which the value of the explanatory variable is $u_i \in \mathbf{R}^n$. Our job is to find a maximum likelihood estimate of the model parameters $a \in \mathbf{R}^n$ and $b \in \mathbf{R}$ from these data.
The likelihood function has the form
\[ \prod_{i=1}^{m} \frac{(a^T u_i + b)^{y_i} \exp(-(a^T u_i + b))}{y_i!}, \]
so the log-likelihood function is
\[ l(a, b) = \sum_{i=1}^{m} (y_i \log(a^T u_i + b) - (a^T u_i + b) - \log(y_i!)). \]
We can find an ML estimate of \( a \) and \( b \) by solving the convex optimization problem
\[
\text{maximize} \quad \sum_{i=1}^{m} (y_i \log(a^T u_i + b) - (a^T u_i + b)),
\]
where the variables are \( a \) and \( b \).

**Logistic regression**

We consider a random variable \( y \in \{0, 1\} \), with
\[ \text{prob}(y = 1) = p, \quad \text{prob}(y = 0) = 1 - p, \]
where \( p \in [0, 1] \), and is assumed to depend on a vector of explanatory variables \( u \in \mathbb{R}^n \). For example, \( y = 1 \) might mean that an individual in a population acquires a certain disease. The probability of acquiring the disease is \( p \), which is modeled as a function of some explanatory variables \( u \), which might represent weight, age, height, blood pressure, and other medically relevant variables.

The **logistic model** has the form
\[ p = \frac{\exp(a^T u + b)}{1 + \exp(a^T u + b)}, \tag{7.3} \]
where \( a \in \mathbb{R}^n \) and \( b \in \mathbb{R} \) are the model parameters that determine how the probability \( p \) varies as a function of the explanatory variable \( u \).

Now suppose we are given some data consisting of a set of values of the explanatory variables \( u_1, \ldots, u_m \in \mathbb{R}^n \) along with the corresponding outcomes \( y_1, \ldots, y_m \in \{0, 1\} \). Our job is to find a maximum likelihood estimate of the model parameters \( a \in \mathbb{R}^n \) and \( b \in \mathbb{R} \). Finding an ML estimate of \( a \) and \( b \) is sometimes called **logistic regression**.

We can re-order the data so for \( u_1, \ldots, u_q \), the outcome is \( y = 1 \), and for \( u_{q+1}, \ldots, u_m \) the outcome is \( y = 0 \). The likelihood function then has the form
\[ \prod_{i=1}^{q} p_i \prod_{i=q+1}^{m} (1 - p_i), \]
where \( p_i \) is given by the logistic model with explanatory variable \( u_i \). The log-likelihood function has the form
\[ l(a, b) = \sum_{i=1}^{q} \log p_i + \sum_{i=q+1}^{m} \log(1 - p_i). \]
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Figure 7.1 Logistic regression. The circles show 50 points \((u_i, y_i)\), where \(u_i \in \mathbb{R}\) is the explanatory variable, and \(y_i \in \{0, 1\}\) is the outcome. The data suggest that for \(u < 5\) or so, the outcome is more likely to be \(y = 0\), while for \(u > 5\) or so, the outcome is more likely to be \(y = 1\). The data also suggest that for \(u < 2\) or so, the outcome is very likely to be \(y = 0\), and for \(u > 8\) or so, the outcome is very likely to be \(y = 1\). The solid curve shows \(\text{prob}(y = 1) = \exp(au + b)/(1 + \exp(au + b))\) for the maximum likelihood parameters \(a, b\). This maximum likelihood model is consistent with our informal observations about the data set.

\[
\begin{align*}
    &\sum_{i=1}^{q} \log \frac{\exp(a^T u_i + b)}{1 + \exp(a^T u_i + b)} + \sum_{i=q+1}^{m} \log \frac{1}{1 + \exp(a^T u_i + b)} \\
    &= \sum_{i=1}^{q} (a^T u_i + b) - \sum_{i=1}^{m} \log(1 + \exp(a^T u_i + b)).
\end{align*}
\]

Since \(l\) is a concave function of \(a\) and \(b\), the logistic regression problem can be solved as a convex optimization problem. Figure 7.1 shows an example with \(u \in \mathbb{R}\).

Covariance estimation for Gaussian variables

Suppose \(y \in \mathbb{R}^n\) is a Gaussian random variable with zero mean and covariance matrix \(R = Eyy^T\), so its density is

\[
p_R(y) = (2\pi)^{-n/2} \det(R)^{-1/2} \exp(-y^T R^{-1} y / 2),
\]

where \(R \in \mathbb{S}^n_{++}\). We want to estimate the covariance matrix \(R\) based on \(N\) independent samples \(y_1, \ldots, y_N \in \mathbb{R}^n\) drawn from the distribution, and using prior knowledge about \(R\).

The log-likelihood function has the form

\[
l(R) = \log p_R(y_1, \ldots, y_N)
\]
\[-(Nn/2) \log(2\pi) - (N/2) \log \det R - (1/2) \sum_{k=1}^{N} y_k^T R^{-1} y_k \]
\[-(Nn/2) \log(2\pi) - (N/2) \log \det R - (N/2) \text{tr}(R^{-1}Y),\]

where
\[Y = \frac{1}{N} \sum_{k=1}^{N} y_k y_k^T\]
is the sample covariance of \(y_1, \ldots, y_N\). This log-likelihood function is \textit{not} a concave function of \(R\) (although it is concave on a subset of its domain \(S^+_{++}\); see exercise 7.4), but a change of variable yields a concave log-likelihood function. Let \(S\) denote the inverse of the covariance matrix, \(S = R^{-1}\) (which is called the \textit{information matrix}). Using \(S\) in place of \(R\) as a new parameter, the log-likelihood function has the form
\[l(S) = -(Nn/2) \log(2\pi) + (N/2) \log \det S - (N/2) \text{tr}(SY),\]
which is a concave function of \(S\).

Therefore the ML estimate of \(S\) (hence, \(R\)) is found by solving the problem
\[
\begin{align*}
\text{maximize} & \quad \log \det S - \text{tr}(SY) \\
\text{subject to} & \quad S \in S
\end{align*}
\]
where \(S\) is our prior knowledge of \(S = R^{-1}\). (We also have the implicit constraint that \(S \in S^+_{++}\).) Since the objective function is concave, this is a convex problem if the set \(S\) can be described by a set of linear equality and convex inequality constraints.

First we examine the case in which no prior assumptions are made on \(R\) (hence, \(S\)), other than \(R \succ 0\). In this case the problem (7.4) can be solved analytically. The gradient of the objective is \(S^{-1} - Y\), so the optimal \(S\) satisfies \(S^{-1} = Y\) if \(Y \in S^+_{++}\). (If \(Y \not\in S^+_{++}\), the log-likelihood function is unbounded above.) Therefore, when we have no prior assumptions about \(R\), the maximum likelihood estimate of the covariance is, simply, the sample covariance: \(\hat{R}_{ml} = Y\).

Now we consider some examples of constraints on \(R\) that can be expressed as convex constraints on the information matrix \(S\). We can handle lower and upper (matrix) bounds on \(R\), of the form
\[L \preceq R \preceq U,\]
where \(L\) and \(U\) are symmetric and positive definite, as
\[U^{-1} \preceq R^{-1} \preceq L^{-1}.\]
A condition number constraint on \(R\),
\[\lambda_{\max}(R) \leq \kappa_{\max}\lambda_{\min}(R),\]
can be expressed as
\[\lambda_{\max}(S) \leq \kappa_{\max}\lambda_{\min}(S).\]
This is equivalent to the existence of $u > 0$ such that $uI \preceq S \preceq \kappa_{\max}uI$. We can therefore solve the ML problem, with the condition number constraint on $R$, by solving the convex problem

$$
\begin{align*}
\text{maximize} & \quad \log \det S - \text{tr}(SY) \\
\text{subject to} & \quad uI \preceq S \preceq \kappa_{\max}uI
\end{align*}
$$

(7.5)

where the variables are $S \in \mathbf{S}^n$ and $u \in \mathbf{R}$.

As another example, suppose we are given bounds on the variance of some linear functions of the underlying random vector $y$,

$$
E(c_i^T y)^2 \leq \alpha_i, \quad i = 1, \ldots, K.
$$

These prior assumptions can be expressed as

$$
E(c_i^T y)^2 = c_i^T R c_i = c_i^T S^{-1} c_i \leq \alpha_i, \quad i = 1, \ldots, K.
$$

Since $c_i^T S^{-1} c_i$ is a convex function of $S$ (provided $S > 0$, which holds here), these bounds can be imposed in the ML problem.

### 7.1.2 Maximum a posteriori probability estimation

Maximum a posteriori probability (MAP) estimation can be considered a Bayesian version of maximum likelihood estimation, with a prior probability density on the underlying parameter $x$. We assume that $x$ (the vector to be estimated) and $y$ (the observation) are random variables with a joint probability density $p(x, y)$. This is in contrast to the statistical estimation setup, where $x$ is a parameter, not a random variable.

The prior density of $x$ is given by

$$
p_x(x) = \int p(x, y) \, dy.
$$

This density represents our prior information about what the values of the vector $x$ might be, before we observe the vector $y$. Similarly, the prior density of $y$ is given by

$$
p_y(y) = \int p(x, y) \, dx.
$$

This density represents the prior information about what the measurement or observation vector $y$ will be.

The conditional density of $y$, given $x$, is given by

$$
p_{y|x}(x, y) = \frac{p(x, y)}{p_x(x)}.
$$

In the MAP estimation method, $p_{y|x}$ plays the role of the parameter dependent density $p_x$ in the maximum likelihood estimation setup. The conditional density of $x$, given $y$, is given by

$$
p_{x|y}(x, y) = \frac{p(x, y)}{p_y(y)} = p_{y|x}(x, y) \frac{p_x(x)}{p_y(y)}.
$$
When we substitute the observed value $y$ into $p_{x|y}$, we obtain the *posterior density* of $x$. It represents our knowledge of $x$ after the observation.

In the MAP estimation method, our estimate of $x$, given the observation $y$, is given by

$$
\hat{x}_{\text{map}} = \arg\max_x p_{x|y}(x, y) = \arg\max_x p_{y|x}(x, y)p_x(x) = \arg\max_x p(x, y).
$$

In other words, we take as estimate of $x$ the value that maximizes the conditional density of $x$, given the observed value of $y$. The only difference between this estimate and the maximum likelihood estimate is the second term, $p_x(x)$, appearing here. This term can be interpreted as taking our prior knowledge of $x$ into account. Note that if the prior density of $x$ is uniform over a set $C$, then finding the MAP estimate is the same as maximizing the likelihood function subject to $x \in C$, which is the ML estimation problem (7.1).

Taking logarithms, we can express the MAP estimate as

$$
\hat{x}_{\text{map}} = \arg\max_x (\log p_{y|x}(x, y) + \log p_x(x)).
$$

The first term is essentially the same as the log-likelihood function; the second term penalizes choices of $x$ that are unlikely, according to the prior density (i.e., $x$ with $p_x(x)$ small).

Brushing aside the philosophical differences in setup, the only difference between finding the MAP estimate (via (7.6)) and the ML estimate (via (7.1)) is the presence of an extra term in the optimization problem, associated with the prior density of $x$. Therefore, for any maximum likelihood estimation problem with concave log-likelihood function, we can add a prior density for $x$ that is log-concave, and the resulting MAP estimation problem will be convex.

**Linear measurements with IID noise**

Suppose that $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$ are related by

$$
y_i = a_i^T x + v_i, \quad i = 1, \ldots, m,
$$

where $v_i$ are IID with density $p_v$ on $\mathbb{R}$, and $x$ has prior density $p_x$ on $\mathbb{R}^n$. The joint density of $x$ and $y$ is then

$$
p(x, y) = p_x(x) \prod_{i=1}^m p_v(y_i - a_i^T x),
$$

and the MAP estimate can be found by solving the optimization problem

$$\maximize \log p_x(x) + \sum_{i=1}^m \log p_v(y_i - a_i^T x). \quad (7.7)$$

If $p_x$ and $p_v$ are log-concave, this problem is convex. The only difference between the MAP estimation problem (7.7) and the associated ML estimation problem (7.2) is the extra term $\log p_x(x)$. 
For example, if \( v_i \) are uniform on \([-a,a]\), and the prior distribution of \( x \) is Gaussian with mean \( \bar{x} \) and covariance \( \Sigma \), the MAP estimate is found by solving the QP

\[
\begin{align*}
\text{minimize} & \quad (x - \bar{x})^T \Sigma^{-1} (x - \bar{x}) \\
\text{subject to} & \quad \|Ax - y\|_\infty \leq a,
\end{align*}
\]

with variable \( x \).

### MAP with perfect linear measurements

Suppose \( x \in \mathbb{R}^n \) is a vector of parameters to be estimated, with prior density \( p_x \). We have \( m \) perfect (noise free, deterministic) linear measurements, given by \( y = Ax \). In other words, the conditional distribution of \( y \), given \( x \), is a point mass with value one at the point \( Ax \). The MAP estimate can be found by solving the problem

\[
\begin{align*}
\text{maximize} & \quad \log p_x(x) \\
\text{subject to} & \quad Ax = y.
\end{align*}
\]

If \( p_x \) is log-concave, this is a convex problem.

If under the prior distribution, the parameters \( x_i \) are IID with density \( p \) on \( \mathbb{R} \), then the MAP estimation problem has the form

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} \log p(x_i) \\
\text{subject to} & \quad Ax = y,
\end{align*}
\]

which is a least-penalty problem ((6.6), page 304), with penalty function \( \phi(u) = -\log p(u) \).

Conversely, we can interpret any least-penalty problem,

\[
\begin{align*}
\text{minimize} & \quad \phi(x_1) + \cdots + \phi(x_n) \\
\text{subject to} & \quad Ax = b
\end{align*}
\]

as a MAP estimation problem, with \( m \) perfect linear measurements (i.e., \( Ax = b \)) and \( x_i \) IID with density

\[
p(z) = \frac{e^{-\phi(z)}}{\int e^{-\phi(u)} \, du}.
\]

### 7.2 Nonparametric distribution estimation

We consider a random variable \( X \) with values in the finite set \( \{\alpha_1, \ldots, \alpha_n\} \subseteq \mathbb{R} \). (We take the values to be in \( \mathbb{R} \) for simplicity; the same ideas can be applied when the values are in \( \mathbb{R}^k \), for example.) The distribution of \( X \) is characterized by \( p \in \mathbb{R}^n \), with \( \text{prob}(X = \alpha_k) = p_k \). Clearly, \( p \) satisfies \( p \succeq 0, \ 1^T p = 1 \). Conversely, if \( p \in \mathbb{R}^n \) satisfies \( p \succeq 0, \ 1^T p = 1 \), then it defines a probability distribution for a random variable \( X \), defined as \( \text{prob}(X = \alpha_k) = p_k \). Thus, the probability simplex

\[
\{p \in \mathbb{R}^n \mid p \succeq 0, \ 1^T p = 1\}
\]
is in one-to-one correspondence with all possible probability distributions for a random variable \( X \) taking values in \( \{\alpha_1, \ldots, \alpha_n\} \).

In this section we discuss methods used to estimate the distribution \( p \) based on a combination of prior information and, possibly, observations and measurements.

**Prior information**

Many types of prior information about \( p \) can be expressed in terms of linear equality constraints or inequalities. If \( f : \mathbb{R} \to \mathbb{R} \) is any function, then

\[
E f(X) = \sum_{i=1}^{n} p_i f(\alpha_i)
\]

is a linear function of \( p \). As a special case, if \( C \subseteq \mathbb{R}^n \), then \( \text{prob}(X \in C) \) is a linear function of \( p \):

\[
\text{prob}(X \in C) = c^T p, \quad c_i = \begin{cases} 1 & \alpha_i \in C \\ 0 & \alpha_i \notin C \end{cases}.
\]

It follows that known expected values of certain functions (e.g., moments) or known probabilities of certain sets can be incorporated as linear equality constraints on \( p \in \mathbb{R}^n \). Inequalities on expected values or probabilities can be expressed as linear inequalities on \( p \in \mathbb{R}^n \).

For example, suppose we know that \( X \) has mean \( E X = \alpha \), second moment \( E X^2 = \beta \), and \( \text{prob}(X \geq 0) \leq 0.3 \). This prior information can be expressed as

\[
E X = \sum_{i=1}^{n} \alpha_i p_i = \alpha, \quad E X^2 = \sum_{i=1}^{n} \alpha_i^2 p_i = \beta, \quad \sum_{\alpha_i \geq 0} p_i \leq 0.3,
\]

which are two linear equalities and one linear inequality in \( p \).

We can also include some prior constraints that involve nonlinear functions of \( p \). As an example, the variance of \( X \) is given by

\[
\text{var}(X) = E X^2 - (E X)^2 = \sum_{i=1}^{n} \alpha_i^2 p_i - \left( \sum_{i=1}^{n} \alpha_i p_i \right)^2.
\]

The first term is a linear function of \( p \) and the second term is concave quadratic in \( p \), so the variance of \( X \) is a concave function of \( p \). It follows that a lower bound on the variance of \( X \) can be expressed as a convex quadratic inequality on \( p \).

As another example, suppose \( A \) and \( B \) are subsets of \( \mathbb{R} \), and consider the conditional probability of \( A \) given \( B \):

\[
\text{prob}(X \in A | X \in B) = \frac{\text{prob}(X \in A \cap B)}{\text{prob}(X \in B)}.
\]

This function is linear-fractional in \( p \in \mathbb{R}^n \): it can be expressed as

\[
\text{prob}(X \in A | X \in B) = c^T p / d^T p,
\]

where

\[
c_i = \begin{cases} 1 & \alpha_i \in A \cap B \\ 0 & \alpha_i \notin A \cap B \end{cases}, \quad d_i = \begin{cases} 1 & \alpha_i \in B \\ 0 & \alpha_i \notin B \end{cases}.
\]
Therefore we can express the prior constraints
\[ l \leq \text{prob}(X \in A|X \in B) \leq u \]
as the linear inequality constraints on \( p \)
\[ ld^T p \leq c^T p \leq u d^T p. \]

Several other types of prior information can be expressed in terms of nonlinear convex inequalities. For example, the entropy of \( X \), given by
\[ -\sum_{i=1}^{n} p_i \log p_i, \]
is a concave function of \( p \), so we can impose a minimum value of entropy as a convex inequality on \( p \). If \( q \) represents another distribution, i.e., \( q \succeq 0 \), \( 1^T q = 1 \), then the Kullback-Leibler divergence between the distribution \( q \) and the distribution \( p \) is given by
\[ \sum_{i=1}^{n} p_i \log(p_i/q_i), \]
which is convex in \( p \) (and \( q \) as well; see example 3.19, page 90). It follows that we can impose a maximum Kullback-Leibler divergence between \( p \) and a given distribution \( q \), as a convex inequality on \( p \).

In the next few paragraphs we express the prior information about the distribution \( p \) as \( p \in P \). We assume that \( P \) can be described by a set of linear equalities and convex inequalities. We include in the prior information \( P \) the basic constraints \( p \succeq 0 \), \( 1^T p = 1 \).

**Bounding probabilities and expected values**

Given prior information about the distribution, say \( p \in P \), we can compute upper or lower bounds on the expected value of a function, or probability of a set. For example to determine a lower bound on \( E f(X) \) over all distributions that satisfy the prior information \( p \in P \), we solve the convex problem
\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} f(\alpha_i) p_i \\
\text{subject to} & \quad p \in P.
\end{align*}
\]

**Maximum likelihood estimation**

We can use maximum likelihood estimation to estimate \( p \) based on observations from the distribution. Suppose we observe \( N \) independent samples \( x_1, \ldots, x_N \) from the distribution. Let \( k_i \) denote the number of these samples with value \( \alpha_i \), so that \( k_1 + \cdots + k_n = N \), the total number of observed samples. The log-likelihood function is then
\[ l(p) = \sum_{i=1}^{n} k_i \log p_i, \]
which is a concave function of \( p \). The maximum likelihood estimate of \( p \) can be found by solving the convex problem

\[
\begin{align*}
\text{maximize} & \quad l(p) = \sum_{i=1}^{n} k_i \log p_i \\
\text{subject to} & \quad p \in \mathcal{P},
\end{align*}
\]

with variable \( p \).

**Maximum entropy**

The maximum entropy distribution consistent with the prior assumptions can be found by solving the convex problem

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} p_i \log p_i \\
\text{subject to} & \quad p \in \mathcal{P}.
\end{align*}
\]

Enthusiasts describe the maximum entropy distribution as the most equivocal or most random, among those consistent with the prior information.

**Minimum Kullback-Leibler divergence**

We can find the distribution \( p \) that has minimum Kullback-Leibler divergence from a given prior distribution \( q \), among those consistent with prior information, by solving the convex problem

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} p_i \log(p_i/q_i) \\
\text{subject to} & \quad p \in \mathcal{P},
\end{align*}
\]

Note that when the prior distribution is the uniform distribution, \( i.e., q = (1/n)1 \), this problem reduces to the maximum entropy problem.

**Example 7.2** We consider a probability distribution on 100 equidistant points \( \alpha_i \) in the interval \([-1, 1]\). We impose the following prior assumptions:

\[
\begin{align*}
\mathbf{E}X & \in [-0.1, 0.1] \\
\mathbf{E}X^2 & \in [0.5, 0.6] \\
\mathbf{E}(3X^3 - 2X) & \in [-0.3, -0.2] \\
\text{prob}(X < 0) & \in [0.3, 0.4].
\end{align*}
\]

Along with the constraints \( \mathbf{1}^T p = 1, p \succeq 0 \), these constraints describe a polyhedron of probability distributions.

Figure 7.2 shows the maximum entropy distribution that satisfies these constraints. The maximum entropy distribution satisfies

\[
\begin{align*}
\mathbf{E}X & = 0.056 \\
\mathbf{E}X^2 & = 0.5 \\
\mathbf{E}(3X^3 - 2X) & = -0.2 \\
\text{prob}(X < 0) & = 0.4.
\end{align*}
\]

To illustrate bounding probabilities, we compute upper and lower bounds on the cumulative distribution \( \text{prob}(X \leq \alpha_i) \), for \( i = 1, \ldots, 100 \). For each value of \( i \),
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\[ p_i = \text{prob}(X = \alpha_i) \]

\[ 0.01 \leq p_i \leq 0.04 \]

Figure 7.2 Maximum entropy distribution that satisfies the constraints (7.8).

we solve two LPs: one that maximizes \( \text{prob}(X \leq \alpha_i) \), and one that minimizes \( \text{prob}(X \leq \alpha_i) \), over all distributions consistent with the prior assumptions (7.8). The results are shown in figure 7.3. The upper and lower curves show the upper and lower bounds, respectively; the middle curve shows the cumulative distribution of the maximum entropy distribution.

**Example 7.3** Bounding risk probability with known marginal distributions. Suppose \( X \) and \( Y \) are two random variables that give the return on two investments. We assume that \( X \) takes values in \( \{\alpha_1, \ldots, \alpha_n\} \subseteq \mathbb{R} \) and \( Y \) takes values in \( \{\beta_1, \ldots, \beta_m\} \subseteq \mathbb{R} \), with \( p_{ij} = \text{prob}(X = \alpha_i, Y = \beta_j) \). The marginal distributions of the two returns \( X \) and \( Y \) are known, i.e.,

\[ \sum_{j=1}^{m} p_{ij} = r_i, \quad i = 1, \ldots, n, \quad \sum_{i=1}^{n} p_{ij} = q_j, \quad j = 1, \ldots, m, \quad (7.9) \]

but otherwise nothing is known about the joint distribution \( p \). This defines a polyhedron of joint distributions consistent with the given marginals.

Now suppose we make both investments, so our total return is the random variable \( X + Y \). We are interested in computing an upper bound on the probability of some level of loss, or low return, i.e., \( \text{prob}(X + Y < \gamma) \). We can compute a tight upper bound on this probability by solving the LP

\[
\text{maximize} \quad \sum \{ p_{ij} \mid \alpha_i + \beta_j < \gamma \} \\
\text{subject to} \quad (7.9), \quad p_{ij} \geq 0, \quad i = 1, \ldots, n, \quad j = 1, \ldots, m.
\]

The optimal value of this LP is the maximum probability of loss. The optimal solution \( p^* \) is the joint distribution, consistent with the given marginal distributions, that maximizes the probability of the loss.

The same method can be applied to a derivative of the two investments. Let \( R(X, Y) \) be the return of the derivative, where \( R : \mathbb{R}^2 \rightarrow \mathbb{R} \). We can compute sharp lower
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\[ \text{prob}(X \leq \alpha_i) - 0.5 \]

Figure 7.3 The top and bottom curves show the maximum and minimum possible values of the cumulative distribution function, \( \text{prob}(X \leq \alpha_i) \), over all distributions that satisfy (7.8). The middle curve is the cumulative distribution of the maximum entropy distribution that satisfies (7.8).

and upper bounds on \( \text{prob}(R < \gamma) \) by solving a similar LP, with objective function

\[ \sum \{ p_{ij} \mid R(\alpha_i, \beta_j) < \gamma \}, \]

which we can minimize and maximize.

7.3 Optimal detector design and hypothesis testing

Suppose \( X \) is a random variable with values in \( \{1, \ldots, n\} \), with a distribution that depends on a parameter \( \theta \in \{1, \ldots, m\} \). The distributions of \( X \), for the \( m \) possible values of \( \theta \), can be represented by a matrix \( P \in \mathbb{R}^{n \times m} \), with elements

\[ p_{kj} = \text{prob}(X = k \mid \theta = j). \]

The \( j \)th column of \( P \) gives the probability distribution associated with the parameter value \( \theta = j \).

We consider the problem of estimating \( \theta \), based on an observed sample of \( X \). In other words, the sample \( X \) is generated from one of the \( m \) possible distributions, and we are to guess which one. The \( m \) values of \( \theta \) are called hypotheses, and guessing which hypothesis is correct (i.e., which distribution generated the observed sample \( X \)) is called hypothesis testing. In many cases one of the hypotheses corresponds to some normal situation, and each of the other hypotheses corresponds to some abnormal event. In this case hypothesis testing can be interpreted as observing a
value of $X$, and then guessing whether or not an abnormal event has occurred, and if so, which one. For this reason hypothesis testing is also called detection.

In most cases there is no significance to the ordering of the hypotheses; they are simply $m$ different hypotheses, arbitrarily labeled $\theta = 1, \ldots, m$. If $\hat{\theta} = \theta$, where $\hat{\theta}$ denotes the estimate of $\theta$, then we have correctly guessed the parameter value $\theta$. If $\hat{\theta} \neq \theta$, then we have (incorrectly) guessed the parameter value $\theta$; we have mistaken $\hat{\theta}$ for $\theta$. In other cases, there is significance in the ordering of the hypotheses. In this case, an event such as $\hat{\theta} > \theta$, i.e., the event that we overestimate $\theta$, is meaningful.

It is also possible to parametrize $\theta$ by values other than $\{1, \ldots, m\}$, say as $\theta \in \{\theta_1, \ldots, \theta_m\}$, where $\theta_i$ are (distinct) values. These values could be real numbers, or vectors, for example, specifying the mean and variance of the $k$th distribution. In this case, a quantity such as $\|\hat{\theta} - \theta\|$, which is the norm of the parameter estimation error, is meaningful.

### 7.3.1 Deterministic and randomized detectors

A (deterministic) estimator or detector is a function $\psi$ from $\{1, \ldots, n\}$ (the set of possible observed values) into $\{1, \ldots, m\}$ (the set of hypotheses). If $X$ is observed to have value $k$, then our guess for the value of $\theta$ is $\hat{\theta} = \psi(k)$. One obvious deterministic detector is the maximum likelihood detector, given by

$$
\hat{\theta} = \psi_{\text{ml}}(k) = \text{argmax}_j p_{kj}.
$$

(7.10)

When we observe the value $X = k$, the maximum likelihood estimate of $\theta$ is a value that maximizes the probability of observing $X = k$, over the set of possible distributions.

We will consider a generalization of the deterministic detector, in which the estimate of $\theta$, given an observed value of $X$, is random. A randomized detector of $\theta$ is a random variable $\hat{\theta} \in \{1, \ldots, m\}$, with a distribution that depends on the observed value of $X$. A randomized detector can be defined in terms of a matrix $T \in \mathbb{R}^{m \times n}$ with elements

$$
t_{ik} = \text{prob}(\hat{\theta} = i \mid X = k).
$$

The interpretation is as follows: if we observe $X = k$, then the detector gives $\hat{\theta} = i$ with probability $t_{ik}$. The $k$th column of $T$, which we will denote $t_k$, gives the probability distribution of $\hat{\theta}$, when we observe $X = k$. If each column of $T$ is a unit vector, then the randomized detector is a deterministic detector, i.e., $\hat{\theta}$ is a (deterministic) function of the observed value of $X$.

At first glance, it seems that intentionally introducing additional randomization into the estimation or detection process can only make the estimator worse. But we will see below examples in which a randomized detector outperforms all deterministic estimators.

We are interested in designing the matrix $T$ that defines the randomized detector. Obviously the columns $t_k$ of $T$ must satisfy the (linear equality and inequality) constraints

$$
t_k \succeq 0, \quad 1^T t_k = 1.
$$

(7.11)
7.3.2 Detection probability matrix

For the randomized detector defined by the matrix $T$, we define the detection probability matrix as $D = TP$. We have

$$D_{ij} = (TP)_{ij} = \text{prob}(\hat{\theta} = i \mid \theta = j),$$

so $D_{ij}$ is the probability of guessing $\hat{\theta} = i$, when in fact $\theta = j$. The $m \times m$ detection probability matrix $D$ characterizes the performance of the randomized detector defined by $T$. The diagonal entry $D_{ii}$ is the probability of guessing $\hat{\theta} = i$ when $\theta = i$, i.e., the probability of correctly detecting that $\theta = i$. The off-diagonal entry $D_{ij}$ (with $i \neq j$) is the probability of mistaking $\theta = i$ for $\theta = j$, i.e., the probability that our guess is $\hat{\theta} = i$, when in fact $\theta = j$. If $D = I$, the detector is perfect: no matter what the parameter $\theta$ is, we correctly guess $\hat{\theta} = \theta$.

The diagonal entries of $D$, arranged in a vector, are called the detection probabilities, and denoted $P^d$:

$$P^d_i = D_{ii} = \text{prob}(\hat{\theta} = i \mid \theta = i).$$

The error probabilities are the complements, and are denoted $P^e$:

$$P^e_i = 1 - D_{ii} = \text{prob}(\hat{\theta} \neq i \mid \theta = i).$$

Since the columns of the detection probability matrix $D$ add up to one, we can express the error probabilities as

$$P^e_i = \sum_{j \neq i} D_{ji}.$$ 

7.3.3 Optimal detector design

In this section we show that a wide variety of objectives for detector design are linear, affine, or convex piecewise-linear functions of $D$, and therefore also of $T$ (which is the optimization variable). Similarly, a variety of constraints for detector design can be expressed in terms of linear inequalities in $D$. It follows that a wide variety of optimal detector design problems can be expressed as LPs. We will see in §7.3.4 that some of these LPs have simple solutions; in this section we simply formulate the problem.

Limits on errors and detection probabilities

We can impose a lower bound on the probability of correctly detecting the $j$th hypothesis,

$$P^d_j = D_{jj} \geq L_j,$$

which is a linear inequality in $D$ (hence, $T$). Similarly, we can impose a maximum allowable probability for mistaking $\theta = i$ for $\theta = j$:

$$D_{ij} \leq U_{ij},$$
which are also linear constraints on $T$. We can take any of the detection probabilities as an objective to be maximized, or any of the error probabilities as an objective to be minimized.

**Minimax detector design**

We can take as objective (to be minimized) the *minimax error probability*, $\max_j P^e_j$, which is a piecewise-linear convex function of $D$ (hence, also of $T$). With this as the only objective, we have the problem of minimizing the maximum probability of detection error,

$$\begin{align*}
\text{minimize} & \quad \max_j P^e_j \\
\text{subject to} & \quad t_k \succeq 0, \quad 1^T t_k = 1, \quad k = 1, \ldots, n,
\end{align*}$$

where the variables are $t_1, \ldots, t_n \in \mathbb{R}^m$. This can be reformulated as an LP. The minimax detector minimizes the worst-case (largest) probability of error over all $m$ hypotheses.

We can, of course, add further constraints to the minimax detector design problem.

**Bayes detector design**

In Bayes detector design, we have a prior distribution for the hypotheses, given by $q \in \mathbb{R}^m$, where

$$q_i = \text{prob}(\theta = i).$$

In this case, the probabilities $p_{ij}$ are interpreted as conditional probabilities of $X$, given $\theta$. The probability of error for the detector is then given by $q^T P^e$, which is an affine function of $T$. The Bayes optimal detector is the solution of the LP

$$\begin{align*}
\text{minimize} & \quad q^T P^e \\
\text{subject to} & \quad t_k \succeq 0, \quad 1^T t_k = 1, \quad k = 1, \ldots, n.
\end{align*}$$

We will see in §7.3.4 that this problem has a simple analytical solution.

One special case is when $q = (1/m)1$. In this case the Bayes optimal detector minimizes the average probability of error, where the (unweighted) average is over the hypotheses. In §7.3.4 we will see that the maximum likelihood detector (7.10) is optimal for this problem.

**Bias, mean-square error, and other quantities**

In this section we assume that the ordering of the values of $\theta$ have some significance, i.e., that the value $\theta = i$ can be interpreted as a larger value of the parameter than $\theta = j$, when $i > j$. This might be the case, for example, when $\theta = i$ corresponds to the hypothesis that $i$ events have occurred. Here we may be interested in quantities such as

$$\text{prob}(\hat{\theta} > \theta \mid \theta = i),$$

which is the probability that we overestimate $\theta$ when $\theta = i$. This is an affine function of $D$:

$$\text{prob}(\hat{\theta} > \theta \mid \theta = i) = \sum_{j > i} D_{ji},$$
so a maximum allowable value for this probability can be expressed as a linear inequality on $D$ (hence, $T$). As another example, the probability of misclassifying $\theta$ by more than one, when $\theta = i$,

$$
\text{prob}(|\hat{\theta} - \theta| > 1 \mid \theta = i) = \sum_{|j-i|>1} D_{ji},
$$

is also a linear function of $D$.

We now suppose that the parameters have values $\{\theta_1, \ldots, \theta_m\} \subseteq \mathbb{R}$. The estimation or detection (parameter) error is then given by $\hat{\theta} - \theta$, and a number of quantities of interest are given by linear functions of $D$. Examples include:

- **Bias.** The bias of the detector, when $\theta = \theta_i$, is given by the linear function
  $$
  \mathbb{E}_i(\hat{\theta} - \theta) = \sum_{j=1}^m (\theta_j - \theta_i)D_{ji},
  $$
  where the subscript on $\mathbb{E}$ means the expectation is with respect to the distribution of the hypothesis $\theta = \theta_i$.

- **Mean square error.** The mean square error of the detector, when $\theta = \theta_i$, is given by the linear function
  $$
  \mathbb{E}_i(\hat{\theta} - \theta)^2 = \sum_{j=1}^m (\theta_j - \theta_i)^2D_{ji}.
  $$

- **Average absolute error.** The average absolute error of the detector, when $\theta = \theta_i$, is given by the linear function
  $$
  \mathbb{E}_i|\hat{\theta} - \theta| = \sum_{j=1}^m |\theta_j - \theta_i|D_{ji}.
  $$

### 7.3.4 Multicriterion formulation and scalarization

The optimal detector design problem can be considered a multicriterion problem, with the constraints (7.11), and the $m(m-1)$ objectives given by the off-diagonal entries of $D$, which are the probabilities of the different types of detection error:

$$
\begin{align*}
\text{minimize (w.r.t. } \mathbb{R}^{m(m-1)}_+ \text{) } & D_{ij}, \quad i, j = 1, \ldots, m, \quad i \neq j \\
\text{subject to } & t_k \geq 0, \quad \mathbf{1}^T t_k = 1, \quad k = 1, \ldots, n,
\end{align*}
$$

(7.12)

with variables $t_1, \ldots, t_n \in \mathbb{R}^m$. Since each objective $D_{ij}$ is a linear function of the variables, this is a multicriterion linear program.

We can scalarize this multicriterion problem by forming the weighted sum objective

$$
\sum_{i,j=1}^m W_{ij}D_{ij} = \text{tr}(W^TD)
$$
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where the weight matrix $W \in \mathbb{R}^{m \times m}$ satisfies

$$W_{ii} = 0, \quad i = 1, \ldots, m, \quad W_{ij} > 0, \quad i, j = 1, \ldots, m, \quad i \neq j.$$ 

This objective is a weighted sum of the $m(m - 1)$ error probabilities, with weight $W_{ij}$ associated with the error of guessing $\hat{\theta} = i$ when in fact $\theta = j$. The weight matrix is sometimes called the loss matrix.

To find a Pareto optimal point for the multicriterion problem (7.12), we form the scalar optimization problem

$$\begin{align*}
\text{minimize} & \quad \text{tr}(W^T D) \\
\text{subject to} & \quad t_k \succeq 0, \quad 1^T t_k = 1, \quad k = 1, \ldots, n, \quad (7.13)
\end{align*}$$

which is an LP. This LP is separable in the variables $t_1, \ldots, t_n$. The objective can be expressed as a sum of (linear) functions of $t_k$:

$$\text{tr}(W^T D) = \text{tr}(W^T TP) = \text{tr}(PW^T) = \sum_{k=1}^n c_k^T t_k,$$

where $c_k$ is the $k$th column of $WP^T$. The constraints are separable (i.e., we have separate constraints on each $t_k$). Therefore we can solve the LP (7.13) by separately solving

$$\begin{align*}
\text{minimize} & \quad c_k^T t_k \\
\text{subject to} & \quad t_k \succeq 0, \quad 1^T t_k = 1,
\end{align*}$$

for $k = 1, \ldots, n$. Each of these LPs has a simple analytical solution (see exercise 4.8). We first find an index $q$ such that $c_{kq} = \min_j c_{kj}$. Then we take $t_k^* = e_q$. This optimal point corresponds to a deterministic detector: when $X = k$ is observed, our estimate is

$$\hat{\theta} = \arg\min_j (WP^T)_{jk}. \quad (7.14)$$

Thus, for every weight matrix $W$ with positive off-diagonal elements we can find a deterministic detector that minimizes the weighted sum objective. This seems to suggest that randomized detectors are not needed, but we will see this is not the case. The Pareto optimal trade-off surface for the multicriterion LP (7.12) is piecewise-linear; the deterministic detectors of the form (7.14) correspond to the vertices on the Pareto optimal surface.

**MAP and ML detectors**

Consider a Bayes detector design with prior distribution $q$. The mean probability of error

$$q^T P^e = \sum_{j=1}^m q_j \sum_{i \neq j} D_{ij} = \sum_{i,j=1}^m W_{ij} D_{ij},$$

if we define the weight matrix $W$ as

$$W_{ij} = q_j, \quad i, j = 1, \ldots, m, \quad i \neq j, \quad W_{ii} = 0, \quad i = 1, \ldots, m.$$
Thus, a Bayes optimal detector is given by the deterministic detector (7.14), with
\[
(WP^T)_{jk} = \sum_{i \neq j} q_i p_{ki} = \sum_{i=1}^{m} q_i p_{ki} - q_j p_{kj}.
\]
The first term is independent of \(j\), so the optimal detector is simply
\[
\hat{\theta} = \arg\max_j (p_{kj}q_j),
\]
when \(X = k\) is observed. The solution has a simple interpretation: Since \(p_{kj}q_j\) gives the probability that \(\theta = j\) and \(X = k\), this detector is a maximum a posteriori probability (MAP) detector.

For the special case \(q = (1/m)1\), i.e., a uniform prior distribution on \(\theta\), this MAP detector reduces to a maximum likelihood (ML) detector:
\[
\hat{\theta} = \arg\max_j p_{kj}.
\]
Thus, a maximum likelihood detector minimizes the (unweighted) average or mean probability of error.

### 7.3.5 Binary hypothesis testing

As an illustration, we consider the special case \(m = 2\), which is called binary hypothesis testing. The random variable \(X\) is generated from one of two distributions, which we denote \(p \in \mathbb{R}^n\) and \(q \in \mathbb{R}^n\), to simplify the notation. Often the hypothesis \(\theta = 1\) corresponds to some normal situation, and the hypothesis \(\theta = 2\) corresponds to some abnormal event that we are trying to detect. If \(\hat{\theta} = 1\), we say the test is negative (i.e., we guess that the event did not occur); if \(\hat{\theta} = 2\), we say the test is positive (i.e., we guess that the event did occur).

The detection probability matrix \(D \in \mathbb{R}^{2 \times 2}\) is traditionally expressed as
\[
D = \begin{bmatrix}
1 - P_{fp} & P_{fn} \\
P_{fp} & 1 - P_{fn}
\end{bmatrix}.
\]
Here \(P_{fn}\) is the probability of a false negative (i.e., the test is negative when in fact the event has occurred) and \(P_{fp}\) is the probability of a false positive (i.e., the test is positive when in fact the event has not occurred), which is also called the false alarm probability. The optimal detector design problem is a bi-criterion problem, with objectives \(P_{fn}\) and \(P_{fp}\).

The optimal trade-off curve between \(P_{fn}\) and \(P_{fp}\) is called the receiver operating characteristic (ROC), and is determined by the distributions \(p\) and \(q\). The ROC can be found by scalarizing the bi-criterion problem, as described in §7.3.4. For the weight matrix \(W\), an optimal detector (7.14) is
\[
\hat{\theta} = \begin{cases}
1 & W_{21}p_k > W_{12}q_k \\
2 & W_{21}p_k \leq W_{12}q_k
\end{cases}
\]
when $X = k$ is observed. This is called a likelihood ratio threshold test: if the ratio $p_k/q_k$ is more than the threshold $W_{12}/W_{21}$, the test is negative (i.e., $\hat{\theta} = 1$); otherwise the test is positive. By choosing different values of the threshold, we obtain (deterministic) Pareto optimal detectors that give different levels of false positive versus false negative error probabilities. This result is known as the Neyman-Pearson lemma.

The likelihood ratio detectors do not give all the Pareto optimal detectors; they are the vertices of the optimal trade-off curve, which is piecewise-linear.

**Example 7.4** We consider a binary hypothesis testing example with $n = 4$, and

$$P = \begin{bmatrix} 0.70 & 0.10 \\ 0.20 & 0.10 \\ 0.05 & 0.70 \\ 0.05 & 0.10 \end{bmatrix}. \tag{7.15}$$

The optimal trade-off curve between $P_{\text{fn}}$ and $P_{\text{fp}}$, i.e., the receiver operating curve, is shown in figure 7.4. The left endpoint corresponds to the detector which is always negative, independent of the observed value of $X$; the right endpoint corresponds to the detector that is always positive. The vertices labeled 1, 2, and 3 correspond to the deterministic detectors

$$T^{(1)} = \begin{bmatrix} 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix},$$

$$T^{(2)} = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \end{bmatrix}.$$
respectively. The point labeled 4 corresponds to the nondeterministic detector

\[ T^{(4)} = \begin{bmatrix} 1 & 2/3 & 0 & 0 \\ 0 & 1/3 & 1 & 1 \end{bmatrix}, \]

which is the minimax detector. This minimax detector yields equal probability of a false positive and false negative, which in this case is 1/6. Every deterministic detector has either a false positive or false negative probability that exceeds 1/6, so this is an example where a randomized detector outperforms every deterministic detector.

### 7.3.6 Robust detectors

So far we have assumed that \( P \), which gives the distribution of the observed variable \( X \), for each value of the parameter \( \theta \), is known. In this section we consider the case where these distributions are not known, but certain prior information about them is given. We assume that \( P \in \mathcal{P} \), where \( \mathcal{P} \) is the set of possible distributions. With a randomized detector characterized by \( T \), the detection probability matrix \( D \) now depends on the particular value of \( P \). We will judge the error probabilities by their worst-case values, over \( P \in \mathcal{P} \). We define the worst-case detection probability matrix \( D^{wc} \) as

\[ D^{wc}_{ij} = \sup_{P \in \mathcal{P}} D_{ij}, \quad i, j = 1, \ldots, m, \quad i \neq j \]

and

\[ D^{wc}_{ii} = \inf_{P \in \mathcal{P}} D_{ii}, \quad i = 1, \ldots, m. \]

The off-diagonal entries give the largest possible probability of errors, and the diagonal entries give the smallest possible probability of detection, over \( P \in \mathcal{P} \). Note that \( \sum_{i=1}^{m} D^{wc}_{ij} \neq 1 \) in general, i.e., the columns of a worst-case detection probability matrix do not necessarily add up to one.

We define the worst-case probability of error as

\[ P^{wce}_{w} = 1 - D^{wc}_{ii}. \]

Thus, \( P^{wce}_{w} \) is the largest probability of error, when \( \theta = i \), over all possible distributions in \( \mathcal{P} \).

Using the worst-case detection probability matrix, or the worst-case probability of error vector, we can develop various robust versions of detector design problems. In the rest of this section we concentrate on the robust minimax detector design problem, as a generic example that illustrates the ideas.

We define the robust minimax detector as the detector that minimizes the worst-case probability of error, over all hypotheses, i.e., minimizes the objective

\[ \max_i P^{wce}_{w} = \max_i \sup_{P \in \mathcal{P}} (1 - (TP)_{ii}) = 1 - \min_i \inf_{P \in \mathcal{P}} (TP)_{ii}. \]

The robust minimax detector minimizes the worst possible probability of error, over all \( m \) hypotheses, and over all \( P \in \mathcal{P} \).
Robust minimax detector for finite $\mathcal{P}$

When the set of possible distributions is finite, the robust minimax detector design problem is readily formulated as an LP. With $\mathcal{P} = \{P_1, \ldots, P_k\}$, we can find the robust minimax detector by solving

$$\max \min_{i=1, \ldots, m} \inf_{P \in \mathcal{P}} (TP)_{ii} = \min_{i=1, \ldots, m} \min_{j=1, \ldots, k} (TP_j)_{ii}$$

subject to $t_i \succeq 0$, $1^T t_i = 1$, $i = 1, \ldots, n$.

The objective is piecewise-linear and concave, so this problem can be expressed as an LP. Note that we can just as well consider $\mathcal{P}$ to be the polyhedron $\text{conv} \mathcal{P}$; the associated worst-case detection matrix, and robust minimax detector, are the same.

Robust minimax detector for polyhedral $\mathcal{P}$

It is also possible to efficiently formulate the robust minimax detector problem as an LP when $\mathcal{P}$ is a polyhedron described by linear equality and inequality constraints. This formulation is less obvious, and relies on a dual representation of $\mathcal{P}$.

To simplify the discussion, we assume that $\mathcal{P}$ has the form

$$\mathcal{P} = \left\{ P = [p_1 \cdots p_m] \mid A_k p_k = b_k, \ 1^T p_k = 1, \ p_k \succeq 0 \right\}. \quad (7.16)$$

In other words, for each distribution $p_k$, we are given some expected values $A_k p_k = b_k$. (These might represent known moments, probabilities, etc.) The extension to the case where we are given inequalities on expected values is straightforward.

The robust minimax design problem is

$$\max \gamma$$

subject to

$$\inf \{ \tilde{t}_i^T p \mid A_i p = b_i, \ 1^T p = 1, \ p \succeq 0 \} \geq \gamma, \ i = 1, \ldots, m$$

$$t_i \succeq 0, \ 1^T t_i = 1, \ i = 1, \ldots, n,$$

where $\tilde{t}_i^T$ denotes the $i$th row of $T$ (so that $(TP)_{ii} = \tilde{t}_i^T p_i$). By LP duality,

$$\inf \{ \tilde{t}_i^T p \mid A_i p = b_i, \ 1^T p = 1, \ p \succeq 0 \} = \sup \{ \nu^T b_i + \mu \mid A_i^T \nu + \mu 1 \succeq \tilde{t}_i \}.$$

Using this, the robust minimax detector design problem can be expressed as the LP

$$\max \gamma$$

subject to

$$\nu_i^T b_i + \mu_i \geq \gamma, \ i = 1, \ldots, m$$

$$A_i^T \nu_i + \mu_i 1 \leq \tilde{t}_i, \ i = 1, \ldots, m$$

$$t_i \succeq 0, \ 1^T t_i = 1, \ i = 1, \ldots, n,$$

with variables $\nu_1, \ldots, \nu_m$, $\mu_1, \ldots, \mu_m$, and $T$ (which has columns $t_i$ and rows $\tilde{t}_i^T$).

**Example 7.5** Robust binary hypothesis testing. Suppose $m = 2$ and the set $\mathcal{P}$ in (7.16) is defined by

$$A_1 = A_2 = A = \begin{bmatrix} a_1 & a_2 & \cdots & a_n \\ a_1^2 & a_2^2 & \cdots & a_n^2 \end{bmatrix}, \quad b_1 = \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}, \quad b_2 = \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix}.$$

Designing a robust minimax detector for this set $\mathcal{P}$ can be interpreted as a binary hypothesis testing problem: based on an observation of a random variable $X \in \{a_1, \ldots, a_n\}$, choose between the following two hypotheses:
1. \( E X = \alpha_1, E X^2 = \alpha_2 \)
2. \( E X = \beta_1, E X^2 = \beta_2 \).

Let \( \tilde{t}^T \) denote the first row of \( T \) (and so, \((1 - \tilde{t})^T \) is the second row). For given \( \tilde{t} \), the worst-case probabilities of correct detection are

\[
D_{11}^{wc} = \inf \left\{ \tilde{t}^T p \mid \sum_{i=1}^{n} a_i p_i = \alpha_1, \sum_{i=1}^{n} a_i^2 p_i = \alpha_2, 1^T p = 1, \ p \succeq 0 \right\}
\]

\[
D_{22}^{wc} = \inf \left\{ (1 - \tilde{t})^T p \mid \sum_{i=1}^{n} a_i p_i = \beta_1, \sum_{i=1}^{n} a_i^2 p_i = \beta_2, 1^T p = 1, \ p \succeq 0 \right\}
\]

Using LP duality we can express \( D_{11}^{wc} \) as the optimal value of the LP

maximize \[ z_0 + z_1 \alpha_1 + z_2 \alpha_2 \]
subject to \[ z_0 + a_i z_1 + a_i^2 z_2 \leq \tilde{t}_i, \ i = 1, \ldots, n, \]
with variables \( z_0, z_1, z_2 \in \mathbb{R} \). Similarly \( D_{22}^{wc} \) is the optimal value of the LP

maximize \[ w_0 + w_1 \beta_1 + w_2 \beta_2 \]
subject to \[ w_0 + a_i w_1 + a_i^2 w_2 \leq 1 - \tilde{t}_i, \ i = 1, \ldots, n, \]
with variables \( w_0, w_1, w_2 \in \mathbb{R} \). To obtain the minimax detector, we have to maximize the minimum of \( D_{11}^{wc} \) and \( D_{22}^{wc} \), i.e., solve the LP

maximize \[ \gamma \]
subject to \[
\begin{align*}
\gamma_0 + z_1 \alpha_2 + z_2 \alpha_2 & \geq \gamma \\
\gamma_0 + \beta_1 w_1 + \beta_2 w_2 & \geq \gamma \\
\gamma_0 + z_1 a_i + z_2 a_i^2 & \leq \tilde{t}_i, \ i = 1, \ldots, n \\
w_0 + w_1 a_i + w_2 a_i^2 & \leq 1 - \tilde{t}_i, \ i = 1, \ldots, n \\
0 \leq \tilde{t} \leq 1.
\end{align*}
\]

The variables are \( z_0, z_1, z_2, w_0, w_1, w_2 \) and \( \tilde{t} \).

### 7.4 Chebyshev and Chernoff bounds

In this section we consider two types of classical bounds on the probability of a set, and show that generalizations of each can be cast as convex optimization problems. The original classical bounds correspond to simple convex optimization problems with analytical solutions; the convex optimization formulation of the general cases allow us to compute better bounds, or bounds for more complex situations.

#### 7.4.1 Chebyshev bounds

Chebyshev bounds give an upper bound on the probability of a set based on known expected values of certain functions (e.g., mean and variance). The simplest example is Markov’s inequality: If \( X \) is a random variable on \( \mathbb{R}_+ \) with \( E X = \mu \),
then we have \( \text{prob}(X \geq 1) \leq \mu \), no matter what the distribution of \( X \) is. Another simple example is Chebyshev’s bound: If \( X \) is a random variable on \( \mathbb{R} \) with \( \mathbb{E}X = \mu \) and \( \mathbb{E}(X - \mu)^2 = \sigma^2 \), then we have \( \text{prob}(|X - \mu| \geq 1) \leq \sigma^2 \), again no matter what the distribution of \( X \) is. The idea behind these simple bounds can be generalized to a setting in which convex optimization is used to compute a bound on the probability.

Let \( X \) be a random variable on \( S \subseteq \mathbb{R}^m \), and \( C \subseteq S \) be the set for which we want to bound \( \text{prob}(X \in C) \). Let \( 1_C \) denote the 0-1 indicator function of the set \( C \), i.e., \( 1_C(z) = 1 \) if \( z \in C \) and \( 1_C(z) = 0 \) if \( z \notin C \).

Our prior knowledge of the distribution consists of known expected values of some functions:

\[
\mathbb{E} f_i(X) = a_i, \quad i = 1, \ldots, n,
\]

where \( f_i : \mathbb{R}^m \rightarrow \mathbb{R} \). We take \( f_0 \) to be the constant function with value one, for which we always have \( \mathbb{E} f_0(X) = a_0 = 1 \). Consider a linear combination of the functions \( f_i \), given by

\[
f(z) = \sum_{i=0}^{n} x_i f_i(z),
\]

where \( x_i \in \mathbb{R} \), \( i = 0, \ldots, n \). From our knowledge of \( \mathbb{E} f_i(X) \), we have \( \mathbb{E} f(X) = a^T x \).

Now suppose that \( f \) satisfies the condition \( f(z) \geq 1_C(z) \) for all \( z \in S \), i.e., \( f \) is pointwise greater than or equal to the indicator function of \( C \) (on \( S \)). Then we have

\[
\mathbb{E} f(X) = a^T x \geq \mathbb{E} 1_C(X) = \text{prob}(X \in C).
\]

In other words, \( a^T x \) is an upper bound on \( \text{prob}(X \in C) \), valid for all distributions supported on \( S \), with \( \mathbb{E} f_i(X) = a_i \).

We can search for the best such upper bound on \( \text{prob}(X \in C) \), by solving the problem

\[
\begin{align*}
\text{minimize} & \quad x_0 + a_1 x_1 + \cdots + a_n x_n \\
\text{subject to} & \quad f(z) = \sum_{i=0}^{n} x_i f_i(z) \geq 1 \text{ for } z \in C \\
& \quad f(z) = \sum_{i=0}^{n} x_i f_i(z) \geq 0 \text{ for } z \in S, \ z \notin C,
\end{align*}
\]

with variable \( x \in \mathbb{R}^{n+1} \). This problem is always convex, since the constraints can be expressed as

\[
g_1(x) = 1 - \inf_{z \in C} f(z) \leq 0, \quad g_2(x) = - \inf_{z \in S \setminus C} f(z) \leq 0
\]

\( (g_1 \) and \( g_2 \) are convex). The problem (7.17) can also be thought of as a semi-infinite linear program, i.e., an optimization problem with a linear objective and an infinite number of linear inequalities, one for each \( z \in S \).

In simple cases we can solve the problem (7.17) analytically. As an example, we take \( S = \mathbb{R}_+ \), \( C = [1, \infty) \), \( f_0(z) = 1 \), and \( f_1(z) = z \), with \( \mathbb{E} f_1(X) = \mathbb{E} X = \mu \leq 1 \) as our prior information. The constraint \( f(z) \geq 0 \) for \( z \in S \) reduces to \( x_0 \geq 0, \ x_1 \geq 0 \). The constraint \( f(z) \geq 1 \) for \( z \in C \), i.e., \( x_0 + x_1 z \geq 1 \) for all \( z \geq 1 \), reduces to \( x_0 + x_1 \geq 1 \). The problem (7.17) is then

\[
\begin{align*}
\text{minimize} & \quad x_0 + \mu x_1 \\
\text{subject to} & \quad x_0 \geq 0, \ x_1 \geq 0 \\
& \quad x_0 + x_1 \geq 1.
\end{align*}
\]
Since $0 \leq \mu \leq 1$, the optimal point for this simple LP is $x_0 = 0$, $x_1 = 1$. This gives the classical Markov bound $\text{prob}(X \geq 1) \leq \mu$.

In other cases we can solve the problem (7.17) using convex optimization.

**Remark 7.1** Duality and the Chebyshev bound problem. The Chebyshev bound problem (7.17) determines a bound on $\text{prob}(X \in C)$ for all probability measures that satisfy the given expected value constraints. Thus we can think of the Chebyshev bound problem (7.17) as producing a bound on the optimal value of the infinite-dimensional problem

\[
\begin{align*}
\text{maximize} & \quad \int_C \pi(dz) \\
\text{subject to} & \quad \int_S f_i(z) \pi(dz) = a_i, \quad i = 1, \ldots, n \\
& \quad \int_S \pi(dz) = 1 \\
& \quad \pi \geq 0,
\end{align*}
\]

(7.18)

where the variable is the measure $\pi$, and $\pi \geq 0$ means that the measure is nonnegative. Since the Chebyshev problem (7.17) produces a bound on the problem (7.18), it should not be a surprise that they are related by duality. While semi-infinite and infinite-dimensional problems are beyond the scope of this book, we can still formally construct a dual of the problem (7.17), introducing a Lagrange multiplier function $p : S \to \mathbb{R}$, with $p(z)$ the Lagrange multiplier associated with the inequality $f(z) \geq 1$ (for $z \in C$) or $f(z) \geq 0$ (for $z \in S \setminus C$). Using an integral over $z$ where we would have a sum in the finite-dimensional case, we arrive at the formal dual

\[
\begin{align*}
\text{maximize} & \quad \int_C p(z) \, dz \\
\text{subject to} & \quad \int_S f_i(z) p(z) \, dz = a_i, \quad i = 1, \ldots, n \\
& \quad \int_S p(z) \, dz = 1 \\
& \quad p(z) \geq 0 \text{ for all } z \in S,
\end{align*}
\]

where the optimization variable is the function $p$. This is, essentially, the same as (7.18).

**Probability bounds with known first and second moments**

As an example, suppose that $S = \mathbb{R}^m$, and that we are given the first and second moments of the random variable $X$:

$$
E X = a \in \mathbb{R}^m, \quad E XX^T = \Sigma \in \mathbb{S}^m.
$$

In other words, we are given the expected value of the $m$ functions $z_i, i = 1, \ldots, m$, and the $m(m+1)/2$ functions $z_i z_j, i, j = 1, \ldots, m$, but no other information about the distribution.

In this case we can express $f$ as the general quadratic function

$$
f(z) = z^T P z + 2 q^T z + r,
$$

where the variables (i.e., the vector $x$ in the discussion above) are $P \in \mathbb{S}^m$, $q \in \mathbb{R}^m$, and $r \in \mathbb{R}$. From our knowledge of the first and second moments, we find that

\[
|E f(X)| = E(X^T P X + 2 q^T X + r)
= E \text{tr}(P X X^T) + 2 E q^T X + r
= \text{tr}(\Sigma P) + 2 q^T a + r.
\]
The constraint that \( f(z) \geq 0 \) for all \( z \) can be expressed as the linear matrix inequality
\[
\begin{bmatrix}
P & q \\
q^T & r
\end{bmatrix} \succeq 0.
\]
In particular, we have \( P \succeq 0 \).

Now suppose that the set \( C \) is the complement of an open polyhedron,
\[
C = \mathbb{R}^m \setminus \mathcal{P}, \quad \mathcal{P} = \{ z \mid a_i^T z < b_i, \ i = 1, \ldots, k \}.
\]
The condition that \( f(z) \geq 1 \) for all \( z \in C \) is the same as requiring that
\[
a_i^T z \geq b_i \implies z^T P z + 2q^T z + r \geq 1
\]
for \( i = 1, \ldots, k \). This, in turn, can be expressed as: there exist \( \tau_1, \ldots, \tau_k \geq 0 \) such that
\[
\begin{bmatrix}
P & q \\
q^T & r - 1
\end{bmatrix} \succeq \tau_i \begin{bmatrix}
0 & a_i/2 \\
\frac{a_i^T}{2} & -b_i
\end{bmatrix}, \quad i = 1, \ldots, k.
\]
(See \( \S B.2 \).)

Putting it all together, the Chebyshev bound problem (7.17) can be expressed as
\[
\begin{align*}
\text{minimize} & \quad \text{tr}(\Sigma P) + 2q^T a + r \\
\text{subject to} & \quad \begin{bmatrix}
P & q \\
q^T & r - 1
\end{bmatrix} \succeq \tau_i \begin{bmatrix}
0 & a_i/2 \\
\frac{a_i^T}{2} & -b_i
\end{bmatrix}, \quad i = 1, \ldots, k \\
& \quad \tau_i \geq 0, \quad i = 1, \ldots, k \\
& \quad \begin{bmatrix}
P & q \\
q^T & r
\end{bmatrix} \succeq 0,
\end{align*}
\]
which is a semidefinite program in the variables \( P, q, r, \) and \( \tau_1, \ldots, \tau_k \). The optimal value, say \( \alpha \), is an upper bound on \( \text{prob}(X \in C) \) over all distributions with mean \( a \) and second moment \( \Sigma \). Or, turning it around, \( 1 - \alpha \) is a lower bound on \( \text{prob}(X \in \mathcal{P}) \).

**Remark 7.2  Duality and the Chebyshev bound problem.** The dual SDP associated with (7.19) can be expressed as
\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{k} \lambda_i \\
\text{subject to} & \quad \sum_{i=1}^{k} \begin{bmatrix}
Z_i & z_i \\
z_i^T & \lambda_i
\end{bmatrix} \preceq \begin{bmatrix}
\Sigma & a \\
a^T & 1
\end{bmatrix} \\
& \quad \begin{bmatrix}
Z_i & z_i \\
z_i^T & \lambda_i
\end{bmatrix} \succeq 0, \quad i = 1, \ldots, k.
\end{align*}
\]
The variables are \( Z_i \in \mathbb{S}^m, \ z_i \in \mathbb{R}^m, \) and \( \lambda_i \in \mathbb{R}, \) for \( i = 1, \ldots, k \). Since the SDP (7.19) is strictly feasible, strong duality holds and the dual optimum is attained.

We can give an interesting probability interpretation to the dual problem. Suppose \( Z_i, z_i, \lambda_i \) are dual feasible and that the first \( r \) components of \( \lambda \) are positive, and the
rest are zero. For simplicity we also assume that $\sum_{i=1}^{h} \lambda_i < 1$. We define

$$ x_i = (1/\lambda_i) z_i, \quad i = 1, \ldots, r, $$

$$ w_0 = \frac{1}{\mu} \left( a - \sum_{i=1}^{r} \lambda_i x_i \right), $$

$$ W = \frac{1}{\mu} \left( \Sigma - \sum_{i=1}^{r} \lambda_i x_i^T \right), $$

where $\mu = 1 - \sum_{i=1}^{h} \lambda_i$. With these definitions the dual feasibility constraints can be expressed as

$$ a_i^T x_i \geq b_i, \quad i = 1, \ldots, r $$

and

$$ \sum_{i=1}^{r} \lambda_i \begin{bmatrix} x_i x_i^T & x_i \end{bmatrix} + \mu \begin{bmatrix} W & w_0 \\ w_0^T & 1 \end{bmatrix} = \begin{bmatrix} \Sigma & a \\ a^T & 1 \end{bmatrix}. $$

Moreover, from dual feasibility,

$$ \mu \begin{bmatrix} W & w_0 \\ w_0^T & 1 \end{bmatrix} = \begin{bmatrix} \Sigma & a \\ a^T & 1 \end{bmatrix} - \sum_{i=1}^{r} \lambda_i \begin{bmatrix} x_i x_i^T & x_i \\ x_i^T & 1 \end{bmatrix} $$

$$ \geq \begin{bmatrix} \Sigma & a \\ a^T & 1 \end{bmatrix} - \sum_{i=1}^{r} \left( \frac{1}{\lambda_i} z_i z_i^T \right) $$

$$ \geq 0. $$

Therefore, $W \succeq w_0 w_0^T$, so it can be factored as $W - w_0 w_0^T = \sum_{i=1}^{s} w_i w_i^T$. Now consider a discrete random variable $X$ with the following distribution. If $s \geq 1$, we take

$$ X = x_i \quad \text{with probability } \lambda_i, \quad i = 1, \ldots, r $$

$$ X = w_0 + \sqrt{s} w_i \quad \text{with probability } \mu/(2s), \quad i = 1, \ldots, s $$

$$ X = w_0 - \sqrt{s} w_i \quad \text{with probability } \mu/(2s), \quad i = 1, \ldots, s. $$

If $s = 0$, we take

$$ X = x_i \quad \text{with probability } \lambda_i, \quad i = 1, \ldots, r $$

$$ X = w_0 \quad \text{with probability } \mu. $$

It is easily verified that $\mathbb{E} X = a$ and $\mathbb{E} X X^T = \Sigma$, i.e., the distribution matches the given moments. Furthermore, since $x_i \in C$,

$$ \text{prob}(X \in C) \geq \sum_{i=1}^{r} \lambda_i. $$

In particular, by applying this interpretation to the dual optimal solution, we can construct a distribution that satisfies the Chebyshev bound from (7.19) with equality, which shows that the Chebyshev bound is sharp for this case.
7.4.2 Chernoff bounds

Let $X$ be a random variable on $\mathbb{R}$. The Chernoff bound states that

$$\Pr(X \geq u) \leq \inf_{\lambda \geq 0} E e^{\lambda(X-u)},$$

which can be expressed as

$$\log \Pr(X \geq u) \leq \inf_{\lambda \geq 0} \{ -\lambda u + \log E e^{\lambda X} \}. \quad (7.20)$$

Recall (from example 3.41, page 106) that the righthand term, $\log E e^{\lambda X}$, is called the cumulant generating function of the distribution, and is always convex, so the function to be minimized is convex. The bound (7.20) is most useful in cases when the cumulant generating function has an analytical expression, and the minimization over $\lambda$ can be carried out analytically.

For example, if $X$ is Gaussian with zero mean and unit variance, the cumulant generating function is

$$\log E e^{\lambda X} = \lambda^2/2,$$

and the infimum over $\lambda \geq 0$ of $-\lambda u + \lambda^2/2$ occurs with $\lambda = u$ (if $u \geq 0$), so the Chernoff bound is (for $u \geq 0$)

$$\Pr(X \geq u) \leq e^{-u^2/2}.$$

The idea behind the Chernoff bound can be extended to a more general setting, in which convex optimization is used to compute a bound on the probability of a set in $\mathbb{R}^m$. Let $C \subseteq \mathbb{R}^m$, and as in the description of Chebyshev bounds above, let $1_C$ denote the 0-1 indicator function of $C$. We will derive an upper bound on $\Pr(X \in C)$. (In principle we can compute $\Pr(X \in C)$, for example by Monte Carlo simulation, or numerical integration, but either of these can be a daunting computational task, and neither method produces guaranteed bounds.)

Let $\lambda \in \mathbb{R}^m$ and $\mu \in \mathbb{R}$, and consider the function $f : \mathbb{R}^m \to \mathbb{R}$ given by

$$f(z) = e^{\lambda^T z + \mu}.$$

As in the development of Chebyshev bounds, if $f$ satisfies $f(z) \geq 1_C(z)$ for all $z$, then we can conclude that

$$\Pr(X \in C) = E 1_C(X) \leq E f(X).$$

Clearly we have $f(z) \geq 0$ for all $z$; to have $f(z) \geq 1$ for $z \in C$ is the same as $\lambda^T z + \mu \geq 0$ for all $z \in C$, i.e., $-\lambda^T z \leq \mu$ for all $z \in C$. Thus, if $-\lambda^T z \leq \mu$ for all $z \in C$, we have the bound

$$\Pr(X \in C) \leq E \exp(\lambda^T X + \mu),$$

or, taking logarithms,

$$\log \Pr(X \in C) \leq \mu + \log E \exp(\lambda^T X).$$
From this we obtain a general form of Chernoff’s bound:

\[
\log \Pr(X \in C) \leq \inf_{\lambda} \left\{ \mu + \log \mathbb{E} \exp(\lambda^T X) \mid -\lambda^T z \leq \mu \text{ for all } z \in C \right\}
\]

\[
= \inf_{\lambda} \left( \sup_{z \in C} (-\lambda^T z) + \log \mathbb{E} \exp(\lambda^T X) \right)
\]

\[
= \inf_{\lambda} \left( SC(-\lambda) + \log \mathbb{E} \exp(\lambda^T X) \right),
\]

where \( SC \) is the support function of \( C \). Note that the second term, \( \log \mathbb{E} \exp(\lambda^T X) \), is the cumulant generating function of the distribution, and is always convex (see example 3.41, page 106). Evaluating this bound is, in general, a convex optimization problem.

**Chernoff bound for a Gaussian variable on a polyhedron**

As a specific example, suppose that \( X \) is a Gaussian random vector on \( \mathbb{R}^m \) with zero mean and covariance \( I \), so its cumulant generating function is

\[
\log \mathbb{E} \exp(\lambda^T X) = \lambda^T \lambda / 2.
\]

We take \( C \) to be a polyhedron described by inequalities:

\[
C = \{ x \mid Ax \preceq b \},
\]

which we assume is nonempty.

For use in the Chernoff bound, we use a dual characterization of the support function \( SC \):

\[
SC(y) = \sup \{ y^T x \mid Ax \preceq b \}
\]

\[
= -\inf \{ -y^T x \mid Ax \preceq b \}
\]

\[
= -\sup \{ -b^T u \mid A^T u = y, \ u \succeq 0 \}
\]

\[
= \inf \{ b^T u \mid A^T u = y, \ u \succeq 0 \}
\]

where in the third line we use LP duality:

\[
\inf \{ c^T x \mid Ax \preceq b \} = \sup \{ -b^T u \mid A^T u + c = 0, \ u \succeq 0 \}
\]

with \( c = -y \). Using this expression for \( SC \) in the Chernoff bound we obtain

\[
\log \Pr(X \in C) \leq \inf_{\lambda} \left( SC(-\lambda) + \log \mathbb{E} \exp(\lambda^T X) \right)
\]

\[
= \inf_{\lambda} \inf_u \{ b^T u + \lambda^T \lambda / 2 \mid u \succeq 0, \ A^T u + \lambda = 0 \}.
\]

Thus, the Chernoff bound on \( \Pr(X \in C) \) is the exponential of the optimal value of the QP

\[
\begin{align*}
\text{minimize} & \quad b^T u + \lambda^T \lambda / 2 \\
\text{subject to} & \quad u \succeq 0, \ A^T u + \lambda = 0,
\end{align*}
\]

(7.21)

where the variables are \( u \) and \( \lambda \).
This problem has an interesting geometric interpretation. It is equivalent to
\[
\begin{align*}
\text{minimize} & \quad b^T u + (1/2)\|A^T u\|_2^2 \\
\text{subject to} & \quad u \succeq 0,
\end{align*}
\]
which is the dual of
\[
\begin{align*}
\text{maximize} & \quad -(1/2)\|x\|_2^2 \\
\text{subject to} & \quad Ax \preceq b.
\end{align*}
\]
In other words, the Chernoff bound is
\[
\Pr(X \in C) \leq \exp(-\text{dist}(0, C)^2/2), \tag{7.22}
\]
where \(\text{dist}(0, C)\) is the Euclidean distance of the origin to \(C\).

**Remark 7.3** The bound (7.22) can also be derived without using Chernoff’s inequality. If the distance between 0 and \(C\) is \(d\), then there is a halfspace \(H = \{z \mid a^T z \geq d\}\), with \(\|a\|_2 = 1\), that contains \(C\). The random variable \(a^T X\) is \(N(0, 1)\), so
\[
\Pr(X \in C) \leq \Pr(X \in H) = \Phi(-d),
\]
where \(\Phi\) is the cumulative distribution function of a zero mean, unit variance Gaussian. Since \(\Phi(-d) \leq e^{-d^2/2}\) for \(d \geq 0\), this bound is at least as sharp as the Chernoff bound (7.22).

### 7.4.3 Example

In this section we illustrate the Chebyshev and Chernoff probability bounding methods with a detection example. We have a set of \(m\) possible symbols or signals \(s \in \{s_1, s_2, \ldots, s_m\} \subseteq \mathbb{R}^n\), which is called the *signal constellation*. One of these signals is transmitted over a noisy channel. The received signal is \(x = s + v\), where \(v\) is a noise, modeled as a random variable. We assume that \(E v = 0\) and \(E v v^T = \sigma^2 I\), i.e., the noise components \(v_1, \ldots, v_n\) are zero mean, uncorrelated, and have variance \(\sigma^2\). The receiver must estimate which signal was sent on the basis of the received signal \(x = s + v\). The *minimum distance detector* chooses as estimate the symbol \(s_k\) closest (in Euclidean norm) to \(x\). (If the noise \(v\) is Gaussian, then minimum distance decoding is the same as maximum likelihood decoding.)

If the signal \(s_k\) is transmitted, correct detection occurs if \(s_k\) is the estimate, given \(x\). This occurs when the signal \(s_k\) is closer to \(x\) than the other signals, i.e.,
\[
\|x - s_k\|_2 < \|x - s_j\|_2, \quad j \neq k.
\]
Thus, correct detection of symbol \(s_k\) occurs if the random variable \(v\) satisfies the linear inequalities
\[
2(s_j - s_k)^T (s_k + v) < \|s_j\|_2^2 - \|s_k\|_2^2, \quad j \neq k.
\]
These inequalities define the *Voronoi region* \(V_k\) of \(s_k\) in the signal constellation, i.e., the set of points closer to \(s_k\) than any other signal in the constellation. The probability of correct detection of \(s_k\) is \(\Pr(s_k + v \in V_k)\).

Figure 7.5 shows a simple example with \(m = 7\) signals, with dimension \(n = 2\).
Figure 7.5 A constellation of 7 signals $s_1, \ldots, s_7 \in \mathbb{R}^2$, shown as small circles. The line segments show the boundaries of the corresponding Voronoi regions. The minimum distance detector selects symbol $s_k$ when the received signal lies closer to $s_k$ than to any of the other points, i.e., if the received signal is in the interior of the Voronoi region around symbol $s_k$. The circles around each point have radius one, to show the scale.

Chebyshev bounds

The SDP bound (7.19) provides a lower bound on the probability of correct detection, and is plotted in figure 7.6, as a function of the noise standard deviation $\sigma$, for the three symbols $s_1, s_2, \text{ and } s_3$. These bounds hold for any noise distribution with zero mean and covariance $\sigma^2 I$. They are tight in the sense that there exists a noise distribution with zero mean and covariance $\Sigma = \sigma^2 I$, for which the probability of error is equal to the lower bound. This is illustrated in figure 7.7, for the first Voronoi set, and $\sigma = 1$.

Chernoff bounds

We use the same example to illustrate the Chernoff bound. Here we assume that the noise is Gaussian, i.e., $v \sim \mathcal{N}(0, \sigma^2 I)$. If symbol $s_k$ is transmitted, the probability of correct detection is the probability that $s_k + v \in V_k$. To find a lower bound for this probability, we use the QP (7.21) to compute upper bounds on the probability that the ML detector selects symbol $i$, $i = 1, \ldots, m$, $i \neq k$. (Each of these upper bounds is related to the distance of $s_k$ to the Voronoi set $V_i$.) Adding these upper bounds on the probabilities of mistaking $s_k$ for $s_i$, we obtain an upper bound on the probability of error, and therefore, a lower bound on the probability of correct detection of symbol $s_k$. The resulting lower bound, for $s_1$, is shown in figure 7.8, along with an estimate of the probability of correct detection obtained using Monte Carlo analysis.
Figure 7.6 Chebyshev lower bounds on the probability of correct detection for symbols $s_1$, $s_2$, and $s_3$. These bounds are valid for any noise distribution that has zero mean and covariance $\sigma^2 I$.

Figure 7.7 The Chebyshev lower bound on the probability of correct detection of symbol 1 is equal to 0.2048 when $\sigma = 1$. This bound is achieved by the discrete distribution illustrated in the figure. The solid circles are the possible values of the received signal $s_1 + v$. The point in the center of the ellipse has probability 0.2048. The five points on the boundary have a total probability 0.7952. The ellipse is defined by $x^T P x + 2q^T x + r = 1$, where $P$, $q$, and $r$ are the optimal solution of the SDP (7.19).
The Chernoff lower bound (solid line) and a Monte Carlo estimate (dashed line) of the probability of correct detection of symbol $s_1$, as a function of $\sigma$. In this example the noise is Gaussian with zero mean and covariance $\sigma^2 I$.

### 7.5 Experiment design

We consider the problem of estimating a vector $x \in \mathbb{R}^n$ from measurements or experiments

$$y_i = a_i^T x + w_i, \quad i = 1, \ldots, m,$$

where $w_i$ is measurement noise. We assume that $w_i$ are independent Gaussian random variables with zero mean and unit variance, and that the measurement vectors $a_1, \ldots, a_m$ span $\mathbb{R}^n$. The maximum likelihood estimate of $x$, which is the same as the minimum variance estimate, is given by the least-squares solution

$$\hat{x} = \left( \sum_{i=1}^{m} a_i a_i^T \right)^{-1} \sum_{i=1}^{m} y_i a_i.$$

The associated estimation error $e = \hat{x} - x$ has zero mean and covariance matrix

$$E = E e e^T = \left( \sum_{i=1}^{m} a_i a_i^T \right)^{-1}.$$

The matrix $E$ characterizes the accuracy of the estimation, or the informativeness of the experiments. For example the $\alpha$-confidence level ellipsoid for $x$ is given by

$$\mathcal{E} = \{ z \mid (z - \hat{x})^T E^{-1} (z - \hat{x}) \leq \beta \},$$

where $\beta$ is a constant that depends on $n$ and $\alpha$.

We suppose that the vectors $a_1, \ldots, a_m$, which characterize the measurements, can be chosen among $p$ possible test vectors $v_1, \ldots, v_p \in \mathbb{R}^n$, i.e., each $a_i$ is one of
the \( v_j \). The goal of experiment design is to choose the vectors \( a_i \), from among the possible choices, so that the error covariance \( E \) is small (in some sense). In other words, each of \( m \) experiments or measurements can be chosen from a fixed menu of \( p \) possible experiments; our job is to find a set of measurements that (together) are maximally informative.

Let \( m_j \) denote the number of experiments for which \( a_i \) is chosen to have the value \( v_j \), so we have

\[
    m_1 + \cdots + m_p = m.
\]

We can express the error covariance matrix as

\[
    E = \left( \sum_{i=1}^{m} a_i a_i^T \right)^{-1} = \left( \sum_{j=1}^{p} m_j v_j v_j^T \right)^{-1}.
\]

This shows that the error covariance depends only on the numbers of each type of experiment chosen (i.e., \( m_1, \ldots, m_p \)).

The basic experiment design problem is as follows. Given the menu of possible choices for experiments, i.e., \( v_1, \ldots, v_p \), and the total number \( m \) of experiments to be carried out, choose the numbers of each type of experiment, i.e., \( m_1, \ldots, m_p \), to make the error covariance \( E \) small (in some sense). The variables \( m_1, \ldots, m_p \) must, of course, be integers and sum to \( m \), the given total number of experiments. This leads to the optimization problem

\[
    \begin{align*}
    \text{minimize (w.r.t. } S^n) & \quad E = \left( \sum_{j=1}^{p} m_j v_j v_j^T \right)^{-1} \\
    \text{subject to} & \quad m_i \geq 0, \quad m_1 + \cdots + m_p = m \\
    & \quad m_i \in \mathbb{Z},
    \end{align*}
\]

where the variables are the integers \( m_1, \ldots, m_p \).

The basic experiment design problem (7.23) is a vector optimization problem over the positive semidefinite cone. If one experiment design results in \( E \), and another in \( \tilde{E} \), with \( E \preceq \tilde{E} \), then certainly the first experiment design is as good as or better than the second. For example, the confidence ellipsoid for the first experiment design (translated to the origin for comparison) is contained in the confidence ellipsoid of the second. We can also say that the first experiment design allows us to estimate \( q^T x \) better (i.e., with lower variance) than the second experiment design, for any vector \( q \), since the variance of our estimate of \( q^T x \) is given by \( q^T E q \) for the first experiment design and \( q^T \tilde{E} q \) for the second. We will see below several common scalarizations for the problem.

### 7.5.1 The relaxed experiment design problem

The basic experiment design problem (7.23) can be a hard combinatorial problem when \( m \), the total number of experiments, is comparable to \( p \), since in this case the \( m_i \) are all small integers. In the case when \( m \) is large compared to \( p \), however, a good approximate solution of (7.23) can be found by ignoring, or relaxing, the constraint that the \( m_i \) are integers. Let \( \lambda_i = m_i/m \), which is the fraction of
the total number of experiments for which \( a_j = v_i \), or the relative frequency of experiment \( i \). We can express the error covariance in terms of \( \lambda_i \) as

\[
E = \frac{1}{m} \left( \sum_{i=1}^{p} \lambda_i v_i v_i^T \right)^{-1}.
\]  

(7.24)

The vector \( \lambda \in \mathbb{R}^p \) satisfies \( \lambda \succeq 0 \), \( 1^T \lambda = 1 \), and also, each \( \lambda_i \) is an integer multiple of \( 1/m \). By ignoring this last constraint, we arrive at the problem

\[
\text{minimize (w.r.t. } S_n^\prime) \quad E = \frac{1}{m} \left( \sum_{i=1}^{p} \lambda_i v_i v_i^T \right)^{-1}
\]

subject to

\[
\lambda \succeq 0, \quad 1^T \lambda = 1,
\]

(7.25)

with variable \( \lambda \in \mathbb{R}^p \). To distinguish this from the original combinatorial experiment design problem (7.23), we refer to it as the relaxed experiment design problem. The relaxed experiment design problem (7.25) is a convex optimization problem, since the objective \( E \) is an \( S_n^\prime \)-convex function of \( \lambda \).

Several statements can be made about the relation between the (combinatorial) experiment design problem (7.23) and the relaxed problem (7.25). Clearly the optimal value of the relaxed problem provides a lower bound on the optimal value of the combinatorial one, since the combinatorial problem has an additional constraint. From a solution of the relaxed problem (7.25) we can construct a suboptimal solution of the combinatorial problem (7.23) as follows. First, we apply simple rounding to get

\[
m_i = \text{round}(m \lambda_i), \quad i = 1, \ldots, p.
\]

Corresponding to this choice of \( m_1, \ldots, m_p \) is the vector \( \tilde{\lambda} \),

\[
\tilde{\lambda}_i = (1/m) \text{round}(m \lambda_i), \quad i = 1, \ldots, p.
\]

The vector \( \tilde{\lambda} \) satisfies the constraint that each entry is an integer multiple of \( 1/m \). Clearly we have \( |\lambda_i - \tilde{\lambda}_i| \leq 1/(2m) \), so for \( m \) large, we have \( \lambda \approx \tilde{\lambda} \). This implies that the constraint \( 1^T \tilde{\lambda} = 1 \) is nearly satisfied, for large \( m \), and also that the error covariance matrices associated with \( \tilde{\lambda} \) and \( \lambda \) are close.

We can also give an alternative interpretation of the relaxed experiment design problem (7.25). We can interpret the vector \( \lambda \in \mathbb{R}^p \) as defining a probability distribution on the experiments \( v_1, \ldots, v_p \). Our choice of \( \lambda \) corresponds to a random experiment: each experiment \( a_i \) takes the form \( v_j \) with probability \( \lambda_j \).

In the rest of this section, we consider only the relaxed experiment design problem, so we drop the qualifier ‘relaxed’ in our discussion.

### 7.5.2 Scalarizations

Several scalarizations have been proposed for the experiment design problem (7.25), which is a vector optimization problem over the positive semidefinite cone.
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**D-optimal design**

The most widely used scalarization is called *D-optimal design*, in which we minimize the determinant of the error covariance matrix \( E \). This corresponds to designing the experiment to minimize the volume of the resulting confidence ellipsoid (for a fixed confidence level). Ignoring the constant factor \( 1/m \) in \( E \), and taking the logarithm of the objective, we can pose this problem as

\[
\begin{align*}
\text{minimize} & \quad \log \det \left( \sum_{i=1}^{p} \lambda_i v_i v_i^T \right)^{-1} \\
\text{subject to} & \quad \lambda \succeq 0, \quad 1^T \lambda = 1,
\end{align*}
\]

which is a convex optimization problem.

**E-optimal design**

In *E-optimal design*, we minimize the norm of the error covariance matrix, i.e., the maximum eigenvalue of \( E \). Since the diameter (twice the longest semi-axis) of the confidence ellipsoid \( \mathcal{E} \) is proportional to \( \|E\|_2^{1/2} \), minimizing \( \|E\|_2 \) can be interpreted geometrically as minimizing the diameter of the confidence ellipsoid. E-optimal design can also be interpreted as minimizing the maximum variance of \( q^T e \), over all \( q \) with \( \|q\|_2 = 1 \).

The E-optimal experiment design problem is

\[
\begin{align*}
\text{minimize} & \quad \left\| \left( \sum_{i=1}^{p} \lambda_i v_i v_i^T \right)^{-1} \right\|_2 \\
\text{subject to} & \quad \lambda \succeq 0, \quad 1^T \lambda = 1,
\end{align*}
\]

The objective is a convex function of \( \lambda \), so this is a convex problem.

The E-optimal experiment design problem can be cast as an SDP

\[
\begin{align*}
\text{maximize} & \quad t \\
\text{subject to} & \quad \sum_{i=1}^{p} \lambda_i v_i v_i^T \succeq t I \\
& \quad \lambda \succeq 0, \quad 1^T \lambda = 1,
\end{align*}
\]

with variables \( \lambda \in \mathbb{R}^p \) and \( t \in \mathbb{R} \).

**A-optimal design**

In *A-optimal experiment design*, we minimize \( \text{tr} \ E \), the trace of the covariance matrix. This objective is simply the mean of the norm of the error squared:

\[
E \|e\|_2^2 = E \text{tr}(ee^T) = \text{tr} \ E.
\]

The A-optimal experiment design problem is

\[
\begin{align*}
\text{minimize} & \quad \text{tr} \left( \sum_{i=1}^{p} \lambda_i v_i v_i^T \right)^{-1} \\
\text{subject to} & \quad \lambda \succeq 0, \quad 1^T \lambda = 1.
\end{align*}
\]

This, too, is a convex problem. Like the E-optimal experiment design problem, it can be cast as an SDP:

\[
\begin{align*}
\text{minimize} & \quad 1^T u \\
\text{subject to} & \quad \left[ \begin{array}{c}
\sum_{i=1}^{p} \lambda_i v_i v_i^T \\
e_k \\
\end{array} \right] \succeq 0, \quad k = 1, \ldots, n \\
& \quad \lambda \succeq 0, \quad 1^T \lambda = 1,
\end{align*}
\]
where the variables are \( u \in \mathbb{R}^n \) and \( \lambda \in \mathbb{R}^p \), and here, \( e_k \) is the \( k \)th unit vector.

### Optimal experiment design and duality

The Lagrange duals of the three scalarizations have an interesting geometric meaning.

The dual of the \( D \)-optimal experiment design problem (7.26) can be expressed as

\[
\begin{align*}
\text{maximize} & \quad \log \det W + n \log n \\
\text{subject to} & \quad v_i^T W v_i \leq 1, \quad i = 1, \ldots, p,
\end{align*}
\]

with variable \( W \in \mathbb{S}^n \) and domain \( \mathbb{S}^n_{++} \) (see exercise 5.10). This dual problem has a simple interpretation: The optimal solution \( W^* \) determines the minimum volume ellipsoid, centered at the origin, given by \( \{ x \mid x^T W^* x \leq 1 \} \), that contains the points \( v_1, \ldots, v_p \). (See also the discussion of problem (5.14) on page 222.) By complementary slackness,

\[
\lambda_i^* (1 - v_i^T W^* v_i) = 0, \quad i = 1, \ldots, p,
\]

i.e., the optimal experiment design only uses the experiments \( v_i \) which lie on the surface of the minimum volume ellipsoid.

The duals of the \( E \)-optimal and \( A \)-optimal design problems can be given a similar interpretation. The duals of problems (7.27) and (7.28) can be expressed as

\[
\begin{align*}
\text{maximize} & \quad \text{tr} W \\
\text{subject to} & \quad v_i^T W v_i \leq 1, \quad i = 1, \ldots, p \quad (7.30) \\
& \quad W \succeq 0,
\end{align*}
\]

and

\[
\begin{align*}
\text{maximize} & \quad (\text{tr} W^{1/2})^2 \\
\text{subject to} & \quad v_i^T W v_i \leq 1, \quad i = 1, \ldots, p \quad (7.31)
\end{align*}
\]

respectively. The variable in both problems is \( W \in \mathbb{S}^n \). In the second problem there is an implicit constraint \( W \in \mathbb{S}^n_{++} \). (See exercises 5.40 and 5.10.)

As for the \( D \)-optimal design, the optimal solution \( W^* \) determines a minimal ellipsoid \( \{ x \mid x^T W^* x \leq 1 \} \) that contains the points \( v_1, \ldots, v_p \). Moreover \( W^* \) and \( \lambda^* \) satisfy the complementary slackness conditions (7.29), i.e., the optimal design only uses experiments \( v_i \) that lie on the surface of the ellipsoid defined by \( W^* \).

### Experiment design example

We consider a problem with \( x \in \mathbb{R}^2 \), and \( p = 20 \). The 20 candidate measurement vectors \( a_i \) are shown as circles in figure 7.9. The origin is indicated with a cross. The \( D \)-optimal experiment has only two nonzero \( \lambda_i \), indicated as solid circles in figure 7.9. The \( E \)-optimal experiment has two nonzero \( \lambda_i \), indicated as solid circles in figure 7.10. The \( A \)-optimal experiment has three nonzero \( \lambda_i \), indicated as solid circles in figure 7.11. We also show the three ellipsoids \( \{ x \mid x^T W^* x \leq 1 \} \) associated with the dual optimal solutions \( W^* \). The resulting 90% confidence ellipsoids are shown in figure 7.12, along with the confidence ellipsoid for the ‘uniform’ design, with equal weight \( \lambda_i = 1/p \) on all experiments.
7.5 Experiment design

Figure 7.9 Experiment design example. The 20 candidate measurement vectors are indicated with circles. The $D$-optimal design uses the two measurement vectors indicated with solid circles, and puts an equal weight $\lambda_i = 0.5$ on each of them. The ellipsoid is the minimum volume ellipsoid centered at the origin, that contains the points $v_i$.

Figure 7.10 The $E$-optimal design uses two measurement vectors. The dashed lines are (part of) the boundary of the ellipsoid $\{x \mid x^T W^* x \leq 1\}$ where $W^*$ is the solution of the dual problem (7.30).

Figure 7.11 The $A$-optimal design uses three measurement vectors. The dashed line shows the ellipsoid $\{x \mid x^T W^* x \leq 1\}$ associated with the solution of the dual problem (7.31).
7.5.3 Extensions

Resource limits

Suppose that associated with each experiment is a cost $c_i$, which could represent the economic cost, or time required, to carry out an experiment with $v_i$. The total cost, or time required (if the experiments are carried out sequentially) is then

$$m_1 c_1 + \cdots + m_p c_p = m c^T \lambda.$$

We can add a limit on total cost by adding the linear inequality $m c^T \lambda \leq B$, where $B$ is a budget, to the basic experiment design problem. We can add multiple linear inequalities, representing limits on multiple resources.

Multiple measurements per experiment

We can also consider a generalization in which each experiment yields multiple measurements. In other words, when we carry out an experiment using one of the possible choices, we obtain several measurements. To model this situation we can use the same notation as before, with $v_i$ as matrices in $\mathbf{R}^{n \times k_i}$:

$$v_i = \begin{bmatrix} u_{i1} & \cdots & u_{ik_i} \end{bmatrix},$$

where $k_i$ is the number of (scalar) measurements obtained when the experiment $v_i$ is carried out. The error covariance matrix, in this more complicated setup, has the exact same form.

In conjunction with additional linear inequalities representing limits on cost or time, we can model discounts or time savings associated with performing groups of measurements simultaneously. Suppose, for example, that the cost of simultaneously making (scalar) measurements $v_1$ and $v_2$ is less than the sum of the costs
of making them separately. We can take $v_3$ to be the matrix
\[
v_3 = \begin{bmatrix} v_1 & v_2 \end{bmatrix}
\]
and assign costs $c_1$, $c_2$, and $c_3$ associated with making the first measurement alone, the second measurement alone, and the two simultaneously, respectively.

When we solve the experiment design problem, $\lambda_1$ will give us the fraction of times we should carry out the first experiment alone, $\lambda_2$ will give us the fraction of times we should carry out the second experiment alone, and $\lambda_3$ will give us the fraction of times we should carry out the two experiments simultaneously.

(Normally we would expect a choice to be made here; we would not expect to have $\lambda_1 > 0$, $\lambda_2 > 0$, and $\lambda_3 > 0$.)
ML and MAP estimation, hypothesis testing, and detection are covered in books on
statistics, pattern recognition, statistical signal processing, or communications; see, for
example, Bickel and Doksum [BD77], Duda, Hart, and Stork [DHS99], Scharf [Sch91], or
Proakis [Pro01].

Logistic regression is discussed in Hastie, Tibshirani, and Friedman [HTF01, §4.4]. For
the covariance estimation problem of page 355, see Anderson [And70].

Generalizations of Chebyshev’s inequality were studied extensively in the sixties, by Isii
[Isi64], Marshall and Olkin [MO60], Karlin and Studden [KS66, chapter 12], and others.
The connection with semidefinite programming was made more recently by Bertsimas and
Sethuraman [BS00] and Lasserre [Las02].

The terminology in §7.5 (A-, D-, and E-optimality) is standard in the literature on optimal
experiment design (see, for example, Pukelsheim [Puk93]). The geometric interpretation
of the dual D-optimal design problem is discussed by Titterington [Tit75].
Exercises

Estimation

7.1 Linear measurements with exponentially distributed noise. Show how to solve the ML estimation problem (7.2) when the noise is exponentially distributed, with density

\[ p(z) = \begin{cases} 
(1/a)e^{-z/a} & z \geq 0 \\
0 & z < 0,
\end{cases} \]

where \( a > 0 \).

7.2 ML estimation and \( \ell_\infty \)-norm approximation. We consider the linear measurement model

\[ y = Ax + v \]

with a uniform noise distribution of the form

\[ p(z) = \begin{cases} 
1/(2\alpha) & |z| \leq \alpha \\
0 & |z| > \alpha.
\end{cases} \]

As mentioned in example 7.1, page 352, any \( x \) that satisfies \( \|Ax - y\|_\infty \leq \alpha \) is a ML estimate.

Now assume that the parameter \( \alpha \) is not known, and we wish to estimate \( \alpha \), along with the parameters \( x \). Show that the ML estimates of \( x \) and \( \alpha \) are found by solving the \( \ell_\infty \)-norm approximation problem

\[
\text{minimize} \quad \|Ax - y\|_\infty,
\]

where \( a_i^T \) are the rows of \( A \).

7.3 Probit model. Suppose \( y \in \{0, 1\} \) is random variable given by

\[ y = \begin{cases} 
1 & a^T u + b + v \leq 0 \\
0 & a^T u + b + v > 0,
\end{cases} \]

where the vector \( u \in \mathbb{R}^n \) is a vector of explanatory variables (as in the logistic model described on page 354), and \( v \) is a zero mean unit variance Gaussian variable.

Formulate the ML estimation problem of estimating \( a \) and \( b \), given data consisting of pairs \((u_i, y_i), \ i = 1, \ldots, N\), as a convex optimization problem.

7.4 Estimation of covariance and mean of a multivariate normal distribution. We consider the problem of estimating the covariance matrix \( R \) and the mean \( a \) of a Gaussian probability density function

\[ p_{R,a}(y) = (2\pi)^{-n/2} \det(R)^{-1/2} \exp\left(-\frac{1}{2}(y-a)^T R^{-1} (y-a)\right), \]

based on \( N \) independent samples \( y_1, y_2, \ldots, y_N \in \mathbb{R}^n \).

(a) We first consider the estimation problem when there are no additional constraints on \( R \) and \( a \). Let \( \mu \) and \( Y \) be the sample mean and covariance, defined as

\[
\mu = \frac{1}{N} \sum_{k=1}^{N} y_k, \quad Y = \frac{1}{N} \sum_{k=1}^{N} (y_k - \mu)(y_k - \mu)^T.
\]

Show that the log-likelihood function

\[
l(R, a) = -(Nn/2) \log(2\pi) - (N/2) \log \det R - (1/2) \sum_{k=1}^{N} (y_k - a)^T R^{-1} (y_k - a) \]

is convex.
can be expressed as
\[ l(R, a) = \frac{N}{2} \left( -n \log(2\pi) - \log \det R - \text{tr}(R^{-1}Y) - (a - \mu)^T R^{-1}(a - \mu) \right). \]

Use this expression to show that if \( Y \succ 0 \), the ML estimates of \( R \) and \( a \) are unique, and given by
\[ a_{\text{ml}} = \mu, \quad R_{\text{ml}} = Y. \]

(b) The log-likelihood function includes a convex term \((- \log \det R\), so it is not obviously concave. Show that \( l \) is concave, jointly in \( R \) and \( a \), in the region defined by
\[ R \preceq 2Y. \]

This means we can use convex optimization to compute simultaneous ML estimates of \( R \) and \( a \), subject to convex constraints, as long as the constraints include \( R \preceq 2Y \), i.e., the estimate \( R \) must not exceed twice the unconstrained ML estimate.

7.5 Markov chain estimation. Consider a Markov chain with \( n \) states, and transition probability matrix \( P \in \mathbb{R}^{n \times n} \) defined as
\[ P_{ij} = \text{prob}(y(t + 1) = i \mid y(t) = j). \]
The transition probabilities must satisfy \( P_{ij} \geq 0 \) and \( \sum_{j=1}^{n} P_{ij} = 1 \), \( j = 1, \ldots, n \). We consider the problem of estimating the transition probabilities, given an observed sample sequence \( y(1) = k_1, y(2) = k_2, \ldots, y(N) = k_n \).

(a) Show that if there are no other prior constraints on \( P_{ij} \), then the ML estimates are the empirical transition frequencies: \( \hat{P}_{ij} \) is the ratio of the number of times the state transitioned from \( j \) into \( i \), divided by the number of times it was \( j \), in the observed sample.

(b) Suppose that an equilibrium distribution \( p \) of the Markov chain is known, i.e., a vector \( q \in \mathbb{R}^n \) satisfying \( 1^T q = 1 \) and \( P q = q \). Show that the problem of computing the ML estimate of \( P \), given the observed sequence and knowledge of \( q \), can be expressed as a convex optimization problem.

7.6 Estimation of mean and variance. Consider a random variable \( x \in \mathbb{R} \) with density \( p \), which is normalized, i.e., has zero mean and unit variance. Consider a random variable \( y = (x + b)/a \) obtained by an affine transformation of \( x \), where \( a > 0 \). The random variable \( y \) has mean \( b/a \) and variance \( 1/a^2 \). As \( a \) and \( b \) vary over \( \mathbb{R}_+ \) and \( \mathbb{R} \), respectively, we generate a family of densities obtained from \( p \) by scaling and shifting, uniquely parametrized by mean and variance.

Show that if \( p \) is log-concave, then finding the ML estimate of \( a \) and \( b \), given samples \( y_1, \ldots, y_n \) of \( y \), is a convex problem.

As an example, work out an analytical solution for the ML estimates of \( a \) and \( b \), assuming \( p \) is a normalized Laplacian density, \( p(x) = e^{-2|x|} \).

7.7 ML estimation of Poisson distributions. Suppose \( x_i, i = 1, \ldots, n \), are independent random variables with Poisson distributions
\[ \text{prob}(x_i = k) = \frac{e^{-\mu_i} \mu_i^k}{k!}, \]
with unknown means \( \mu_i \). The variables \( x_i \) represent the number of times that one of \( n \) possible independent events occurs during a certain period. In emission tomography, for example, they might represent the number of photons emitted by \( n \) sources.

We consider an experiment designed to determine the means \( \mu_i \). The experiment involves \( m \) detectors. If event \( i \) occurs, it is detected by detector \( j \) with probability \( p_{ij} \). We assume
the probabilities $p_{ji}$ are given (with $p_{ji} \geq 0$, $\sum_{j=1}^{m} p_{ji} \leq 1$). The total number of events recorded by detector $j$ is denoted $y_j$, 

$$y_j = \sum_{i=1}^{n} y_{ji}, \quad j = 1, \ldots, m.$$ 

Formulate the ML estimation problem of estimating the means $\mu_i$, based on observed values of $y_j$, $j = 1, \ldots, m$, as a convex optimization problem.

**Hint.** The variables $y_{ji}$ have Poisson distributions with means $p_{ji}\mu_i$, i.e.,

$$\text{prob}(y_{ji} = k) = \frac{e^{-p_{ji}\mu_i}(p_{ji}\mu_i)^k}{k!}.$$ 

The sum of $n$ independent Poisson variables with means $\lambda_1, \ldots, \lambda_n$ has a Poisson distribution with mean $\lambda_1 + \cdots + \lambda_n$.

### 7.8 Estimation using sign measurements.

We consider the measurement setup

$$y_i = \text{sign}(a_i^T x + b_i + v_i), \quad i = 1, \ldots, m,$$

where $x \in \mathbb{R}^n$ is the vector to be estimated, and $y_i \in \{-1, 1\}$ are the measurements. The vectors $a_i \in \mathbb{R}^n$ and scalars $b_i \in \mathbb{R}$ are known, and $v_i$ are IID noises with a log-concave probability density. (You can assume that $a_i^T x + b_i + v_i = 0$ does not occur.) Show that maximum likelihood estimation of $x$ is a convex optimization problem.

### 7.9 Estimation with unknown sensor nonlinearity.

We consider the measurement setup

$$y_i = f(a_i^T x + b_i + v_i), \quad i = 1, \ldots, m,$$

where $x \in \mathbb{R}^n$ is the vector to be estimated, $y_i \in \mathbb{R}$ are the measurements, $a_i \in \mathbb{R}^n$, $b_i \in \mathbb{R}$ are known, and $v_i$ are IID noises with log-concave probability density. The function $f : \mathbb{R} \to \mathbb{R}$, which represents a measurement nonlinearity, is not known. However, it is known that $f'(t) \in [l, u]$ for all $t$, where $0 < l < u$ are given.

Explain how to use convex optimization to find a maximum likelihood estimate of $x$, as well as the function $f$. (This is an infinite-dimensional ML estimation problem, but you can be informal in your approach and explanation.)

### 7.10 Nonparametric distributions on $\mathbb{R}^k$.

We consider a random variable $x \in \mathbb{R}^k$ with values in a finite set $\{\alpha_1, \ldots, \alpha_n\}$, and with distribution

$$p_i = \text{prob}(x = \alpha_i), \quad i = 1, \ldots, n.$$ 

Show that a lower bound on the covariance of $X$, 

$$S \preceq \text{E}(X - \text{E}X)(X - \text{E}X)^T,$$

is a convex constraint in $p$.

### Optimal detector design

#### 7.11 Randomized detectors.

Show that every randomized detector can be expressed as a convex combination of a set of deterministic detectors: If

$$T = \begin{bmatrix} t_1 & t_2 & \cdots & t_n \end{bmatrix} \in \mathbb{R}^{m \times n}$$

satisfies $t_k \geq 0$ and $\mathbf{1}^T t_k = 1$, then $T$ can be expressed as

$$T = \theta_1 T_1 + \cdots + \theta_N T_N,$$
where $T_i$ is a zero-one matrix with exactly one element equal to one per column, and $\theta_i \geq 0$, $\sum_{i=1}^{N} \theta_i = 1$. What is the maximum number of deterministic detectors $N$ we may need?

We can interpret this convex decomposition as follows. The randomized detector can be realized as a bank of $N$ deterministic detectors. When we observe $X = k$, the estimator chooses a random index from the set $\{1, \ldots, N\}$, with probability $\text{prob}(j = i) = \theta_i,$ and then uses deterministic detector $T_j$.

7.12 Optimal action. In detector design, we are given a matrix $P \in \mathbb{R}^{n \times m}$ (whose columns are probability distributions), and then design a matrix $T \in \mathbb{R}^{m \times n}$ (whose columns are probability distributions), so that $D = TP$ has large diagonal elements (and small off-diagonal elements). In this problem we study the dual problem: Given $P$, find a matrix $S \in \mathbb{R}^{m \times n}$ (whose columns are probability distributions), so that $\tilde{D} = PS \in \mathbb{R}^{n \times n}$ has large diagonal elements (and small off-diagonal elements). To make the problem specific, we take the objective to be maximizing the minimum element of $\tilde{D}$ on the diagonal.

We can interpret this problem as follows. There are $n$ outcomes, which depend (stochastically) on which of $m$ inputs or actions we take: $P_{ij}$ is the probability that outcome $i$ occurs, given action $j$. Our goal is find a (randomized) strategy that, to the extent possible, causes any specified outcome to occur. The strategy is given by the matrix $S$: $S_{ji}$ is the probability that we take action $j$, when we want outcome $i$ to occur. The matrix $\tilde{D}$ gives the action error probability matrix: $\tilde{D}_{ij}$ is the probability that outcome $i$ occurs, when we want outcome $j$ to occur. In particular, $\tilde{D}_{ii}$ is the probability that outcome $i$ occurs, when we want it to occur.

Show that this problem has a simple analytical solution. Show that (unlike the corresponding detector problem) there is always an optimal solution that is deterministic.

Hint. Show that the problem is separable in the columns of $S$.

Chebyshev and Chernoff bounds

7.13 Chebyshev-type inequalities on a finite set. Assume $X$ is a random variable taking values in the set $\{\alpha_1, \alpha_2, \ldots, \alpha_m\}$, and let $S$ be a subset of $\{\alpha_1, \ldots, \alpha_m\}$. The distribution of $X$ is unknown, but we are given the expected values of $n$ functions $f_i$:

$$E f_i(X) = b_i, \quad i = 1, \ldots, n. \quad (7.32)$$

Show that the optimal value of the LP

\[
\begin{align*}
\text{minimize} & \quad x_0 + \sum_{i=1}^{n} b_i x_i \\
\text{subject to} & \quad x_0 + \sum_{i=1}^{n} f_i(\alpha) x_i \geq 1, \quad \alpha \in S \\
& \quad x_0 + \sum_{i=1}^{n} f_i(\alpha) x_i \geq 0, \quad \alpha \notin S,
\end{align*}
\]

with variables $x_0, \ldots, x_n$, is an upper bound on $\text{prob}(X \in S)$, valid for all distributions that satisfy (7.32). Show that there always exists a distribution that achieves the upper bound.
Chapter 8

Geometric problems

8.1 Projection on a set

The distance of a point \( x_0 \in \mathbb{R}^n \) to a closed set \( C \subseteq \mathbb{R}^n \), in the norm \( \| \cdot \| \), is defined as

\[
\text{dist}(x_0, C) = \inf \{\|x_0 - x\| \mid x \in C\}.
\]

The infimum here is always achieved. We refer to any point \( z \in C \) which is closest to \( x_0 \), i.e., satisfies \( \|z - x_0\| = \text{dist}(x_0, C) \), as a projection of \( x_0 \) on \( C \). In general there can be more than one projection of \( x_0 \) on \( C \), i.e., several points in \( C \) closest to \( x_0 \).

In some special cases we can establish that the projection of a point on a set is unique. For example, if \( C \) is closed and convex, and the norm is strictly convex (e.g., the Euclidean norm), then for any \( x_0 \) there is always exactly one \( z \in C \) which is closest to \( x_0 \). As an interesting converse, we have the following result: If for every \( x_0 \) there is a unique Euclidean projection of \( x_0 \) on \( C \), then \( C \) is closed and convex (see exercise 8.2).

We use the notation \( P_C : \mathbb{R}^n \to \mathbb{R}^n \) to denote any function for which \( P_C(x_0) \) is a projection of \( x_0 \) on \( C \), i.e., for all \( x_0 \),

\[
P_C(x_0) \in C, \quad \|x_0 - P_C(x_0)\| = \text{dist}(x_0, C).
\]

In other words, we have

\[
P_C(x_0) = \arg\min \{\|x - x_0\| \mid x \in C\}.
\]

We refer to \( P_C \) as projection on \( C \).

**Example 8.1** Projection on the unit square in \( \mathbb{R}^2 \). Consider the (boundary of the) unit square in \( \mathbb{R}^2 \), i.e., \( C = \{x \in \mathbb{R}^2 \mid \|x\|_\infty = 1\} \). We take \( x_0 = 0 \).

In the \( \ell_1 \)-norm, the four points \((1, 0), (0, -1), (-1, 0), \) and \((0, 1)\) are closest to \( x_0 = 0 \), with distance 1, so we have \( \text{dist}(x_0, C) = 1 \) in the \( \ell_1 \)-norm. The same statement holds for the \( \ell_2 \)-norm.

In the \( \ell_\infty \)-norm, all points in \( C \) lie at a distance 1 from \( x_0 \), and \( \text{dist}(x_0, C) = 1 \).
Example 8.2 Projection onto rank-k matrices. Consider the set of $m \times n$ matrices with rank less than or equal to $k$,

$$C = \{ X \in \mathbb{R}^{m\times n} \mid \text{rank } X \leq k \},$$

with $k \leq \min\{m, n\}$, and let $X_0 \in \mathbb{R}^{m\times n}$. We can find a projection of $X_0$ on $C$, in the (spectral or maximum singular value) norm $\| \cdot \|_2$, via the singular value decomposition. Let

$$X_0 = \sum_{i=1}^{r} \sigma_i u_i v_i^T$$

be the singular value decomposition of $X_0$, where $r = \text{rank } X_0$. Then the matrix $Y = \sum_{i=1}^{\min(k,r)} \sigma_i u_i v_i^T$ is a projection of $X_0$ on $C$.

8.1.1 Projecting a point on a convex set

If $C$ is convex, then we can compute the projection $P_C(x_0)$ and the distance $\text{dist}(x_0, C)$ by solving a convex optimization problem. We represent the set $C$ by a set of linear equalities and convex inequalities

$$Ax = b, \quad f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad (8.1)$$

and find the projection of $x_0$ on $C$ by solving the problem

$$\begin{align*}
\text{minimize} & \quad \|x - x_0\| \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m, \\
& \quad Ax = b,
\end{align*} \quad (8.2)$$

with variable $x$. This problem is feasible if and only if $C$ is nonempty; when it is feasible, its optimal value is $\text{dist}(x_0, C)$, and any optimal point is a projection of $x_0$ on $C$.

Euclidean projection on a polyhedron

The projection of $x_0$ on a polyhedron described by linear inequalities $Ax \preceq b$ can be computed by solving the QP

$$\begin{align*}
\text{minimize} & \quad \|x - x_0\|_2^2 \\
\text{subject to} & \quad Ax \preceq b,
\end{align*}$$

Some special cases have simple analytical solutions.

- The Euclidean projection of $x_0$ on a hyperplane $C = \{ x \mid a^T x = b \}$ is given by
  $$P_C(x_0) = x_0 + (b - a^T x_0)a/\|a\|_2^2.$$  

- The Euclidean projection of $x_0$ on a halfspace $C = \{ x \mid a^T x \leq b \}$ is given by
  $$P_C(x_0) = \begin{cases} 
  x_0 + (b - a^T x_0)a/\|a\|_2^2 & a^T x_0 > b \\
  x_0 & a^T x_0 \leq b.
\end{cases}$$
• The Euclidean projection of $x_0$ on a rectangle $C = \{x \mid l \preceq x \preceq u\}$ (where $l \prec u$) is given by

$$P_C(x_0)_k = \begin{cases} 
  l_k & x_{0k} \leq l_k \\
  x_{0k} & l_k \leq x_{0k} \leq u_k \\
  u_k & x_{0k} \geq u_k.
\end{cases}$$

Euclidean projection on a proper cone

Let $x = P_K(x_0)$ denote the Euclidean projection of a point $x_0$ on a proper cone $K$. The KKT conditions of

$$\begin{align*}
\text{minimize} & \quad \|x - x_0\|^2_2 \\
\text{subject to} & \quad x \succeq_K 0
\end{align*}$$

are given by

$$x \succeq_K 0, \quad x - x_0 = z, \quad z \succeq_K 0, \quad z^T x = 0.$$ 

Introducing the notation $x_+ = x$ and $x_- = z$, we can express these conditions as

$$x_0 = x_+ - x_-, \quad x_+ \succeq_K 0, \quad x_- \succeq_K 0, \quad x_+^T x_- = 0.$$ 

In other words, by projecting $x_0$ on the cone $K$, we decompose it into the difference of two orthogonal elements: one nonnegative with respect to $K$ (and which is the projection of $x_0$ on $K$), and the other nonnegative with respect to $K^*$. Some specific examples:

- For $K = \mathbb{R}^n_+$, we have $P_K(x_0)_k = \max\{x_{0k}, 0\}$. The Euclidean projection of a vector onto the nonnegative orthant is found by replacing each negative component with 0.

- For $K = \mathbb{S}^n_+$, and the Euclidean (or Frobenius) norm $\|\cdot\|_F$, we have $P_K(X_0) = \sum_{i=1}^n \max\{0, \lambda_i\} v_i v_i^T$, where $X_0 = \sum_{i=1}^n \lambda_i v_i v_i^T$ is the eigenvalue decomposition of $X_0$. To project a symmetric matrix onto the positive semidefinite cone, we form its eigenvalue expansion and drop terms associated with negative eigenvalues. This matrix is also the projection onto the positive semidefinite cone in the $\ell_2$, or spectral norm.

### 8.1.2 Separating a point and a convex set

Suppose $C$ is a closed convex set described by the equalities and inequalities (8.1). If $x_0 \in C$, then $\text{dist}(x_0, C) = 0$, and the optimal point for the problem (8.2) is $x_0$. If $x_0 \not\in C$ then $\text{dist}(x_0, C) > 0$, and the optimal value of the problem (8.2) is positive. In this case we will see that any dual optimal point provides a separating hyperplane between the point $x_0$ and the set $C$.

The link between projecting a point on a convex set and finding a hyperplane that separates them (when the point is not in the set) should not be surprising. Indeed, our proof of the separating hyperplane theorem, given in §2.5.1, relies on...
Figure 8.1 A point $x_0$ and its Euclidean projection $P_C(x_0)$ on a convex set $C$. The hyperplane midway between the two, with normal vector $P_C(x_0) - x_0$, strictly separates the point and the set. This property does not hold for general norms; see exercise 8.4.

finding the Euclidean distance between the sets. If $P_C(x_0)$ denotes the Euclidean projection of $x_0$ on $C$, where $x_0 \notin C$, then the hyperplane

$$(P_C(x_0) - x_0)^T(x - (1/2)(x_0 + P_C(x_0))) = 0$$

(strictly) separates $x_0$ from $C$, as illustrated in figure 8.1. In other norms, however, the clearest link between the projection problem and the separating hyperplane problem is via Lagrange duality.

We first express (8.2) as

$$\begin{align*}
\minimize & \quad \|y\| \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b \\
& \quad x_0 - x = y
\end{align*}$$

with variables $x$ and $y$. The Lagrangian of this problem is

$$L(x, y, \lambda, \mu, \nu) = \|y\| + \sum_{i=1}^m \lambda_i f_i(x) + \nu^T(Ax - b) + \mu^T(x_0 - x - y)$$

and the dual function is

$$g(\lambda, \mu, \nu) = \begin{cases} 
\inf_x \left( \sum_{i=1}^m \lambda_i f_i(x) + \nu^T(Ax - b) + \mu^T(x_0 - x) \right) & \|\mu\|_* \leq 1 \\
-\infty & \text{otherwise},
\end{cases}$$

so we obtain the dual problem

$$\begin{align*}
\maximize & \quad \mu^T x_0 + \inf_x \left( \sum_{i=1}^m \lambda_i f_i(x) + \nu^T(Ax - b) - \mu^T x \right) \\
\text{subject to} & \quad \lambda \succeq 0 \\
& \quad \|\mu\|_* \leq 1,
\end{align*}$$

with variables $\lambda, \mu, \nu$. We can interpret the dual problem as follows. Suppose $\lambda, \mu, \nu$ are dual feasible with a positive dual objective value, i.e., $\lambda \succeq 0, \|\mu\|_* \leq 1,$
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and

\[ \mu^T x_0 - \mu^T x + \sum_{i=1}^{m} \lambda_i f_i(x) + \nu^T (Ax - b) > 0 \]

for all \( x \). This implies that \( \mu^T x_0 > \mu^T x \) for \( x \in C \), and therefore \( \mu \) defines a strictly separating hyperplane. In particular, suppose (8.2) is strictly feasible, so strong duality holds. If \( x_0 \notin C \), the optimal value is positive, and any dual optimal solution defines a strictly separating hyperplane.

Note that this construction of a separating hyperplane, via duality, works for any norm. In contrast, the simple construction described above only works for the Euclidean norm.

Separating a point from a polyhedron

The dual problem of

\[
\begin{align*}
\text{minimize} & \quad \|y\| \\
\text{subject to} & \quad Ax \preceq b \\
& \quad x_0 - x = y
\end{align*}
\]

is

\[
\begin{align*}
\text{maximize} & \quad \mu^T x_0 - b^T \lambda \\
\text{subject to} & \quad A^T \lambda = \mu \\
& \quad \|\mu\|_* \leq 1 \\
& \quad \lambda \succeq 0
\end{align*}
\]

which can be further simplified as

\[
\begin{align*}
\text{maximize} & \quad (Ax_0 - b)^T \lambda \\
\text{subject to} & \quad \|A^T \lambda\|_* \leq 1 \\
& \quad \lambda \succeq 0.
\end{align*}
\]

It is easily verified that if the dual objective is positive, then \( A^T \lambda \) is the normal vector to a separating hyperplane: If \( Ax \preceq b \), then

\[(A^T \lambda)^T x = \lambda^T (Ax) \leq \lambda^T b < \lambda^T Ax_0,\]

so \( \mu = A^T \lambda \) defines a separating hyperplane.

8.1.3 Projection and separation via indicator and support functions

The ideas described above in §8.1.1 and §8.1.2 can be expressed in a compact form in terms of the indicator function \( I_C \) and the support function \( S_C \) of the set \( C \), defined as

\[ S_C(x) = \sup_{y \in C} x^T y, \quad I_C(x) = \begin{cases} 0 & x \in C \\ +\infty & x \notin C. \end{cases} \]

The problem of projecting \( x_0 \) on a closed convex set \( C \) can be expressed compactly as

\[
\begin{align*}
\text{minimize} & \quad \|x - x_0\| \\
\text{subject to} & \quad I_C(x) \leq 0,
\end{align*}
\]
or, equivalently, as

\[
\begin{align*}
\text{minimize} & \quad \|y\| \\
\text{subject to} & \quad I_C(x) \leq 0 \\
& \quad x_0 - x = y
\end{align*}
\]

where the variables are \(x\) and \(y\). The dual function of this problem is

\[
g(z, \lambda) = \inf_{x,y} (\|y\| + \lambda I_C(x) + z^T(x_0 - x - y))
\]

\[
= \begin{cases} 
  z^T x_0 + \inf_x (-z^T x + I_C(x)) & \|z\|_* \leq 1, \quad \lambda \geq 0 \\
  -\infty & \text{otherwise}
\end{cases}
\]

\[
= \begin{cases} 
  z^T x_0 - S_C(z) & \|z\|_* \leq 1, \quad \lambda \geq 0 \\
  -\infty & \text{otherwise}
\end{cases}
\]

so we obtain the dual problem

\[
\begin{align*}
\text{maximize} & \quad z^T x_0 - S_C(z) \\
\text{subject to} & \quad \|z\|_* \leq 1.
\end{align*}
\]

If \(z\) is dual optimal with a positive objective value, then \(z^T x_0 > z^T x\) for all \(x \in C\), \(i.e., z\) defines a separating hyperplane.

### 8.2 Distance between sets

The distance between two sets \(C\) and \(D\), in a norm \(\| \cdot \|\), is defined as

\[
\text{dist}(C,D) = \inf\{\|x - y\| \mid x \in C, \ y \in D\}.
\]

The two sets \(C\) and \(D\) do not intersect if \(\text{dist}(C,D) > 0\). They intersect if \(\text{dist}(C,D) = 0\) and the infimum in the definition is attained (which is the case, for example, if the sets are closed and one of the sets is bounded).

The distance between sets can be expressed in terms of the distance between a point and a set,

\[
\text{dist}(C,D) = \text{dist}(0, D - C),
\]

so the results of the previous section can be applied. In this section, however, we derive results specifically for problems involving distance between sets. This allows us to exploit the structure of the set \(C - D\), and makes the interpretation easier.

#### 8.2.1 Computing the distance between convex sets

Suppose \(C\) and \(D\) are described by two sets of convex inequalities

\[
C = \{x \mid f_i(x) \leq 0, \ i = 1, \ldots, m\}, \quad D = \{x \mid g_i(x) \leq 0, \ i = 1, \ldots, p\}.
\]
8.2 Distance between sets

Figure 8.2 Euclidean distance between polyhedra $C$ and $D$. The dashed line connects the two points in $C$ and $D$, respectively, that are closest to each other in Euclidean norm. These points can be found by solving a QP.

(We can include linear equalities, but exclude them here for simplicity.) We can find $\text{dist}(C, D)$ by solving the convex optimization problem

$$
\begin{align*}
\text{minimize} & \quad \|x - y\| \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad g_i(y) \leq 0, \quad i = 1, \ldots, p.
\end{align*}
$$

(8.3)

Euclidean distance between polyhedra

Let $C$ and $D$ be two polyhedra described by the sets of linear inequalities $A_1 x \preceq b_1$ and $A_2 x \preceq b_2$, respectively. The distance between $C$ and $D$ is the distance between the closest pair of points, one in $C$ and the other in $D$, as illustrated in figure 8.2. The distance between them is the optimal value of the problem

$$
\begin{align*}
\text{minimize} & \quad \|x - y\|_2 \\
\text{subject to} & \quad A_1 x \preceq b_1 \\
& \quad A_2 y \preceq b_2.
\end{align*}
$$

(8.4)

We can square the objective to obtain an equivalent QP.

8.2.2 Separating convex sets

The dual of the problem (8.3) of finding the distance between two convex sets has an interesting geometric interpretation in terms of separating hyperplanes between the sets. We first express the problem in the following equivalent form:

$$
\begin{align*}
\text{minimize} & \quad \|w\| \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad g_i(y) \leq 0, \quad i = 1, \ldots, p \\
& \quad x - y = w.
\end{align*}
$$

(8.5)

The dual function is

$$
g(\lambda, z, \mu) = \inf_{x, y, w} \left( \|w\| + \sum_{i=1}^{m} \lambda_i f_i(x) + \sum_{i=1}^{p} \mu_i g_i(y) + z^T (x - y - w) \right)
$$
\[ = \begin{cases} \inf_x \left( \sum_{i=1}^{m} \lambda_i f_i(x) + z^T x \right) + \inf_y \left( \sum_{i=1}^{p} \mu_i g_i(y) - z^T y \right) & \|z\|_* \leq 1 \\ -\infty & \text{otherwise,} \end{cases} \]

which results in the dual problem

\[
\begin{align*}
\text{maximize} & \quad \inf_x \left( \sum_{i=1}^{m} \lambda_i f_i(x) + z^T x \right) + \inf_y \left( \sum_{i=1}^{p} \mu_i g_i(y) - z^T y \right) \\
\text{subject to} & \quad \|z\|_* \leq 1 \\
& \quad \lambda \geq 0, \quad \mu \geq 0.
\end{align*}
\]

We can interpret this geometrically as follows. If \( \lambda, \mu \) are dual feasible with a positive objective value, then

\[
\sum_{i=1}^{m} \lambda_i f_i(x) + z^T x + \sum_{i=1}^{p} \mu_i g_i(y) - z^T y > 0
\]

for all \( x \) and \( y \). In particular, for \( x \in C \) and \( y \in D \), we have \( z^T x - z^T y > 0 \), so we see that \( z \) defines a hyperplane that strictly separates \( C \) and \( D \).

Therefore, if strong duality holds between the two problems (8.5) and (8.6) (which is the case when (8.5) is strictly feasible), we can make the following conclusion. If the distance between the two sets is positive, then they can be strictly separated by a hyperplane.

### Separating polyhedra

Applying these duality results to sets defined by linear inequalities \( A_1 x \preceq b_1 \) and \( A_2 x \preceq b_2 \), we find the dual problem

\[
\begin{align*}
\text{maximize} & \quad -b_1^T \lambda - b_2^T \mu \\
\text{subject to} & \quad A_1^T \lambda + z = 0 \\
& \quad A_2^T \mu - z = 0 \\
& \quad \|z\|_* \leq 1 \\
& \quad \lambda \geq 0, \quad \mu \geq 0.
\end{align*}
\]

If \( \lambda, \mu, \) and \( z \) are dual feasible, then for all \( x \in C, y \in D \),

\[
z^T x = -\lambda^T A_1 x \geq -\lambda^T b_1, \quad z^T y = \mu^T A_2 x \leq \mu^T b_2,
\]

and, if the dual objective value is positive,

\[
z^T x - z^T y \geq -\lambda^T b_1 - \mu^T b_2 > 0,
\]

\( i.e. \), \( z \) defines a separating hyperplane.

### 8.2.3 Distance and separation via indicator and support functions

The ideas described above in §8.2.1 and §8.2.2 can be expressed in a compact form using indicator and support functions. The problem of finding the distance between two convex sets can be posed as the convex problem

\[
\begin{align*}
\text{minimize} & \quad \|x - y\| \\
\text{subject to} & \quad I_C(x) \leq 0 \\
& \quad I_D(y) \leq 0,
\end{align*}
\]
which is equivalent to

\[
\begin{align*}
\text{minimize} & \quad \|w\| \\
\text{subject to} & \quad I_C(x) \leq 0 \\
& \quad I_D(y) \leq 0 \\
& \quad x - y = w.
\end{align*}
\]

The dual of this problem is

\[
\begin{align*}
\text{maximize} & \quad -S_C(-z) - S_D(z) \\
\text{subject to} & \quad \|z\|_* \leq 1.
\end{align*}
\]

If \(z\) is dual feasible with a positive objective value, then \(S_D(z) < -S_C(-z)\), i.e.,

\[
\sup_{x \in D} z^T x < \inf_{x \in C} z^T x.
\]

In other words, \(z\) defines a hyperplane that strictly separates \(C\) and \(D\).

### 8.3 Euclidean distance and angle problems

Suppose \(a_1, \ldots, a_n\) is a set of vectors in \(\mathbb{R}^n\), which we assume (for now) have known Euclidean lengths

\[
l_1 = \|a_1\|_2, \quad \ldots, \quad l_n = \|a_n\|_2.
\]

We will refer to the set of vectors as a configuration, or, when they are independent, a basis. In this section we consider optimization problems involving various geometric properties of the configuration, such as the Euclidean distances between pairs of the vectors, the angles between pairs of the vectors, and various geometric measures of the conditioning of the basis.

#### 8.3.1 Gram matrix and realizability

The lengths, distances, and angles can be expressed in terms of the Gram matrix associated with the vectors \(a_1, \ldots, a_n\), given by

\[
G = A^T A, \quad A = \left[ \begin{array}{ccc} a_1 & \cdots & a_n \end{array} \right],
\]

so that \(G_{ij} = a_i^T a_j\). The diagonal entries of \(G\) are given by

\[
G_{ii} = l_i^2, \quad i = 1, \ldots, n,
\]

which (for now) we assume are known and fixed. The distance \(d_{ij}\) between \(a_i\) and \(a_j\) is

\[
\begin{align*}
d_{ij} & = \|a_i - a_j\|_2 \\
& = (l_i^2 + l_j^2 - 2a_i^T a_j)^{1/2} \\
& = (l_i^2 + l_j^2 - 2G_{ij})^{1/2}.
\end{align*}
\]
Conversely, we can express $G_{ij}$ in terms of $d_{ij}$ as

$$G_{ij} = \frac{l_i^2 + l_j^2 - d_{ij}^2}{2},$$

which we note, for future reference, is an affine function of $d_{ij}^2$.

The correlation coefficient $\rho_{ij}$ between (nonzero) $a_i$ and $a_j$ is given by

$$\rho_{ij} = \frac{a_i^T a_j}{\|a_i\|_2 \|a_j\|_2} = \frac{G_{ij}}{l_i l_j},$$

so that $G_{ij} = l_i l_j \rho_{ij}$ is a linear function of $\rho_{ij}$. The angle $\theta_{ij}$ between (nonzero) $a_i$ and $a_j$ is given by

$$\theta_{ij} = \cos^{-1} \rho_{ij} = \cos^{-1} (G_{ij} / (l_i l_j)),$$

where we take $\cos^{-1} \rho \in [0, \pi]$. Thus, we have $G_{ij} = l_i l_j \cos \theta_{ij}$.

The lengths, distances, and angles are invariant under orthogonal transformations: If $Q \in \mathbb{R}^{n \times n}$ is orthogonal, then the set of vectors $Qa_1, \ldots, Qa_n$ has the same Gram matrix, and therefore the same lengths, distances, and angles.

### Realizability

The Gram matrix $G = A^T A$ is, of course, symmetric and positive semidefinite. The converse is a basic result of linear algebra: A matrix $G \in \mathbb{S}^n$ is the Gram matrix of a set of vectors $a_1, \ldots, a_n$ if and only if $G \succeq 0$. When $G \succeq 0$, we can construct a configuration with Gram matrix $G$ by finding a matrix $A$ with $A^T A = G$. One solution of this equation is the symmetric square root $A = G^{1/2}$. When $G \succ 0$, we can find a solution via the Cholesky factorization of $G$: If $LL^T = G$, then we can take $A = L^T$. Moreover, we can construct all configurations with the given Gram matrix $G$, given any one solution $A$, by orthogonal transformation: If $A^T A = G$ is any solution, then $A = QA$ for some orthogonal matrix $Q$.

Thus, a set of lengths, distances, and angles (or correlation coefficients) is realizable, i.e., those of some configuration, if and only if the associated Gram matrix $G$ is positive semidefinite, and has diagonal elements $l_1^2, \ldots, l_n^2$.

We can use this fact to express several geometric problems as convex optimization problems, with $G \in \mathbb{S}^n$ as the optimization variable. Realizability imposes the constraint $G \succeq 0$ and $G_{ii} = l_i^2$, $i = 1, \ldots, n$; we list below several other convex constraints and objectives.

### Angle and distance constraints

We can fix an angle to have a certain value, $\theta_{ij} = \alpha$, via the linear equality constraint $G_{ij} = l_i l_j \cos \alpha$. More generally, we can impose a lower and upper bound on an angle, $\alpha \leq \theta_{ij} \leq \beta$, by the constraint

$$l_i l_j \cos \alpha \leq G_{ij} \leq l_i l_j \cos \beta,$$

which is a pair of linear inequalities on $G$. (Here we use the fact that $\cos^{-1}$ is monotone decreasing.) We can maximize or minimize a particular angle $\theta_{ij}$, by minimizing or maximizing $G_{ij}$ (again using monotonicity of $\cos^{-1}$).
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In a similar way we can impose constraints on the distances. To require that $d_{ij}$ lies in an interval, we use

$$d_{\text{min}} \leq d_{ij} \leq d_{\text{max}} \iff d_{\text{min}}^2 \leq d_{ij}^2 \leq d_{\text{max}}^2 \iff d_{\text{min}}^2 \leq l_i^2 + l_j^2 - 2G_{ij} \leq d_{\text{max}}^2,$$

which is a pair of linear inequalities on $G$. We can minimize or maximize a distance, by minimizing or maximizing its square, which is an affine function of $G$.

As a simple example, suppose we are given ranges (i.e., an interval of possible values) for some of the angles and some of the distances. We can then find the minimum and maximum possible value of some other angle, or some other distance, over all configurations, by solving two SDPs. We can reconstruct the two extreme configurations by factoring the resulting optimal Gram matrices.

**Singular value and condition number constraints**

The singular values of $A$, $\sigma_1 \geq \cdots \geq \sigma_n$, are the square roots of the eigenvalues $\lambda_1 \geq \cdots \geq \lambda_n$ of $G$. Therefore $\sigma_1^2$ is a convex function of $G$, and $\sigma_n^2$ is a concave function of $G$. Thus we can impose an upper bound on the maximum singular value of $A$, or minimize it; we can impose a lower bound on the minimum singular value, or maximize it. The condition number of $A$, $\sigma_1/\sigma_n$, is a quasiconvex function of $G$, so we can impose a maximum allowable value, or minimize it over all configurations that satisfy the other geometric constraints, by quasiconvex optimization.

Roughly speaking, the constraints we can impose as convex constraints on $G$ are those that require $a_1, \ldots, a_n$ to be a well conditioned basis.

**Dual basis**

When $G \succ 0$, $a_1, \ldots, a_n$ form a basis for $\mathbb{R}^n$. The associated dual basis is $b_1, \ldots, b_n$, where

$$b_i^T a_j = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}.$$

The dual basis vectors $b_1, \ldots, b_n$ are simply the rows of the matrix $A^{-1}$. As a result, the Gram matrix associated with the dual basis is $G^{-1}$.

We can express several geometric conditions on the dual basis as convex constraints on $G$. The (squared) lengths of the dual basis vectors,

$$\|b_i\|^2 = e_i^T G^{-1} e_i,$$

are convex functions of $G$, and so can be minimized. The trace of $G^{-1}$, another convex function of $G$, gives the sum of the squares of the lengths of the dual basis vectors (and is another measure of a well conditioned basis).

**Ellipsoid and simplex volume**

The volume of the ellipsoid $\{Au \mid \|u\|_2 \leq 1\}$, which gives another measure of how well conditioned the basis is, is given by

$$\gamma(\det(A^T A))^{1/2} = \gamma(\det G)^{1/2},$$
where $\gamma$ is the volume of the unit ball in $\mathbb{R}^n$. The log volume is therefore $\log \gamma + (1/2) \log \det G$, which is a concave function of $G$. We can therefore maximize the volume of the image ellipsoid, over a convex set of configurations, by maximizing $\log \det G$.

The same holds for any set $A$ in $\mathbb{R}^n$. The volume of the image under $A$ is its volume, multiplied by the factor $(\det G)^{1/2}$. For example, consider the image under $A$ of the unit simplex $\text{conv}\{0, e_1, \ldots, e_n\}$, i.e., the simplex $\text{conv}\{0, a_1, \ldots, a_n\}$. The volume of this simplex is given by $\sqrt{\det(G)}$, where $G$ is the volume of the unit simplex in $\mathbb{R}^n$. We can maximize the volume of this simplex by maximizing $\log \det G$.

### 8.3.2 Problems involving angles only

Suppose we only care about the angles (or correlation coefficients) between the vectors, and do not specify the lengths or distances between them. In this case it is intuitively clear that we can simply assume the vectors $a_i$ have length $l_i = 1$. This is easily verified: The Gram matrix has the form $G = \text{diag}(l)C\text{diag}(l)$, where $l$ is the vector of lengths, and $C$ is the correlation matrix, i.e., $C_{ij} = \cos(\theta_{ij})$. It follows that if $G \succeq 0$ for any set of positive lengths, then $G \succeq 0$ for all sets of positive lengths, and in particular, this occurs if and only if $C \succeq 0$ (which is the same as assuming that all lengths are one). Thus, a set of angles $\theta_{ij} \in [0, \pi]$, $i, j = 1, \ldots, n$ is realizable if and only if $C \succeq 0$, which is a linear matrix inequality in the correlation coefficients.

As an example, suppose we are given lower and upper bounds on some of the angles (which is equivalent to imposing lower and upper bounds on the correlation coefficients). We can then find the minimum and maximum possible value of some other angle, over all configurations, by solving two SDPs.

**Example 8.3 Bounding correlation coefficients.** We consider an example in $\mathbb{R}^4$, where we are given

\[
\begin{align*}
0.6 & \leq \rho_{12} \leq 0.9, & 0.8 & \leq \rho_{13} \leq 0.9, & 0.5 & \leq \rho_{24} \leq 0.7, & -0.8 & \leq \rho_{34} \leq -0.4.
\end{align*}
\]

To find the minimum and maximum possible values of $\rho_{14}$, we solve the two SDPs

\[
\begin{array}{c}
\text{minimize/maximize } \rho_{14} \\
\text{subject to } \ \ \ \ \ \ \ \ \ \ (8.7) \\
\begin{bmatrix} 1 & \rho_{12} & \rho_{13} & \rho_{14} \\ \rho_{12} & 1 & \rho_{23} & \rho_{24} \\ \rho_{13} & \rho_{23} & 1 & \rho_{34} \\ \rho_{14} & \rho_{24} & \rho_{34} & 1 \end{bmatrix} \succeq 0, \\
\end{array}
\]

with variables $\rho_{12}, \rho_{13}, \rho_{14}, \rho_{23}, \rho_{24}, \rho_{34}$. The minimum and maximum values (to two significant digits) are $-0.39$ and $0.23$, with corresponding correlation matrices

\[
\begin{bmatrix} 1.00 & 0.60 & 0.87 & -0.39 \\ 0.60 & 1.00 & 0.33 & 0.50 \\ 0.87 & 0.33 & 1.00 & -0.55 \\ -0.39 & 0.50 & -0.55 & 1.00 \end{bmatrix} \quad \begin{bmatrix} 1.00 & 0.71 & 0.80 & 0.23 \\ 0.71 & 1.00 & 0.31 & 0.59 \\ 0.80 & 0.31 & 1.00 & -0.40 \\ 0.23 & 0.59 & -0.40 & 1.00 \end{bmatrix}
\]
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8.3.3 Euclidean distance problems

In a Euclidean distance problem, we are concerned only with the distances between the vectors, \( d_{ij} \), and do not care about the lengths of the vectors, or about the angles between them. These distances, of course, are invariant not only under orthogonal transformations, but also translation: The configuration \( \tilde{a}_1 = a_1 + b, \ldots, \tilde{a}_n = a_n + b \) has the same distances as the original configuration, for any \( b \in \mathbb{R}^n \). In particular, for the choice

\[
b = -(1/n) \sum_{i=1}^{n} a_i = -(1/n)A1,
\]

we see that \( \tilde{a}_i \) have the same distances as the original configuration, and also satisfy \( \sum_{i=1}^{n} \tilde{a}_i = 0 \). It follows that in a Euclidean distance problem, we can assume, without any loss of generality, that the average of the vectors \( a_1, \ldots, a_n \) is zero, i.e., \( A1 = 0 \).

We can solve Euclidean distance problems by considering the lengths (which cannot occur in the objective or constraints of a Euclidean distance problem) as free variables in the optimization problem. Here we rely on the fact that there is a configuration with distances \( d_{ij} \geq 0 \) if and only if there are lengths \( l_1, \ldots, l_n \) for which \( G \succeq 0 \), where \( G_{ij} = (l_i^2 + l_j^2 - d_{ij}^2)/2 \).

We define \( z \in \mathbb{R}^n \) as \( z_i = l_i^2 \), and \( D \in \mathbb{S}^n \) by \( D_{ij} = d_{ij}^2 \) (with, of course, \( D_{ii} = 0 \)). The condition that \( G \succeq 0 \) for some choice of lengths can be expressed as

\[
G = (z1^T + 1z^T - D)/2 \succeq 0 \text{ for some } z \geq 0,
\]

which is an LMI in \( D \) and \( z \). A matrix \( D \in \mathbb{S}^n \), with nonnegative elements, zero diagonal, and which satisfies (8.8), is called a Euclidean distance matrix. A matrix is a Euclidean distance matrix if and only if its entries are the squares of the Euclidean distances between the vectors of some configuration. (Given a Euclidean distance matrix \( D \) and the associated length squared vector \( z \), we can reconstruct one, or all, configurations with the given pairwise distances using the method described above.)

The condition (8.8) turns out to be equivalent to the simpler condition that \( D \) is negative semidefinite on \( 1^\perp \), i.e.,

\[
(8.8) \iff u^TDu \leq 0 \text{ for all } u \text{ with } 1^Tu = 0 \iff (I - (1/n)11^T)D(I - (1/n)11^T) \preceq 0.
\]

This simple matrix inequality, along with \( D_{ij} \geq 0, D_{ii} = 0 \), is the classical characterization of a Euclidean distance matrix. To see the equivalence, recall that we can assume \( A1 = 0 \), which implies that \( 1^TG1 = 1^TATA1 = 0 \). It follows that \( G \succeq 0 \) if and only if \( G \) is positive semidefinite on \( 1^\perp \), i.e.,

\[
0 \preceq (I - (1/n)11^T)G(I - (1/n)11^T) = (1/2)(I - (1/n)11^T)(z1^T + 1z^T - D)(I - (1/n)11^T) = -(1/2)(I - (1/n)11^T)D(I - (1/n)11^T),
\]

which is the simplified condition.
In summary, a matrix \( D \in \mathbf{S}^n \) is a Euclidean distance matrix, i.e., gives the squared distances between a set of \( n \) vectors in \( \mathbb{R}^n \), if and only if
\[
D_{ii} = 0, \quad i = 1, \ldots, n, \quad D_{ij} \geq 0, \quad i, j = 1, \ldots, n,
\]
\[
(I - (1/n)\mathbf{1}\mathbf{1}^T)D(I - (1/n)\mathbf{1}\mathbf{1}^T) \preceq 0,
\]
which is a set of linear equalities, linear inequalities, and a matrix inequality in \( D \). Therefore we can express any Euclidean distance problem that is convex in the squared distances as a convex problem with variable \( D \in \mathbf{S}^n \).

8.4 Extremal volume ellipsoids

Suppose \( C \subseteq \mathbb{R}^n \) is bounded and has nonempty interior. In this section we consider the problems of finding the maximum volume ellipsoid that lies inside \( C \), and the minimum volume ellipsoid that covers \( C \). Both problems can be formulated as convex programming problems, but are tractable only in special cases.

8.4.1 The Löwner-John ellipsoid

The minimum volume ellipsoid that contains a set \( C \) is called the Löwner-John ellipsoid of the set \( C \), and is denoted \( \mathcal{E}_{ij} \). To characterize \( \mathcal{E}_{ij} \), it will be convenient to parametrize a general ellipsoid as
\[
\mathcal{E} = \{ v \mid \| Av + b\|_2 \leq 1 \}, \tag{8.9}
\]
i.e., the inverse image of the Euclidean unit ball under an affine mapping. We can assume without loss of generality that \( A \in \mathbf{S}^n_{++} \), in which case the volume of \( \mathcal{E} \) is proportional to \( \det A^{-1} \). The problem of computing the minimum volume ellipsoid containing \( C \) can be expressed as
\[
\begin{align*}
\text{minimize} & \quad \log \det A^{-1} \\
\text{subject to} & \quad \sup_{v \in C} \| Av + b\|_2 \leq 1,
\end{align*} \tag{8.10}
\]
where the variables are \( A \in \mathbf{S}^n \) and \( b \in \mathbb{R}^n \), and there is an implicit constraint \( A > 0 \). The objective and constraint functions are both convex in \( A \) and \( b \), so the problem (8.10) is convex. Evaluating the constraint function in (8.10), however, involves solving a convex maximization problem, and is tractable only in certain special cases.

Minimum volume ellipsoid covering a finite set

We consider the problem of finding the minimum volume ellipsoid that contains the finite set \( C = \{x_1, \ldots, x_m\} \subseteq \mathbb{R}^n \). An ellipsoid covers \( C \) if and only if it covers its convex hull, so finding the minimum volume ellipsoid that covers \( C \)
is the same as finding the minimum volume ellipsoid containing the polyhedron \( \text{conv}\{x_1, \ldots, x_m\} \). Applying (8.10), we can write this problem as

\[
\begin{align*}
\text{minimize} & \quad \log \det A^{-1} \\
\text{subject to} & \quad \|Ax_i + b\|_2 \leq 1, \quad i = 1, \ldots, m
\end{align*}
\tag{8.11}
\]

where the variables are \( A \in S^n \) and \( b \in \mathbb{R}^n \), and we have the implicit constraint \( A > 0 \). The norm constraints \( \|Ax_i + b\|_2 \leq 1, \quad i = 1, \ldots, m \), are convex inequalities in the variables \( A \) and \( b \). They can be replaced with the squared versions, \( \|Ax_i + b\|_2^2 \leq 1 \), which are convex quadratic inequalities in \( A \) and \( b \).

### Minimum volume ellipsoid covering union of ellipsoids

Minimum volume covering ellipsoids can also be computed efficiently for certain sets \( C \) that are defined by quadratic inequalities. In particular, it is possible to compute the Löwner-John ellipsoid for a union or sum of ellipsoids.

As an example, consider the problem of finding the minimum volume ellipsoid \( E_{lj} \), that contains the ellipsoids \( E_1, \ldots, E_m \) (and therefore, the convex hull of their union). The ellipsoids \( E_1, \ldots, E_m \) will be described by (convex) quadratic inequalities:

\[
E_i = \{ x \mid x^T A_i x + 2b_i^T x + c_i \leq 0 \}, \quad i = 1, \ldots, m,
\]

where \( A_i \in S^n_{++} \). We parametrize the ellipsoid \( E_{ij} \) as

\[
E_{ij} = \{ x \mid x^T A x + b^T x + c_i \leq 0 \}
\]

where \( A \in S^n \) and \( b \in \mathbb{R}^n \). Now we use a result from §B.2, that \( E_i \subseteq E_{ij} \) if and only if there exists a \( \tau \geq 0 \) such that

\[
\begin{bmatrix}
A^2 - \tau A_i & Ab - \tau b_i \\
(Ab - \tau b_i)^T & b^T b - 1 - \tau c_i
\end{bmatrix} \preceq 0.
\]

The volume of \( E_{ij} \) is proportional to \( \det A^{-1} \), so we can find the minimum volume ellipsoid that contains \( E_1, \ldots, E_m \) by solving

\[
\begin{align*}
\text{minimize} & \quad \log \det A^{-1} \\
\text{subject to} & \quad \tau_i \geq 0, \quad i = 1, \ldots, m
\end{align*}
\]

or, replacing the variable \( b \) by \( \tilde{b} = Ab \),

\[
\begin{align*}
\text{minimize} & \quad \log \det A^{-1} \\
\text{subject to} & \quad \tau_i \geq 0, \quad i = 1, \ldots, m
\end{align*}
\]

which is convex in the variables \( A \in S^n, \tilde{b}, \tau \)
Efficiency of Löwner-John ellipsoidal approximation

Let $\mathcal{E}_l$ be the Löwner-John ellipsoid of the convex set $C \subseteq \mathbb{R}^n$, which is bounded and has nonempty interior, and let $x_0$ be its center. If we shrink the Löwner-John ellipsoid by a factor of $n$, about its center, we obtain an ellipsoid that lies inside the set $C$:

$$x_0 + (1/n)(\mathcal{E}_l - x_0) \subseteq C \subseteq \mathcal{E}_l.$$  

In other words, the Löwner-John ellipsoid approximates an arbitrary convex set, within a factor that depends only on the dimension $n$. Figure 8.3 shows a simple example.

The factor $1/n$ cannot be improved without additional assumptions on $C$. Any simplex in $\mathbb{R}^n$, for example, has the property that its Löwner-John ellipsoid must be shrunk by a factor $n$ to fit inside it (see exercise 8.13).

We will prove this efficiency result for the special case $C = \text{conv}\{x_1, \ldots, x_m\}$. We square the norm constraints in (8.11) and introduce variables $\tilde{A} = A^2$ and $\tilde{b} = Ab$, to obtain the problem

$$\begin{align*}
\text{minimize} \quad & \log \det \tilde{A}^{-1} \\
\text{subject to} \quad & x_i^T \tilde{A} x_i - 2\tilde{b}^T x_i + \tilde{b}^T \tilde{A}^{-1} \tilde{b} \leq 1, \quad i = 1, \ldots, m.
\end{align*} \tag{8.12}$$

The KKT conditions for this problem are

$$\begin{align*}
\sum_{i=1}^m \lambda_i (x_i x_i^T - \tilde{A}^{-1} \tilde{b} \tilde{b}^T \tilde{A}^{-1}) &= \tilde{A}^{-1}, \\
\sum_{i=1}^m \lambda_i (x_i - \tilde{A}^{-1} \tilde{b}) &= 0, \\
\lambda_i &\geq 0, \quad x_i^T \tilde{A} x_i - 2\tilde{b}^T x_i + \tilde{b}^T \tilde{A}^{-1} \tilde{b} \leq 1, \quad i = 1, \ldots, m, \\
\lambda_i (1 - x_i^T \tilde{A} x_i + 2\tilde{b}^T x_i - \tilde{b}^T \tilde{A}^{-1} \tilde{b}) &= 0, \quad i = 1, \ldots, m.
\end{align*}$$

By a suitable affine change of coordinates, we can assume that $\tilde{A} = I$ and $\tilde{b} = 0$, i.e., the minimum volume ellipsoid is the unit ball centered at the origin. The KKT
conditions then simplify to
\[
\sum_{i=1}^{m} \lambda_i x_i x_i^T = I, \quad \sum_{i=1}^{m} \lambda_i x_i = 0, \quad \lambda_i (1 - x_i^T x_i) = 0, \quad i = 1, \ldots, m,
\]
plus the feasibility conditions \( \|x_i\|_2 \leq 1 \) and \( \lambda_i \geq 0 \). By taking the trace of both sides of the first equation, and using complementary slackness, we also have \( \sum_{i=1}^{m} \lambda_i = n \).

In the new coordinates the shrunk ellipsoid is a ball with radius \( 1/n \), centered at the origin. We need to show that \( \|x\|_2 \leq 1/n \Rightarrow x \in C = \text{conv}\{x_1, \ldots, x_m\} \).

Suppose \( \|x\|_2 \leq 1/n \). From the KKT conditions, we see that
\[
x = \sum_{i=1}^{m} \lambda_i (x^T x_i)x_i = \sum_{i=1}^{m} \lambda_i (x^T x_i + 1/n)x_i = \sum_{i=1}^{m} \mu_i x_i, \tag{8.13}
\]
where \( \mu_i = \lambda_i (x^T x_i + 1/n) \). From the Cauchy-Schwartz inequality, we note that
\[
\mu_i = \lambda_i (x^T x_i + 1/n) \geq \lambda_i (-\|x\|_2 \|x_i\|_2 + 1/n) \geq \lambda_i (-1/n + 1/n) = 0.
\]
Furthermore
\[
\sum_{i=1}^{m} \mu_i = \sum_{i=1}^{m} \lambda_i (x^T x_i + 1/n) = \sum_{i=1}^{m} \lambda_i/n = 1.
\]
This, along with (8.13), shows that \( x \) is a convex combination of \( x_1, \ldots, x_m \), hence \( x \in C \).

**Efficiency of Löwner-John ellipsoidal approximation for symmetric sets**

If the set \( C \) is symmetric about a point \( x_0 \), then the factor \( 1/n \) can be tightened to \( 1/\sqrt{n} \):
\[
x_0 + (1/\sqrt{n})(E_{ij} - x_0) \subseteq C \subseteq E_{ij}.
\]
Again, the factor \( 1/\sqrt{n} \) is tight. The Löwner-John ellipsoid of the cube
\[
C = \{ x \in \mathbb{R}^n \mid -1 \preceq x \preceq 1 \}
\]
is the ball with radius \( \sqrt{n} \). Scaling down by \( 1/\sqrt{n} \) yields a ball enclosed in \( C \), and touching the boundary at \( x = \pm e_j \).

**Approximating a norm by a quadratic norm**

Let \( \| \cdot \| \) be any norm on \( \mathbb{R}^n \), and let \( C = \{ x \mid \|x\| \leq 1 \} \) be its unit ball. Let \( E_{ij} = \{ x \mid x^T Ax \leq 1 \} \), with \( A \in S^n_{++} \), be the Löwner-John ellipsoid of \( C \). Since \( C \) is symmetric about the origin, the result above tells us that \( (1/\sqrt{n})E_{ij} \subseteq C \subseteq E_{ij} \).

Let \( \| \cdot \|_i \) denote the quadratic norm
\[
\|z\|_i = (z^T Az)^{1/2},
\]
whose unit ball is $\mathcal{E}_{ij}$. The inclusions $(1/\sqrt{n})\mathcal{E}_{ij} \subseteq C \subseteq \mathcal{E}_{ij}$ are equivalent to the inequalities
\[ \|z\|_{ij} \leq \|z\| \leq \sqrt{n}\|z\|_{ij} \]
for all $z \in \mathbb{R}^n$. In other words, the quadratic norm $\| \cdot \|_{ij}$ approximates the norm $\| \cdot \|$ within a factor of $\sqrt{n}$. In particular, we see that any norm on $\mathbb{R}^n$ can be approximated within a factor of $\sqrt{n}$ by a quadratic norm.

### 8.4.2 Maximum volume inscribed ellipsoid

We now consider the problem of finding the ellipsoid of maximum volume that lies inside a convex set $C$, which we assume is bounded and has nonempty interior. To formulate this problem, we parametrize the ellipsoid as the image of the unit ball under an affine transformation, i.e.,
\[ \mathcal{E} = \{ Bu + d \mid \|u\|_2 \leq 1 \} . \]
Again it can be assumed that $B \in \mathbb{S}^n_{++}$, so the volume is proportional to $\det B$. We can find the maximum volume ellipsoid inside $C$ by solving the convex optimization problem
\[ \begin{array}{ll}
\text{maximize} & \log \det B \\
\text{subject to} & \sup_{\|u\|_2 \leq 1} I_C(Bu + d) \leq 0 
\end{array} \quad (8.14) \]
in the variables $B \in \mathbb{S}^n$ and $d \in \mathbb{R}^n$, with implicit constraint $B > 0$.

### Maximum volume ellipsoid in a polyhedron

We consider the case where $C$ is a polyhedron described by a set of linear inequalities:
\[ C = \{ x \mid a_i^T x \leq b_i, \ i = 1, \ldots, m \} . \]
To apply (8.14) we first express the constraint in a more convenient form:
\[ \sup_{\|u\|_2 \leq 1} I_C(Bu + d) \leq 0 \iff \sup_{\|u\|_2 \leq 1} a_i^T (Bu + d) \leq b_i, \ i = 1, \ldots, m \]
\[ \iff \|Ba_i\|_2 + a_i^T d \leq b_i, \ i = 1, \ldots, m. \]
We can therefore formulate (8.14) as a convex optimization problem in the variables $B$ and $d$:
\[ \begin{array}{ll}
\text{minimize} & \log \det B^{-1} \\
\text{subject to} & \|Ba_i\|_2 + a_i^T d \leq b_i, \ i = 1, \ldots, m. 
\end{array} \quad (8.15) \]

### Maximum volume ellipsoid in an intersection of ellipsoids

We can also find the maximum volume ellipsoid $\mathcal{E}$ that lies in the intersection of $m$ ellipsoids $\mathcal{E}_1, \ldots, \mathcal{E}_m$. We will describe $\mathcal{E}$ as $\mathcal{E} = \{ Bu + d \mid \|u\|_2 \leq 1 \}$ with $B \in \mathbb{S}^n_{++}$, and the other ellipsoids via convex quadratic inequalities,
\[ \mathcal{E}_i = \{ x \mid x^T A_i x + 2b_i^T x + c_i \leq 0 \}, \ i = 1, \ldots, m, \]
where \( A_i \in S^n_{++} \). We first work out the condition under which \( E \subseteq E_i \). This occurs if and only if
\[
\sup_{\|u\|_2 \leq 1} ((d + Bu)^T A_i (d + Bu) + 2b_i^T (d + Bu) + c_i) \\
= d^T A_i d + 2b_i^T d + c_i + \sup_{\|u\|_2 \leq 1} (u^T B A_i B u + 2(A_i d + b_i)^T B u) \\
\leq 0.
\]
From §B.1,
\[
\sup_{\|u\|_2 \leq 1} (u^T B A_i B u + 2(A_i d + b_i)^T B u) \leq - (d^T A_i d + 2b_i^T d + c_i)
\]
if and only if there exists a \( \lambda_i \geq 0 \) such that
\[
\begin{bmatrix}
-\lambda_i - d^T A_i d - 2b_i^T d - c_i \\
B(A_i d + b_i) \\
\lambda_i I - B A_i B
\end{bmatrix} \succeq 0.
\]
The maximum volume ellipsoid contained in \( E_1, \ldots, E_m \) can therefore be found by solving the problem
\[
\begin{align*}
\text{minimize} & \quad \log \det B^{-1} \\
\text{subject to} & \quad \begin{bmatrix}
-\lambda_i - d^T A_i d - 2b_i^T d - c_i \\
B(A_i d + b_i) \\
\lambda_i I - B A_i B
\end{bmatrix} \succeq 0, & i = 1, \ldots, m,
\end{align*}
\]
with variables \( B \in S^n, d \in \mathbb{R}^n \), and \( \lambda \in \mathbb{R}^m \), or, equivalently,
\[
\begin{align*}
\text{minimize} & \quad \log \det B^{-1} \\
\text{subject to} & \quad \begin{bmatrix}
-\lambda_i - c_i + b_i^T A_i^{-1} b_i & \frac{d + A_i^{-1} b_i}{\lambda_i I} \\
0 & \frac{B}{A_i^{-1}}
\end{bmatrix} \succeq 0, & i = 1, \ldots, m.
\end{align*}
\]

**Efficiency of ellipsoidal inner approximations**

Approximation efficiency results, similar to the ones for the Löwner-John ellipsoid, hold for the maximum volume inscribed ellipsoid. If \( C \subseteq \mathbb{R}^n \) is convex, bounded, with nonempty interior, then the maximum volume inscribed ellipsoid, expanded by a factor of \( n \) about its center, covers the set \( C \). The factor \( n \) can be tightened to \( \sqrt{n} \) if the set \( C \) is symmetric about a point. An example is shown in figure 8.4.

### 8.4.3 Affine invariance of extremal volume ellipsoids

The Löwner-John ellipsoid and the maximum volume inscribed ellipsoid are both affinely invariant. If \( E \) is the Löwner-John ellipsoid of \( C \), and \( T \in \mathbb{R}^{n \times n} \) is nonsingular, then the Löwner-John ellipsoid of \( T C \) is \( T E \). A similar result holds for the maximum volume inscribed ellipsoid.

To establish this result, let \( E \) be any ellipsoid that covers \( C \). Then the ellipsoid \( T E \) covers \( TC \). The converse is also true: Every ellipsoid that covers \( TC \) has
Figure 8.4 The maximum volume ellipsoid (shown shaded) inscribed in a polyhedron $P$. The outer ellipse is the boundary of the inner ellipsoid, expanded by a factor $n = 2$ about its center. The expanded ellipsoid is guaranteed to cover $P$.

the form $T\mathcal{E}$, where $\mathcal{E}$ is an ellipsoid that covers $C$. In other words, the relation $\tilde{\mathcal{E}} = T\mathcal{E}$ gives a one-to-one correspondence between the ellipsoids covering $TC$ and the ellipsoids covering $C$. Moreover, the volumes of the corresponding ellipsoids are all related by the ratio $|\det T|$, so in particular, if $\mathcal{E}$ has minimum volume among ellipsoids covering $C$, then $T\mathcal{E}$ has minimum volume among ellipsoids covering $TC$.

8.5 Centering

8.5.1 Chebyshev center

Let $C \subseteq \mathbb{R}^n$ be bounded and have nonempty interior, and $x \in C$. The depth of a point $x \in C$ is defined as

$$\text{depth}(x, C) = \text{dist}(x, \mathbb{R}^n \setminus C),$$

i.e., the distance to the closest point in the exterior of $C$. The depth gives the radius of the largest ball, centered at $x$, that lies in $C$. A Chebyshev center of the set $C$ is defined as any point of maximum depth in $C$:

$$x_{\text{cheb}}(C) = \arg\max \text{depth}(x, C) = \arg\max \text{dist}(x, \mathbb{R}^n \setminus C).$$

A Chebyshev center is a point inside $C$ that is farthest from the exterior of $C$; it is also the center of the largest ball that lies inside $C$. Figure 8.5 shows an example, in which $C$ is a polyhedron, and the norm is Euclidean.
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Figure 8.5 Chebyshev center of a polyhedron $C$, in the Euclidean norm. The center $x_{\text{cheb}}$ is the deepest point inside $C$, in the sense that it is farthest from the exterior, or complement, of $C$. The center $x_{\text{cheb}}$ is also the center of the largest Euclidean ball (shown lightly shaded) that lies inside $C$.

**Chebyshev center of a convex set**

When the set $C$ is convex, the depth is a concave function for $x \in C$, so computing the Chebyshev center is a convex optimization problem (see exercise 8.5). More specifically, suppose $C \subseteq \mathbb{R}^n$ is defined by a set of convex inequalities:

$$C = \{ x \mid f_1(x) \leq 0, \ldots, f_m(x) \leq 0 \}.$$

We can find a Chebyshev center by solving the problem

$$\begin{align*}
\text{maximize} \quad & R \\
\text{subject to} \quad & g_i(x, R) \leq 0, \quad i = 1, \ldots, m, \\
\end{align*}$$

(8.16)

where $g_i$ is defined as

$$g_i(x, R) = \sup_{\|u\| \leq 1} f_i(x + Ru).$$

Problem (8.16) is a convex optimization problem, since each function $g_i$ is the pointwise maximum of a family of convex functions of $x$ and $R$, hence convex. However, evaluating $g_i$ involves solving a convex maximization problem (either numerically or analytically), which may be very hard. In practice, we can find the Chebyshev center only in cases where the functions $g_i$ are easy to evaluate.

**Chebyshev center of a polyhedron**

Suppose $C$ is defined by a set of linear inequalities $a_i^T x \leq b_i$, $i = 1, \ldots, m$. We have

$$g_i(x, R) = \sup_{\|u\| \leq 1} a_i^T (x + Ru) - b_i = a_i^T x + R\|a_i\|_\infty - b_i$$
if $R \geq 0$, so the Chebyshev center can be found by solving the LP

$$\begin{align*}
\text{maximize} & \quad R \\
\text{subject to} & \quad a_i^T x + R \|a_i\|_* \leq b_i, \quad i = 1, \ldots, m \\
& \quad R \geq 0
\end{align*}$$

with variables $x$ and $R$.

**Euclidean Chebyshev center of intersection of ellipsoids**

Let $C$ be an intersection of $m$ ellipsoids, defined by quadratic inequalities,

$$C = \{ x \mid x^T A_i x + 2b_i^T x + c_i \leq 0, \quad i = 1, \ldots, m \},$$

where $A_i \in \mathbb{S}_+^{n \times n}$. We have

$$g_i(x, R) = \sup_{\|u\|_2 \leq 1} \left( (x + Ru)^T A_i (x + Ru) + 2b_i^T (x + Ru) + c_i \right) = x^T A_i x + 2b_i^T x + c_i + \sup_{\|u\|_2 \leq 1} \left( R^2 u^T A_i u + 2R(A_i x + b_i)^T u \right).$$

From §B.1, $g_i(x, R) \leq 0$ if and only if there exists a $\lambda_i$ such that the matrix inequality

$$\begin{bmatrix}
-x^T A_i x - 2b_i^T x - c_i - \lambda_i R(A_i x + b_i)^T \\
R(A_i x + b_i) & \lambda_i I - R^2 A_i
\end{bmatrix} \succeq 0 \quad (8.17)$$

holds. Using this result, we can express the Chebyshev centering problem as

$$\begin{align*}
\text{maximize} & \quad R \\
\text{subject to} & \quad \begin{bmatrix}
-\lambda_i - c_i + b_i^T A_i^{-1} b_i \\
0
\end{bmatrix} \begin{bmatrix}
(x + A_i^{-1} b_i)^T \\
\lambda_i I
\end{bmatrix} \succeq 0, \quad i = 1, \ldots, m
\end{align*}$$

which is an SDP with variables $R$, $\lambda$, and $x$. Note that the Schur complement of $A_i^{-1}$ in the LMI constraint is equal to the lefthand side of (8.17).

### 8.5.2 Maximum volume ellipsoid center

The Chebyshev center $x_{\text{cheb}}$ of a set $C \subseteq \mathbb{R}^n$ is the center of the largest ball that lies in $C$. As an extension of this idea, we define the **maximum volume ellipsoid center** of $C$, denoted $x_{\text{mve}}$, as the center of the maximum volume ellipsoid that lies in $C$. Figure 8.6 shows an example, where $C$ is a polyhedron.

The maximum volume ellipsoid center is readily computed when $C$ is defined by a set of linear inequalities, by solving the problem (8.15). (The optimal value of the variable $d \in \mathbb{R}^n$ is $x_{\text{mve}}$.) Since the maximum volume ellipsoid inside $C$ is affine invariant, so is the maximum volume ellipsoid center.
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8.5.3 Analytic center of a set of inequalities

The analytic center \( x_{ac} \) of a set of convex inequalities and linear equalities,

\[
 f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad Fx = g
\]

is defined as an optimal point for the (convex) problem

\[
 \begin{align*}
 \text{minimize} & \quad -\sum_{i=1}^{m} \log(-f_i(x)) \\
 \text{subject to} & \quad Fx = g, \\
 f_i(x) & < 0, \quad i = 1, \ldots, m
\end{align*}
\]

with variable \( x \in \mathbb{R}^n \) and implicit constraints \( f_i(x) < 0, \ i = 1, \ldots, m \). The objective in (8.18) is called the logarithmic barrier associated with the set of inequalities. We assume here that the domain of the logarithmic barrier intersects the affine set defined by the equalities, i.e., the strict inequality system

\[
 f_i(x) < 0, \quad i = 1, \ldots, m, \quad Fx = g
\]

is feasible. The logarithmic barrier is bounded below on the feasible set

\[
 C = \{ x \mid f_i(x) < 0, \ i = 1, \ldots, m, \ Fx = g \},
\]

if \( C \) is bounded.

When \( x \) is strictly feasible, i.e., \( Fx = g \) and \( f_i(x) < 0 \) for \( i = 1, \ldots, m \), we can interpret \(-f_i(x)\) as the margin or slack in the \( i \)th inequality. The analytic center \( x_{ac} \) is the point that maximizes the product (or geometric mean) of these slacks or margins, subject to the equality constraints \( Fx = g \), and the implicit constraints \( f_i(x) < 0 \).

The analytic center is not a function of the set \( C \) described by the inequalities and equalities; two sets of inequalities and equalities can define the same set, but have different analytic centers. Still, it is not uncommon to informally use the
term ‘analytic center of a set $C$’ to mean the analytic center of a particular set of equalities and inequalities that define it.

The analytic center is, however, independent of affine changes of coordinates. It is also invariant under (positive) scalings of the inequality functions, and any reparametrization of the equality constraints. In other words, if $\tilde{F}$ and $\tilde{g}$ are such that $\tilde{F}x = \tilde{g}$ if and only if $Fx = g$, and $\alpha_1, \ldots, \alpha_m > 0$, then the analytic center of
\[
\alpha_i f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad \tilde{F}x = \tilde{g},
\]
is the same as the analytic center of
\[
f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad Fx = g
\]
(see exercise 8.17).

**Analytic center of a set of linear inequalities**

The analytic center of a set of linear inequalities
\[
a_i^T x \leq b_i, \quad i = 1, \ldots, m,
\]
is the solution of the unconstrained minimization problem
\[
\text{minimize} \quad -\sum_{i=1}^m \log(b_i - a_i^T x),
\]
with implicit constraint $b_i - a_i^T x > 0, i = 1, \ldots, m$. If the polyhedron defined by the linear inequalities is bounded, then the logarithmic barrier is bounded below and strictly convex, so the analytic center is unique. (See exercise 4.2.)

We can give a geometric interpretation of the analytic center of a set of linear inequalities. Since the analytic center is independent of positive scaling of the constraint functions, we can assume without loss of generality that $\|a_i\|_2 = 1$. In this case, the slack $b_i - a_i^T x$ is the distance to the hyperplane $H_i = \{x \mid a_i^T x = b_i\}$. Therefore the analytic center $x_{ac}$ is the point that maximizes the product of distances to the defining hyperplanes.

**Inner and outer ellipsoids from analytic center of linear inequalities**

The analytic center of a set of linear inequalities implicitly defines an inscribed and a covering ellipsoid, defined by the Hessian of the logarithmic barrier function
\[
H = \sum_{i=1}^m a_i^2 a_i^T, \quad d_i = \frac{1}{b_i - a_i^T x_{ac}}, \quad i = 1, \ldots, m.
\]
evaluated at the analytic center, i.e.,
\[
H = \sum_{i=1}^m a_i^2 a_i^T, \quad d_i = \frac{1}{b_i - a_i^T x_{ac}}, \quad i = 1, \ldots, m.
\]
We have $\mathcal{E}_{\text{inner}} \subseteq \mathcal{P} \subseteq \mathcal{E}_{\text{outer}}$, where
\[
\mathcal{P} = \{x \mid a_i^T x \leq b_i, \quad i = 1, \ldots, m\},
\]
\[
\mathcal{E}_{\text{inner}} = \{x \mid (x - x_{ac})^T H (x - x_{ac}) \leq 1\},
\]
\[
\mathcal{E}_{\text{outer}} = \{x \mid (x - x_{ac})^T H (x - x_{ac}) \leq m(m-1)\}.
\]
Figure 8.7 The dashed lines show five level curves of the logarithmic barrier function for the inequalities defining the polyhedron $C$ in figure 8.5. The minimizer of the logarithmic barrier function, labeled $x_{ac}$, is the analytic center of the inequalities. The inner ellipsoid $E_{\text{inner}} = \{x \mid (x - x_{ac})^T H (x - x_{ac}) \leq 1\}$, where $H$ is the Hessian of the logarithmic barrier function at $x_{ac}$, is shaded.

This is a weaker result than the one for the maximum volume inscribed ellipsoid, which when scaled up by a factor of $n$ covers the polyhedron. The inner and outer ellipsoids defined by the Hessian of the logarithmic barrier, in contrast, are related by the scale factor $(m(m-1))^{1/2}$, which is always at least $n$.

To show that $E_{\text{inner}} \subseteq P$, suppose $x \in E_{\text{inner}}$, i.e.,

$$(x - x_{ac})^T H (x - x_{ac}) = \sum_{i=1}^{m} (d_i a_i^T (x - x_{ac}))^2 \leq 1.$$ 

This implies that

$$a_i^T (x - x_{ac}) \leq 1/d_i = b_i - a_i^T x_{ac}, \quad i = 1, \ldots, m,$$

and therefore $a_i^T x \leq b_i$ for $i = 1, \ldots, m$. (We have not used the fact that $x_{ac}$ is the analytic center, so this result is valid if we replace $x_{ac}$ with any strictly feasible point.)

To establish that $P \subseteq E_{\text{outer}}$, we will need the fact that $x_{ac}$ is the analytic center, and therefore the gradient of the logarithmic barrier vanishes:

$$\sum_{i=1}^{m} d_i a_i = 0.$$

Now assume $x \in P$. Then

$$(x - x_{ac})^T H (x - x_{ac})$$

$$= \sum_{i=1}^{m} (d_i a_i^T (x - x_{ac}))^2$$
\[\begin{align*}
&= \sum_{i=1}^{m} d_i^2 \left( 1/d_i - a_i^T (x - x_{ac}) \right)^2 - m \\
&= \sum_{i=1}^{m} d_i^2 (b_i - a_i^T x)^2 - m \\
&\leq \left( \sum_{i=1}^{m} d_i (b_i - a_i^T x) \right)^2 - m \\
&= \left( \sum_{i=1}^{m} d_i (b_i - a_i^T x_{ac}) + \sum_{i=1}^{m} d_i a_i^T (x_{ac} - x) \right)^2 - m \\
&= m^2 - m,
\end{align*}\]

which shows that \( x \in \mathcal{E}_{\text{outer}} \). (The second equality follows from the fact that \( \sum_{i=1}^{m} d_i a_i = 0 \). The inequality follows from \( \sum_{i=1}^{m} y_i^2 \leq (\sum_{i=1}^{m} y_i)^2 \) for \( y \succeq 0 \). The last equality follows from \( \sum_{i=1}^{m} d_i a_i = 0 \), and the definition of \( d_i \).)

**Analytic center of a linear matrix inequality**

The definition of analytic center can be extended to sets described by generalized inequalities with respect to a cone \( K \), if we define a logarithm on \( K \). For example, the analytic center of a linear matrix inequality

\[x_1 A_1 + x_2 A_2 + \cdots + x_n A_n \preceq B\]

is defined as the solution of

\[
\text{minimize } - \log \det (B - x_1 A_1 - \cdots - x_n A_n).
\]

### 8.6 Classification

In pattern recognition and classification problems we are given two sets of points in \( \mathbb{R}^n \), \( \{x_1, \ldots, x_N\} \) and \( \{y_1, \ldots, y_M\} \), and wish to find a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) (within a given family of functions) that is positive on the first set and negative on the second, i.e.,

\[f(x_i) > 0, \quad i = 1, \ldots, N; \quad f(y_i) < 0, \quad i = 1, \ldots, M.\]

If these inequalities hold, we say that \( f \), or its 0-level set \( \{ x \mid f(x) = 0 \} \), separates, classifies, or discriminates the two sets of points. We sometimes also consider weak separation, in which the weak versions of the inequalities hold.
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Figure 8.8 The points \( x_1, \ldots, x_N \) are shown as open circles, and the points \( y_1, \ldots, y_M \) are shown as filled circles. These two sets are classified by an affine function \( f \), whose 0-level set (a line) separates them.

8.6.1 Linear discrimination

In linear discrimination, we seek an affine function \( f(x) = a^T x - b \) that classifies the points, i.e.,

\[
a^T x_i - b > 0, \quad i = 1, \ldots, N, \quad a^T y_i - b < 0, \quad i = 1, \ldots, M. \tag{8.20}
\]

Geometrically, we seek a hyperplane that separates the two sets of points. Since the strict inequalities (8.20) are homogeneous in \( a \) and \( b \), they are feasible if and only if the set of nonstrict linear inequalities

\[
a^T x_i - b \geq 1, \quad i = 1, \ldots, N, \quad a^T y_i - b \leq -1, \quad i = 1, \ldots, M \tag{8.21}
\]

(in the variables \( a, b \)) is feasible. Figure 8.8 shows a simple example of two sets of points and a linear discriminating function.

Linear discrimination alternative

The strong alternative of the set of strict inequalities (8.20) is the existence of \( \lambda, \tilde{\lambda} \) such that

\[
\lambda \geq 0, \quad \tilde{\lambda} \geq 0, \quad (\lambda, \tilde{\lambda}) \neq 0, \quad \sum_{i=1}^{N} \lambda_i x_i = \sum_{i=1}^{M} \tilde{\lambda}_i y_i, \quad 1^T \lambda = 1^T \tilde{\lambda} \tag{8.22}
\]

(see §5.8.3). Using the third and last conditions, we can express these alternative conditions as

\[
\lambda \geq 0, \quad 1^T \lambda = 1, \quad \tilde{\lambda} \geq 0, \quad 1^T \tilde{\lambda} = 1, \quad \sum_{i=1}^{N} \lambda_i x_i = \sum_{i=1}^{M} \tilde{\lambda}_i y_i
\]
Robust linear discrimination

The existence of an affine classifying function \( f(x) = a^T x - b \) is equivalent to a set of linear inequalities in the variables \( a \) and \( b \) that define \( f \). If the two sets can be linearly discriminated, then there is a polyhedron of affine functions that discriminate them, and we can choose one that optimizes some measure of robustness. We might, for example, seek the function that gives the maximum possible ‘gap’ between the (positive) values at the points \( x_i \) and the (negative) values at the points \( y_i \). To do this we have to normalize \( a \) and \( b \), since otherwise we can scale \( a \) and \( b \) by a positive constant and make the gap in the values arbitrarily large. This leads to the problem

\[
\begin{align*}
\text{maximize} & \quad t \\
\text{subject to} & \quad a^T x_i - b \geq t, \quad i = 1, \ldots, N \\
& \quad a^T y_i - b \leq -t, \quad i = 1, \ldots, M \\
& \quad \|a\|_2 \leq 1,
\end{align*}
\]

(8.23)

with variables \( a \), \( b \), and \( t \). The optimal value \( t^* \) of this convex problem (with linear objective, linear inequalities, and one quadratic inequality) is positive if and only if the two sets of points can be linearly discriminated. In this case the inequality \( \|a\|_2 \leq 1 \) is always tight at the optimum, i.e., we have \( \|a^*\|_2 = 1 \). (See exercise 8.23.)

We can give a simple geometric interpretation of the robust linear discrimination problem (8.23). If \( \|a\|_2 = 1 \) (as is the case at any optimal point), \( a^T x_i - b \) is the Euclidean distance from the point \( x_i \) to the separating hyperplane \( \mathcal{H} = \{ z \mid a^T z = b \} \). Similarly, \( b - a^T y_i \) is the distance from the point \( y_i \) to the hyperplane. Therefore the problem (8.23) finds the hyperplane that separates the two sets of points, and has maximal distance to the sets. In other words, it finds the thickest slab that separates the two sets.

As suggested by the example shown in figure 8.9, the optimal value \( t^* \) (which is half the slab thickness) turns out to be half the distance between the convex hulls of the two sets of points. This can be seen clearly from the dual of the robust linear discrimination problem (8.23). The Lagrangian (for the problem of minimizing \(-t\)) is

\[
-t + \sum_{i=1}^N u_i (t + b - a^T x_i) + \sum_{i=1}^M v_i (t - b + a^T y_i) + \lambda(\|a\|_2 - 1).
\]

Minimizing over \( b \) and \( t \) yields the conditions \( 1^T u = 1/2 \), \( 1^T v = 1/2 \). When these hold, we have

\[
g(u, v, \lambda) = \inf_a \left( a^T (\sum_{i=1}^M v_i y_i - \sum_{i=1}^N u_i x_i) + \lambda(\|a\|_2 - \lambda) \right)
\]
By solving the robust linear discrimination problem (8.23) we find an affine function that gives the largest gap in values between the two sets (with a normalization bound on the linear part of the function). Geometrically, we are finding the thickest slab that separates the two sets of points.

\[
\begin{align*}
= & \begin{cases}
-\lambda & \left\| \sum_{i=1}^{M} v_i y_i - \sum_{i=1}^{N} u_i x_i \right\|_2 \leq \lambda \\
-\infty & \text{otherwise.}
\end{cases}
\end{align*}
\]

The dual problem can then be written as

\[
\begin{align*}
\text{maximize} & \quad - \left\| \sum_{i=1}^{M} v_i y_i - \sum_{i=1}^{N} u_i x_i \right\|_2 \\
\text{subject to} & \quad u \succeq 0, \quad 1^T u = 1/2 \\
& \quad v \succeq 0, \quad 1^T v = 1/2.
\end{align*}
\]

We can interpret \(2 \sum_{i=1}^{N} u_i x_i\) as a point in the convex hull of \(\{x_1, \ldots, x_N\}\) and \(2 \sum_{i=1}^{M} v_i y_i\) as a point in the convex hull of \(\{y_1, \ldots, y_M\}\). The dual objective is to minimize (half) the distance between these two points, i.e., find (half) the distance between the convex hulls of the two sets.

**Support vector classifier**

When the two sets of points cannot be linearly separated, we might seek an affine function that approximately classifies the points, for example, one that minimizes the number of points misclassified. Unfortunately, this is in general a difficult combinatorial optimization problem. One heuristic for approximate linear discrimination is based on support vector classifiers, which we describe in this section.

We start with the feasibility problem (8.21). We first relax the constraints by introducing nonnegative variables \(u_1, \ldots, u_N\) and \(v_1, \ldots, u_M\), and forming the inequalities

\[
a^T x_i - b \geq 1 - u_i, \quad i = 1, \ldots, N, \quad a^T y_i - b \leq -(1 - v_i), \quad i = 1, \ldots, M. \tag{8.24}
\]
Figure 8.10 Approximate linear discrimination via linear programming. The points $x_1, \ldots, x_{50}$, shown as open circles, cannot be linearly separated from the points $y_1, \ldots, y_{50}$, shown as filled circles. The classifier shown as a solid line was obtained by solving the LP (8.25). This classifier misclassifies one point. The dashed lines are the hyperplanes $a^T z - b = \pm 1$. Four points are correctly classified, but lie in the slab defined by the dashed lines.

When $u = v = 0$, we recover the original constraints; by making $u$ and $v$ large enough, these inequalities can always be made feasible. We can think of $u_i$ as a measure of how much the constraint $a^T x_i - b \geq 1$ is violated, and similarly for $v_i$. Our goal is to find $a$, $b$, and sparse nonnegative $u$ and $v$ that satisfy the inequalities (8.24). As a heuristic for this, we can minimize the sum of the variables $u_i$ and $v_i$, by solving the LP

$$\begin{align*}
\text{minimize} & \quad 1^T u + 1^T v \\
\text{subject to} & \quad a^T x_i - b \geq 1 - u_i, \quad i = 1, \ldots, N \\
& \quad a^T y_i - b \leq -(1 - v_i), \quad i = 1, \ldots, M \\
& \quad u \geq 0, \quad v \geq 0. 
\end{align*}$$

(8.25)

Figure 8.10 shows an example. In this example, the affine function $a^T z - b$ misclassifies 1 out of 100 points. Note however that when $0 < u_i < 1$, the point $x_i$ is correctly classified by the affine function $a^T z - b$, but violates the inequality $a^T x_i - b \geq 1$, and similarly for $v_i$. The objective function in the LP (8.25) can be interpreted as a relaxation of the number of points $x_i$ that violate $a^T x_i - b \geq 1$ plus the number of points $y_i$ that violate $a^T y_i - b \leq -1$. In other words, it is a relaxation of the number of points misclassified by the function $a^T z - b$, plus the number of points that are correctly classified but lie in the slab defined by $-1 < a^T z - b < 1$.

More generally, we can consider the trade-off between the number of misclassified points, and the width of the slab $\{z \mid -1 \leq a^T z - b \leq 1\}$, which is given by $2/\|a\|_2$. The standard support vector classifier for the sets $\{x_1, \ldots, x_N\}$,
Figure 8.11 Approximate linear discrimination via support vector classifier, with $\gamma = 0.1$. The support vector classifier, shown as the solid line, misclassifies three points. Fifteen points are correctly classified but lie in the slab defined by $-1 < a^T z - b < 1$, bounded by the dashed lines.

$$\{y_1, \ldots, y_M\}$$ is defined as the solution of

$$\begin{align*}
\text{minimize} & \quad \|a\|_2 + \gamma (1^T u + 1^T v) \\
\text{subject to} & \quad a^T x_i - b \geq 1 - u_i, \quad i = 1, \ldots, N \\
& \quad a^T y_i - b \leq -(1 - v_i), \quad i = 1, \ldots, M \\
& \quad u \succeq 0, \quad v \succeq 0,
\end{align*}$$

The first term is proportional to the inverse of the width of the slab defined by $-1 \leq a^T z - b \leq 1$. The second term has the same interpretation as above, i.e., it is a convex relaxation for the number of misclassified points (including the points in the slab). The parameter $\gamma$, which is positive, gives the relative weight of the number of misclassified points (which we want to minimize), compared to the width of the slab (which we want to maximize). Figure 8.11 shows an example.

**Approximate linear discrimination via logistic modeling**

Another approach to finding an affine function that approximately classifies two sets of points that cannot be linearly separated is based on the logistic model described in §7.1.1. We start by fitting the two sets of points with a logistic model. Suppose $z$ is a random variable with values 0 or 1, with a distribution that depends on some (deterministic) explanatory variable $u \in \mathbb{R}^n$, via a logistic model of the form

$$\begin{align*}
\text{prob}(z = 1) &= \frac{\exp(a^T u - b)}{1 + \exp(a^T u - b)} \\
\text{prob}(z = 0) &= 1/(1 + \exp(a^T u - b)). \quad (8.26)
\end{align*}$$

Now we assume that the given sets of points, $\{x_1, \ldots, x_N\}$ and $\{y_1, \ldots, y_M\}$, arise as samples from the logistic model. Specifically, $\{x_1, \ldots, x_N\}$ are the values
of $u$ for the $N$ samples for which $z = 1$, and $\{y_1, \ldots, y_M\}$ are the values of $u$ for the $M$ samples for which $z = 0$. (This allows us to have $x_i = y_j$, which would rule out discrimination between the two sets. In a logistic model, it simply means that we have two samples, with the same value of explanatory variable but different outcomes.)

We can determine $a$ and $b$ by maximum likelihood estimation from the observed samples, by solving the convex optimization problem

$$\text{minimize } -l(a, b)$$

with variables $a$, $b$, where $l$ is the log-likelihood function

$$l(a, b) = \sum_{i=1}^{N} (a^T x_i - b) - \sum_{i=1}^{N} \log(1 + \exp(a^T x_i - b)) - \sum_{i=1}^{M} \log(1 + \exp(a^T y_i - b))$$

(see §7.1.1). If the two sets of points can be linearly separated, i.e., if there exist $a$, $b$ with $a^T x_i > b$ and $a^T y_i < b$, then the optimization problem (8.27) is unbounded below.

Once we find the maximum likelihood values of $a$ and $b$, we can form a linear classifier $f(x) = a^T x - b$ for the two sets of points. This classifier has the following property: Assuming the data points are in fact generated from a logistic model with parameters $a$ and $b$, it has the smallest probability of misclassification, over all linear classifiers. The hyperplane $a^T u = b$ corresponds to the points where $\text{prob}(z = 1) = 1/2$, i.e., the two outcomes are equally likely. An example is shown in figure 8.12.

**Remark 8.1 Bayesian interpretation.** Let $x$ and $z$ be two random variables, taking values in $\mathbb{R}^n$ and in $\{0, 1\}$, respectively. We assume that

$$\text{prob}(z = 1) = \text{prob}(z = 0) = 1/2,$$

and we denote by $p_0(x)$ and $p_1(x)$ the conditional probability densities of $x$, given $z = 0$ and given $z = 1$, respectively. We assume that $p_0$ and $p_1$ satisfy

$$\frac{p_1(x)}{p_0(x)} = e^{a^T x - b}$$

for some $a$ and $b$. Many common distributions satisfy this property. For example, $p_0$ and $p_1$ could be two normal densities on $\mathbb{R}^n$ with equal covariance matrices and different means, or they could be two exponential densities on $\mathbb{R}_+^n$.

It follows from Bayes’ rule that

$$\text{prob}(z = 1 \mid x = u) = \frac{p_1(u)}{p_1(u) + p_0(u)}$$

$$\text{prob}(z = 0 \mid x = u) = \frac{p_0(u)}{p_1(u) + p_0(u)},$$

from which we obtain

$$\text{prob}(z = 1 \mid x = u) = \frac{\exp(a^T u - b)}{1 + \exp(a^T u - b)}$$

$$\text{prob}(z = 0 \mid x = u) = \frac{1}{1 + \exp(a^T u - b)}.$$
8.6 Classification

Figure 8.12 Approximate linear discrimination via logistic modeling. The points $x_1, \ldots, x_{50}$, shown as open circles, cannot be linearly separated from the points $y_1, \ldots, y_{50}$, shown as filled circles. The maximum likelihood logistic model yields the hyperplane shown as a dark line, which misclassifies only two points. The two dashed lines show $a^T u - b = \pm 1$, where the probability of each outcome, according to the logistic model, is 73%. Three points are correctly classified, but lie in between the dashed lines.

The logistic model (8.26) can therefore be interpreted as the posterior distribution of $z$, given that $x = u$.

8.6.2 Nonlinear discrimination

We can just as well seek a nonlinear function $f$, from a given subspace of functions, that is positive on one set and negative on another:

$$f(x_i) > 0, \quad i = 1, \ldots, N, \quad f(y_i) < 0, \quad i = 1, \ldots, M.$$

Provided $f$ is linear (or affine) in the parameters that define it, these inequalities can be solved in exactly the same way as in linear discrimination. In this section we examine some interesting special cases.

Quadratic discrimination

Suppose we take $f$ to be quadratic: $f(x) = x^T P x + q^T x + r$. The parameters $P \in S^n$, $q \in R^n$, $r \in R$ must satisfy the inequalities

$$x_i^T P x_i + q^T x_i + r > 0, \quad i = 1, \ldots, N$$
$$y_i^T P y_i + q^T y_i + r < 0, \quad i = 1, \ldots, M,$$
which is a set of strict linear inequalities in the variables $P$, $q$, $r$. As in linear discrimination, we note that $f$ is homogeneous in $P$, $q$, and $r$, so we can find a solution to the strict inequalities by solving the nonstrict feasibility problem

$$
\begin{align*}
    x_i^T P x_i + q^T x_i + r &\geq 1, & i = 1, \ldots, N \\
y_i^T P y_i + q^T y_i + r &\leq -1, & i = 1, \ldots, M.
\end{align*}
$$

The separating surface $\{ z \mid z^T P z + q^T z + r = 0 \}$ is a quadratic surface, and the two classification regions

$$
\{ z \mid z^T P z + q^T z + r \leq 0 \}, \quad \{ z \mid z^T P z + q^T z + r \geq 0 \},
$$

are defined by quadratic inequalities. Solving the quadratic discrimination problem, then, is the same as determining whether the two sets of points can be separated by a quadratic surface.

We can impose conditions on the shape of the separating surface or classification regions by adding constraints on $P$, $q$, and $r$. For example, we can require that $P \prec 0$, which means the separating surface is ellipsoidal. More specifically, it means that we seek an ellipsoid that contains all the points $x_1, \ldots, x_N$, but none of the points $y_1, \ldots, y_M$. This quadratic discrimination problem can be solved as an SDP feasibility problem

$$
\begin{align*}
    \text{find} & \quad P, q, r \\
    \text{subject to} & \quad x_i^T P x_i + q^T x_i + r \geq 1, \quad i = 1, \ldots, N \\
    & \quad y_i^T P y_i + q^T y_i + r \leq -1, \quad i = 1, \ldots, M \\
    & \quad P \preceq -I,
\end{align*}
$$

with variables $P \in \mathbb{S}^n$, $q \in \mathbb{R}^n$, and $r \in \mathbb{R}$. (Here we use homogeneity in $P$, $q$, $r$ to express the constraint $P \prec 0$ as $P \preceq -I$.) Figure 8.13 shows an example.

**Polynomial discrimination**

We consider the set of polynomials on $\mathbb{R}^n$ with degree less than or equal to $d$:

$$
f(x) = \sum_{i_1 + \cdots + i_n \leq d} a_{i_1 \cdots i_n} x_1^{i_1} \cdots x_n^{i_n}.
$$

We can determine whether or not two sets $\{x_1, \ldots, x_N\}$ and $\{y_1, \ldots, y_M\}$ can be separated by such a polynomial by solving a set of linear inequalities in the variables $a_{i_1 \cdots i_d}$. Geometrically, we are checking whether the two sets can be separated by an algebraic surface (defined by a polynomial of degree less than or equal to $d$).

As an extension, the problem of determining the minimum degree polynomial on $\mathbb{R}^n$ that separates two sets of points can be solved via quasiconvex programming, since the degree of a polynomial is a quasiconvex function of the coefficients. This can be carried out by bisection on $d$, solving a feasibility linear program at each step. An example is shown in figure 8.14.
Figure 8.13 Quadratic discrimination, with the condition that $P < 0$. This means that we seek an ellipsoid containing all of $x_i$ (shown as open circles) and none of the $y_i$ (shown as filled circles). This can be solved as an SDP feasibility problem.

Figure 8.14 Minimum degree polynomial discrimination in $\mathbb{R}^2$. In this example, there exists no cubic polynomial that separates the points $x_1, \ldots, x_N$ (shown as open circles) from the points $y_1, \ldots, y_M$ (shown as filled circles), but they can be separated by fourth-degree polynomial, the zero level set of which is shown.
8.7 Placement and location

In this section we discuss a few variations on the following problem. We have $N$ points in $\mathbb{R}^2$ or $\mathbb{R}^3$, and a list of pairs of points that must be connected by links. The positions of some of the $N$ points are fixed; our task is to determine the positions of the remaining points, i.e., to place the remaining points. The objective is to place the points so that some measure of the total interconnection length of the links is minimized, subject to some additional constraints on the positions. As an example application, we can think of the points as locations of plants or warehouses of a company, and the links as the routes over which goods must be shipped. The goal is to find locations that minimize the total transportation cost. In another application, the points represent the position of modules or cells on an integrated circuit, and the links represent wires that connect pairs of cells. Here the goal might be to place the cells in such a way that the total length of wire used to interconnect the cells is minimized.

The problem can be described in terms of an undirected graph with $N$ nodes, representing the $N$ points. With each node we associate a variable $x_i \in \mathbb{R}^k$, where $k = 2$ or $k = 3$, which represents its location or position. The problem is to minimize

$$\sum_{(i,j) \in A} f_{ij}(x_i, x_j)$$

where $A$ is the set of all links in the graph, and $f_{ij} : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R}$ is a cost function associated with arc $(i,j)$. (Alternatively, we can sum over all $i$ and $j$, or over $i < j$, and simply set $f_{ij} = 0$ when links $i$ and $j$ are not connected.) Some of the coordinate vectors $x_i$ are given. The optimization variables are the remaining coordinates. Provided the functions $f_{ij}$ are convex, this is a convex optimization problem.

8.7.1 Linear facility location problems

In the simplest version of the problem the cost associated with arc $(i,j)$ is the distance between nodes $i$ and $j$: $f_{ij}(x_i, x_j) = \|x_i - x_j\|$, i.e., we minimize

$$\sum_{(i,j) \in A} \|x_i - x_j\|$$

We can use any norm, but the most common applications involve the Euclidean norm or the $\ell_1$-norm. For example, in circuit design it is common to route the wires between cells along piecewise-linear paths, with each segment either horizontal or vertical. (This is called Manhattan routing, since paths along the streets in a city with a rectangular grid are also piecewise-linear, with each street aligned with one of two orthogonal axes.) In this case, the length of wire required to connect cell $i$ and cell $j$ is given by $\|x_i - x_j\|_1$.

We can include nonnegative weights that reflect differences in the cost per unit
distance along different arcs:

\[ \sum_{(i,j) \in A} w_{ij} \| x_i - x_j \|. \]

By assigning a weight \( w_{ij} = 0 \) to pairs of nodes that are not connected, we can express this problem more simply using the objective

\[ \sum_{i<j} w_{ij} \| x_i - x_j \|. \quad (8.28) \]

This placement problem is convex.

**Example 8.4** One free point. Consider the case where only one point \((u, v) \in \mathbb{R}^2\) is free, and we minimize the sum of the distances to fixed points \((u_1, v_1), \ldots, (u_K, v_K)\).

- **\( \ell_1 \)-norm.** We can find a point that minimizes

\[ \sum_{i=1}^{K} (|u - u_i| + |v - v_i|) \]

analytically. An optimal point is any median of the fixed points. In other words, \( u \) can be taken to be any median of the points \( \{u_1, \ldots, u_K\} \), and \( v \) can be taken to be any median of the points \( \{v_1, \ldots, v_K\} \). (If \( K \) is odd, the minimizer is unique; if \( K \) is even, there can be a rectangle of optimal points.)

- **Euclidean norm.** The point \((u, v)\) that minimizes the sum of the Euclidean distances,

\[ \sum_{i=1}^{K} ((u - u_i)^2 + (v - v_i)^2)^{1/2}, \]

is called the Weber point of the given fixed points.

**8.7.2 Placement constraints**

We now list some interesting constraints that can be added to the basic placement problem, preserving convexity. We can require some positions \( x_i \) to lie in a specified convex set, e.g., a particular line, interval, square, or ellipsoid. We can constrain the relative position of one point with respect to one or more other points, for example, by limiting the distance between a pair of points. We can impose relative position constraints, e.g., that one point must lie to the left of another point.

The bounding box of a group of points is the smallest rectangle that contains the points. We can impose a constraint that limits the points \( x_1, \ldots, x_p \) (say) to lie in a bounding box with perimeter not exceeding \( P_{\text{max}} \), by adding the constraints

\[ u \preceq x_i \preceq v, \quad i = 1, \ldots, p, \quad 21^T (v - u) \leq P_{\text{max}}, \]

where \( u, v \) are additional variables.
8.7.3 Nonlinear facility location problems

More generally, we can associate a cost with each arc that is a nonlinear increasing function of the length, \( i.e., \)
\[
\text{minimize } \sum_{i<j} w_{ij} h(||x_i - x_j||)
\]
where \( h \) is an increasing (on \( \mathbb{R}_+ \)) and convex function, and \( w_{ij} \geq 0 \). We call this a nonlinear placement or nonlinear facility location problem.

One common example uses the Euclidean norm, and the function \( h(z) = z^2 \), \( i.e., \)
\[
\sum_{i<j} w_{ij} ||x_i - x_j||^2.
\]
This is called a quadratic placement problem. The quadratic placement problem can be solved analytically when the only constraints are linear equalities; it can be solved as a QP if the constraints are linear equalities and inequalities.

\textbf{Example 8.5} One free point. Consider the case where only one point \( x \) is free, and we minimize the sum of the squares of the Euclidean distances to fixed points \( x_1, \ldots, x_K \),
\[
||x - x_1||^2 + ||x - x_2||^2 + \cdots + ||x - x_K||^2.
\]
Taking derivatives, we see that the optimal \( x \) is given by
\[
\frac{1}{K} (x_1 + x_2 + \cdots + x_K),
\]
\( i.e., \) the average of the fixed points.

Some other interesting possibilities are the ‘deadzone’ function \( h \) with deadzone width \( 2\gamma \), defined as
\[
h(z) = \begin{cases} 
0 & |z| \leq \gamma \\
|z - \gamma| & |z| \geq \gamma,
\end{cases}
\]
and the ‘quadratic-linear’ function \( h \), defined as
\[
h(z) = \begin{cases} 
z^2 & |z| \leq \gamma \\
2\gamma|z| - \gamma^2 & |z| \geq \gamma.
\end{cases}
\]

\textbf{Example 8.6} We consider a placement problem in \( \mathbb{R}^2 \) with 6 free points, 8 fixed points, and 27 links. Figures 8.15–8.17 show the optimal solutions for the criteria
\[
\sum_{(i,j) \in A} ||x_i - x_j||_2, \quad \sum_{(i,j) \in A} ||x_i - x_j||_2^2, \quad \sum_{(i,j) \in A} ||x_i - x_j||_2^4,
\]
i.e., using the penalty functions \( h(z) = z, h(z) = z^2, \) and \( h(z) = z^4 \). The figures also show the resulting distributions of the link lengths.

Comparing the results, we see that the linear placement concentrates the free points in a small area, while the quadratic and fourth-order placements spread the points over larger areas. The linear placement includes many very short links, and a few very long ones (3 lengths under 0.2 and 2 lengths above 1.5.). The quadratic penalty function
Figure 8.15 *Linear placement*. Placement problem with 6 free points (shown as dots), 8 fixed points (shown as squares), and 27 links. The coordinates of the free points minimize the sum of the Euclidean lengths of the links. The right plot is the distribution of the 27 link lengths. The dashed curve is the (scaled) penalty function $h(z) = z$.

Figure 8.16 *Quadratic placement*. Placement that minimizes the sum of squares of the Euclidean lengths of the links, for the same data as in figure 8.15. The dashed curve is the (scaled) penalty function $h(z) = z^2$. 
puts a higher penalty on long lengths relative to short lengths, and for lengths under 0.1, the penalty is almost negligible. As a result, the maximum length is shorter (less than 1.4), but we also have fewer short links. The fourth-order function puts an even higher penalty on long lengths, and has a wider interval (between zero and about 0.4) where it is negligible. As a result, the maximum length is shorter than for the quadratic placement, but we also have more lengths close to the maximum.

8.7.4 Location problems with path constraints

Path constraints

A \( p \)-link path along the points \( x_1, \ldots, x_N \) is described by a sequence of nodes, \( i_0, \ldots, i_p \in \{1, \ldots, N\} \). The length of the path is given by

\[
||x_{i_1} - x_{i_0}|| + ||x_{i_2} - x_{i_1}|| + \cdots + ||x_{i_p} - x_{i_{p-1}}||,
\]

which is a convex function of \( x_1, \ldots, x_N \), so imposing an upper bound on the length of a path is a convex constraint. Several interesting placement problems involve path constraints, or have an objective based on path lengths. We describe one typical example, in which the objective is based on a maximum path length over a set of paths.

Minimax delay placement

We consider a directed acyclic graph with nodes \( 1, \ldots, N \), and arcs or links represented by a set \( \mathcal{A} \) of ordered pairs: \((i, j) \in \mathcal{A}\) if and only if an arc points from \( i \) to \( j \). We say node \( i \) is a source node if no arc \( \mathcal{A} \) points to it; it is a sink node or destination node if no arc in \( \mathcal{A} \) leaves from it. We will be interested in the maximal paths in the graph, which begin at a source node and end at a sink node.

The arcs of the graph are meant to model some kind of flow, say of goods or information, in a network with nodes at positions \( x_1, \ldots, x_N \). The flow starts at
a source node, then moves along a path from node to node, ending at a sink or
destination node. We use the distance between successive nodes to model prop-
agation time, or shipment time, of the goods between nodes; the total delay or
propagation time of a path is (proportional to) the sum of the distances between
successive nodes.

Now we can describe the minimax delay placement problem. Some of the node
locations are fixed, and the others are free, i.e., optimization variables. The goal
is to choose the free node locations in order to minimize the maximum total delay,
for any path from a source node to a sink node. Evidently this is a convex problem,
since the objective

\[ T_{\text{max}} = \max \{ \| x_{i_1} - x_{i_0} \| + \cdots + \| x_{i_p} - x_{i_{p-1}} \| \mid i_0, \ldots, i_p \text{ is a source-sink path} \} \]  

(8.29)
is a convex function of the locations \( x_1, \ldots, x_N \).

While the problem of minimizing (8.29) is convex, the number of source-sink
paths can be very large, exponential in the number of nodes or arcs. There is
a useful reformulation of the problem, which avoids enumerating all sink-source
paths.

We first explain how we can evaluate the maximum delay \( T_{\text{max}} \) far more ef-
ficiently than by evaluating the delay for every source-sink path, and taking the
maximum. Let \( \tau_k \) be the maximum total delay of any path from node \( k \) to a sink
node. Clearly we have \( \tau_k = 0 \) when \( k \) is a sink node. Consider a node \( k \), which has
outgoing arcs to nodes \( j_1, \ldots, j_p \). For a path starting at node \( k \) and ending at a
sink node, its first arc must lead to one of the nodes \( j_1, \ldots, j_p \). If such a path first
takes the arc leading to \( j_i \), and then takes the longest path from there to a sink
node, the total length is

\[ \| x_{j_i} - x_k \| + \tau_{j_i}, \]

i.e., the length of the arc to \( j_i \), plus the total length of the longest path from \( j_i \) to
a sink node. It follows that the maximum delay of a path starting at node \( k \) and
leading to a sink node satisfies

\[ \tau_k = \max \{ \| x_{j_1} - x_k \| + \tau_{j_1}, \ldots, \| x_{j_p} - x_k \| + \tau_{j_p} \} \]. \hspace{1cm} (8.30) \]

(This is a simple dynamic programming argument.)

The equations (8.30) give a recursion for finding the maximum delay from any
node: we start at the sink nodes (which have maximum delay zero), and then
work backward using the equations (8.30), until we reach all source nodes. The
maximum delay over any such path is then the maximum of all the \( \tau_k \), which will
occur at one of the source nodes. This dynamic programming recursion shows how
the maximum delay along any source-sink path can be computed recursively,
without enumerating all the paths. The number of arithmetic operations required
for this recursion is approximately the number of links.

Now we show how the recursion based on (8.30) can be used to formulate the
minimax delay placement problem. We can express the problem as

\[
\begin{align*}
\text{minimize} & \quad \max \{ \tau_k \mid k \text{ a source node} \} \\
\text{subject to} & \quad \tau_k = 0, \quad k \text{ a sink node} \\
& \quad \tau_k = \max \{ \| x_j - x_k \| + \tau_j \mid \text{there is an arc from } k \text{ to } j \},
\end{align*}
\]
with variables $\tau_1, \ldots, \tau_N$ and the free positions. This problem is not convex, but we can express it in an equivalent form that is convex, by replacing the equality constraints with inequalities. We introduce new variables $T_1, \ldots, T_N$, which will be upper bounds on $\tau_1, \ldots, \tau_N$, respectively. We will take $T_k = 0$ for all sink nodes, and in place of (8.30) we take the inequalities

$$T_k \geq \max\{\|x_{j_1} - x_k\| + T_{j_1}, \ldots, \|x_{j_p} - x_k\| + T_{j_p}\}.$$ 

If these inequalities are satisfied, then $T_k \geq \tau_k$. Now we form the problem

$$\text{minimize} \quad \max\{T_k \mid k \text{ a source node}\}$$

subject to

$$T_k = 0, \quad k \text{ a sink node}$$

$$T_k \geq \max\{\|x_j - x_k\| + T_j \mid \text{there is an arc from } k \text{ to } j\}.$$ 

This problem, with variables $T_1, \ldots, T_N$ and the free locations, is convex, and solves the minimax delay location problem.

### 8.8 Floor planning

In placement problems, the variables represent the coordinates of a number of points that are to be optimally placed. A floor planning problem can be considered an extension of a placement problem in two ways:

- The objects to be placed are rectangles or boxes aligned with the axes (as opposed to points), and must not overlap.
- Each rectangle or box to be placed can be reconfigured, within some limits. For example we might fix the area of each rectangle, but not the length and height separately.

The objective is usually to minimize the size (e.g., area, volume, perimeter) of the bounding box, which is the smallest box that contains the boxes to be configured and placed.

The non-overlap constraints make the general floor planning problem a complicated combinatorial optimization problem or rectangle packing problem. However, if the relative positioning of the boxes is specified, several types of floor planning problems can be formulated as convex optimization problems. We explore some of these in this section. We consider the two-dimensional case, and make a few comments on extensions to higher dimensions (when they are not obvious).

We have $N$ cells or modules $C_1, \ldots, C_N$ that are to be configured and placed in a rectangle with width $W$ and height $H$, and lower left corner at the position $(0,0)$. The geometry and position of the $i$th cell is specified by its width $w_i$ and height $h_i$, and the coordinates $(x_i, y_i)$ of its lower left corner. This is illustrated in figure 8.18.

The variables in the problem are $x_i, y_i, w_i, h_i$ for $i = 1, \ldots, N$, and the width $W$ and height $H$ of the bounding rectangle. In all floor planning problems, we require that the cells lie inside the bounding rectangle, i.e.,

$$x_i \geq 0, \quad y_i \geq 0, \quad x_i + w_i \leq W, \quad y_i + h_i \leq H, \quad i = 1, \ldots, N. \quad (8.31)$$
Figure 8.18 Floor planning problem. Non-overlapping rectangular cells are placed in a rectangle with width \( W \), height \( H \), and lower left corner at \((0,0)\). The \( i \)th cell is specified by its width \( w_i \), height \( h_i \), and the coordinates of its lower left corner, \((x_i, y_i)\).

We also require that the cells do not overlap, except possibly on their boundaries:

\[
\text{int} (C_i \cap C_j) = \emptyset \quad \text{for } i \neq j.
\]

(It is also possible to require a positive minimum clearance between the cells.) The non-overlap constraint \( \text{int}(C_i \cap C_j) = \emptyset \) holds if and only if for \( i \neq j \),

\[
C_i \text{ is left of } C_j, \quad C_i \text{ is right of } C_j, \quad C_i \text{ is below } C_j, \quad \text{or } C_i \text{ is above } C_j.
\]

These four geometric conditions correspond to the inequalities

\[
x_i + w_i \leq x_j \quad \text{or} \quad x_j + w_j \leq x_i, \quad y_i + h_i \leq y_j \quad \text{or} \quad y_j + h_j \leq y_i,
\]

at least one of which must hold for each \( i \neq j \). Note the combinatorial nature of these constraints: for each pair \( i \neq j \), at least one of the four inequalities above must hold.

### 8.8.1 Relative positioning constraints

The idea of relative positioning constraints is to specify, for each pair of cells, one of the four possible relative positioning conditions, i.e., left, right, above, or below. One simple method to specify these constraints is to give two relations on \( \{1, \ldots, N\} \): \( \mathcal{L} \) (meaning ‘left of’) and \( \mathcal{B} \) (meaning ‘below’). We then impose the constraint that \( C_i \) is to the left of \( C_j \) if \((i, j) \in \mathcal{L}\), and \( C_i \) is below \( C_j \) if \((i, j) \in \mathcal{B}\). This yields the constraints

\[
x_i + w_i \leq x_j \quad \text{for } (i, j) \in \mathcal{L}, \quad y_i + h_i \leq y_j \quad \text{for } (i, j) \in \mathcal{B},
\]
for \( i, j = 1, \ldots, N \). To ensure that the relations \( \mathcal{L} \) and \( \mathcal{B} \) specify the relative positioning of each pair of cells, we require that for each \((i, j)\) with \( i \neq j \), one of the following holds:

\[
(i, j) \in \mathcal{L}, \quad (j, i) \in \mathcal{L}, \quad (i, j) \in \mathcal{B}, \quad (j, i) \in \mathcal{B},
\]

and that \((i, i) \notin \mathcal{L}, (i, i) \notin \mathcal{B}\). The inequalities (8.33) are a set of \( N(N - 1)/2 \) linear inequalities in the variables. These inequalities imply the non-overlap inequalities (8.32), which are a set of \( N(N - 1)/2 \) disjunctions of four linear inequalities.

We can assume that the relations \( \mathcal{L} \) and \( \mathcal{B} \) are anti-symmetric (i.e., \((i, j) \in \mathcal{L} \Rightarrow (j, i) \notin \mathcal{L}\)) and transitive (i.e., \((i, j) \in \mathcal{L}, (j, k) \in \mathcal{L} \Rightarrow (i, k) \in \mathcal{L}\)). (If this were not the case, the relative positioning constraints would clearly be infeasible.) Transitivity corresponds to the obvious condition that if cell \( C_i \) is to the left of cell \( C_j \), which is to the left of cell \( C_k \), then cell \( C_i \) must be to the left of cell \( C_k \). In this case the inequality corresponding to \((i, k) \in \mathcal{L}\) is redundant; it is implied by the other two. By exploiting transitivity of the relations \( \mathcal{L} \) and \( \mathcal{B} \) we can remove redundant constraints, and obtain a compact set of relative positioning inequalities.

A minimal set of relative positioning constraints is conveniently described using two directed acyclic graphs \( \mathcal{H} \) and \( \mathcal{V} \) (for horizontal and vertical). Both graphs have \( N \) nodes, corresponding to the \( N \) cells in the floor planning problem. The graph \( \mathcal{H} \) generates the relation \( \mathcal{L} \) as follows: we have \((i, j) \in \mathcal{L}\) if and only if there is a (directed) path in \( \mathcal{H} \) from \( i \) to \( j \). Similarly, the graph \( \mathcal{V} \) generates the relation \( \mathcal{B} \): \((i, j) \in \mathcal{B}\) if and only if there is a (directed) path in \( \mathcal{V} \) from \( i \) to \( j \). To ensure that a relative positioning constraint is given for every pair of cells, we require that for every pair of cells, there is a directed path from one to the other in one of the graphs.

Evidently, we only need to impose the inequalities that correspond to the edges of the graphs \( \mathcal{H} \) and \( \mathcal{V} \); the others follow from transitivity. We arrive at the set of inequalities

\[
x_i + w_i \leq x_j \text{ for } (i, j) \in \mathcal{H}, \quad y_i + h_i \leq y_j \text{ for } (i, j) \in \mathcal{V},
\]

which is a set of linear inequalities, one for each edge in \( \mathcal{H} \) and \( \mathcal{V} \). The set of inequalities (8.34) is a subset of the set of inequalities (8.33), and equivalent.

In a similar way, the \( 4N \) inequalities (8.31) can be reduced to a minimal, equivalent set. The constraint \( x_i \geq 0 \) only needs to be imposed on the left-most cells, i.e., for \( i \) that are minimal in the relation \( \mathcal{L} \). These correspond to the sources in the graph \( \mathcal{H} \), i.e., those nodes that have no edges pointing to them. Similarly, the inequalities \( x_i + w_i \leq W \) only need to be imposed for the right-most cells. In the same way the vertical bounding box inequalities can be pruned to a minimal set. This yields the minimal equivalent set of bounding box inequalities

\[
x_i \geq 0 \text{ for } i \mathcal{L} \text{ minimal}, \quad x_i + w_i \leq W \text{ for } i \mathcal{L} \text{ maximal}, \quad y_i \geq 0 \text{ for } i \mathcal{B} \text{ minimal}, \quad y_i + h_i \leq H \text{ for } i \mathcal{B} \text{ maximal}.
\]

A simple example is shown in figure 8.19. In this example, the \( \mathcal{L} \) minimal or left-most cells are \( C_1, C_2 \), and \( C_4 \), and the only right-most cell is \( C_5 \). The minimal set of inequalities specifying the horizontal relative positioning is given by

\[
x_1 \geq 0, \quad x_2 \geq 0, \quad x_4 \geq 0, \quad x_5 + w_5 \leq W, \quad x_1 + w_1 \leq x_3, \quad x_2 + w_2 \leq x_3, \quad x_3 + w_3 \leq x_5, \quad x_4 + w_4 \leq x_5.
\]
The minimal set of inequalities specifying the vertical relative positioning is given by

\[
\begin{align*}
  y_2 &\geq 0, \\
  y_3 &\geq 0, \\
  y_5 &\geq 0, \\
  y_4 + h_4 &\leq H, \\
  y_5 + h_5 &\leq H, \\
  y_2 + h_2 &\leq y_1, \\
  y_1 + h_1 &\leq y_4, \\
  y_3 + h_3 &\leq y_4.
\end{align*}
\]

8.8.2 Floor planning via convex optimization

In this formulation, the variables are the bounding box width and height \( W \) and \( H \), and the cell widths, heights, and positions: \( w_i, h_i, x_i, \) and \( w_i, \) for \( i = 1, \ldots, N \). We impose the bounding box constraints (8.35) and the relative positioning constraints (8.34), which are linear inequalities. As objective, we take the perimeter of the bounding box, i.e., \( 2(W + H) \), which is a linear function of the variables.

We now list some of the constraints that can be expressed as convex inequalities or linear equalities in the variables.

Minimum spacing

We can impose a minimum spacing \( \rho > 0 \) between cells by changing the relative position constraints from \( x_i + w_i \leq x_j \) for \( (i, j) \in \mathcal{H} \), to \( x_i + w_i + \rho \leq x_j \) for \( (i, j) \in \mathcal{H} \), and similarly for the vertical graph. We can have a different minimum spacing associated with each edge in \( \mathcal{H} \) and \( \mathcal{V} \). Another possibility is to fix \( W \) and \( H \), and maximize the minimum spacing \( \rho \) as objective.
Minimum cell area

For each cell we specify a minimum area, i.e., we require that \( w_i h_i \geq A_i \), where \( A_i > 0 \). These minimum cell area constraints can be expressed as convex inequalities in several ways, e.g., \( w_i \geq A_i/h_i \), \((w_i h_i)^{1/2} \geq A_i^{1/2} \), or \( \log w_i + \log h_i \geq \log A_i \).

Aspect ratio constraints

We can impose upper and lower bounds on the aspect ratio of each cell, i.e.,

\[
1_i \leq h_i/w_i \leq u_i.
\]

Multiplying through by \( w_i \) transforms these constraints into linear inequalities. We can also fix the aspect ratio of a cell, which results in a linear equality constraint.

Alignment constraints

We can impose the constraint that two edges, or a center line, of two cells are aligned. For example, the horizontal center line of cell \( i \) aligns with the top of cell \( j \) when

\[
y_i + h_i/2 = y_j + h_j.
\]

These are linear equality constraints. In a similar way we can require that a cell is flushed against the bounding box boundary.

Symmetry constraints

We can require pairs of cells to be symmetric about a vertical or horizontal axis, that can be fixed or floating (i.e., whose position is fixed or not). For example, to specify that the pair of cells \( i \) and \( j \) are symmetric about the vertical axis \( x = x_{\text{axis}} \), we impose the linear equality constraint

\[
x_{\text{axis}} - (x_i + w_i/2) = x_j + w_j/2 - x_{\text{axis}}.
\]

We can require that several pairs of cells be symmetric about an unspecified vertical axis by imposing these equality constraints, and introducing \( x_{\text{axis}} \) as a new variable.

Similarity constraints

We can require that cell \( i \) be an \( a \)-scaled translate of cell \( j \) by the equality constraints \( w_i = aw_j \), \( h_i = ah_j \). Here the scaling factor \( a \) must be fixed. By imposing only one of these constraints, we require that the width (or height) of one cell be a given factor times the width (or height) of the other cell.

Containment constraints

We can require that a particular cell contains a given point, which imposes two linear inequalities. We can require that a particular cell lie inside a given polyhedron, again by imposing linear inequalities.
Distance constraints

We can impose a variety of constraints that limit the distance between pairs of cells. In the simplest case, we can limit the distance between the center points of cell \(i\) and \(j\) (or any other fixed points on the cells, such as lower left corners). For example, to limit the distance between the centers of cells \(i\) and \(j\), we use the (convex) inequality
\[
\|(x_i + w_i/2, y_i + h_i/2) - (x_j + w_j/2, y_j + h_j/2)\| \leq D_{ij}.
\]
As in placement problems, we can limit sums of distances, or use sums of distances as the objective.

We can also limit the distance \(\text{dist}(C_i, C_j)\) between cell \(i\) and cell \(j\), \(i.e.,\) the minimum distance between a point in cell \(i\) and a point in cell \(j\). In the general case this can be done as follows. To limit the distance between cells \(i\) and \(j\) in the norm \(\| \cdot \|\), we can introduce four new variables \(u_i, v_i, u_j, v_j\). The pair \((u_i, v_i)\) will represent a point in \(C_i\), and the pair \((u_j, v_j)\) will represent a point in \(C_j\). To ensure this we impose the linear inequalities
\[
x_i \leq u_i \leq x_i + w_i, \quad y_i \leq v_i \leq y_i + h_i,
\]
and similarly for cell \(j\). Finally, to limit \(\text{dist}(C_i, C_j)\), we add the convex inequality
\[
\|(u_i, v_i) - (u_j, v_j)\| \leq D_{ij}.
\]

In many specific cases we can express these distance constraints more efficiently, by exploiting the relative positioning constraints or deriving a more explicit formulation. As an example consider the \(\ell_\infty\)-norm, and suppose cell \(i\) lies to the left of cell \(j\) (by a relative positioning constraint). The horizontal displacement between the two cells is \(x_j - (x_i + w_i)\). Then we have \(\text{dist}(C_i, C_j) \leq D_{ij}\) if and only if
\[
x_j - (x_i + w_i) \leq D_{ij}, \quad y_j - (y_i + h_i) \leq D_{ij}, \quad y_i - (y_j + h_j) \leq D_{ij}.
\]
The first inequality states that the horizontal displacement between the right edge of cell \(i\) and the left edge of cell \(j\) does not exceed \(D_{ij}\). The second inequality requires that the bottom of cell \(j\) is no more than \(D_{ij}\) above the top of cell \(i\), and the third inequality requires that the bottom of cell \(i\) is no more than \(D_{ij}\) above the top of cell \(j\). These three inequalities together are equivalent to \(\text{dist}(C_i, C_j) \leq D_{ij}\). In this case, we do not need to introduce any new variables.

We can limit the \(\ell_1\)- or \(\ell_2\)-distance between two cells in a similar way. Here we introduce one new variable \(d_v\), which will serve as a bound on the vertical displacement between the cells. To limit the \(\ell_1\)-distance, we add the constraints
\[
y_j - (y_i + h_i) \leq d_v, \quad y_i - (y_j + h_j) \leq d_v, \quad d_v \geq 0
\]
and the constraints
\[
x_j - (x_i + w_i) + d_v \leq D_{ij}.
\]
(The first term is the horizontal displacement and the second is an upper bound on the vertical displacement.) To limit the Euclidean distance between the cells, we replace this last constraint with
\[
(x_j - (x_i + w_i))^2 + d_v^2 \leq D_{ij}^2.
\]
Figure 8.20 Four instances of an optimal floor plan, using the relative positioning constraints shown in figure 8.19. In each case the objective is to minimize the perimeter, and the same minimum spacing constraint between cells is imposed. We also require the aspect ratios to lie between $1/5$ and $5$. The four cases differ in the minimum areas required for each cell. The sum of the minimum areas is the same for each case.

Example 8.7 Figure 8.20 shows an example with 5 cells, using the ordering constraints of figure 8.19, and four different sets of constraints. In each case we impose the same minimum required spacing constraint, and the same aspect ratio constraint $1/5 \leq w_i/h_i \leq 5$. The four cases differ in the minimum required cell areas $A_i$. The values of $A_i$ are chosen so that the total minimum required area $\sum_{i=1}^{5} A_i$ is the same for each case.

### 8.8.3 Floor planning via geometric programming

The floor planning problem can also be formulated as a geometric program in the variables $x_i$, $y_i$, $w_i$, $h_i$, $W$, $H$. The objectives and constraints that can be handled in this formulation are a bit different from those that can be expressed in the convex formulation.

First we note that the bounding box constraints (8.35) and the relative po-
sitioning constraints (8.34) are posynomial inequalities, since the lefthand sides are sums of variables, and the righthand sides are single variables, hence monomials. Dividing these inequalities by the righthand side yields standard posynomial inequalities.

In the geometric programming formulation we can minimize the bounding box area, since $WH$ is a monomial, hence posynomial. We can also exactly specify the area of each cell, since $w_ih_i = A_i$ is a monomial equality constraint. On the other hand alignment, symmetry, and distance constraints cannot be handled in the geometric programming formulation. Similarity, however, can be; indeed it is possible to require that one cell be similar to another, without specifying the scaling ratio (which can be treated as just another variable).
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Exercises

Projection on a set

8.1 **Uniqueness of projection.** Show that if \( C \subseteq \mathbb{R}^n \) is nonempty, closed and convex, and the norm \(|| \cdot ||\) is strictly convex, then for every \( x_0 \) there is exactly one \( x \in C \) closest to \( x_0 \). In other words the projection of \( x_0 \) on \( C \) is unique.

8.2 **[Web94, Val64] Chebyshev characterization of convexity.** A set \( C \subseteq \mathbb{R}^n \) is called a Chebyshev set if for every \( x \in \mathbb{R}^n \), there is a unique point in \( C \) closest (in Euclidean norm) to \( x_0 \). From the result in exercise 8.1, every nonempty, closed, convex set is a Chebyshev set. In this problem we show the converse, which is known as Motzkin’s theorem. Let \( C \subseteq \mathbb{R}^n \) be a Chebyshev set.

(a) Show that \( C \) is nonempty and closed.
(b) Show that \( P_C \), the Euclidean projection on \( C \), is continuous.
(c) Suppose \( x_0 \notin C \). Show that \( P_C(x) = P_C(x_0) \) for all \( x = \theta x_0 + (1 - \theta) P_C(x_0) \) with \( 0 \leq \theta \leq 1 \).
(d) Suppose \( x_0 \notin C \). Show that \( P_C(x) = P_C(x_0) \) for all \( x = \theta x_0 + (1 - \theta) P_C(x_0) \) with \( \theta \geq 1 \).
(e) Combining parts (c) and (d), we can conclude that all points on the ray with base \( P_C(x_0) \) and direction \( x_0 - P_C(x_0) \) have projection \( P_C(x_0) \). Show that this implies that \( C \) is convex.

8.3 **Euclidean projection on proper cones.**

(a) **Nonnegative orthant.** Show that Euclidean projection onto the nonnegative orthant is given by the expression on page 399.
(b) **Positive semidefinite cone.** Show that Euclidean projection onto the positive semidefinite cone is given by the expression on page 399.
(c) **Second-order cone.** Show that the Euclidean projection of \((x_0, t_0)\) on the second-order cone

\[ K = \{(x, t) \in \mathbb{R}^{n+1} | \|x\|_2 \leq t \} \]

is given by

\[ P_K(x_0, t_0) = \begin{cases} 0 & \|x_0\|_2 \leq -t_0 \\ (x_0, t_0) & \|x_0\|_2 \leq t_0 \\ (1/2)(1 + t_0/\|x_0\|_2)(x_0, \|x_0\|_2) & \|x_0\|_2 \geq |t_0|. \end{cases} \]

8.4 The Euclidean projection of a point on a convex set yields a simple separating hyperplane

\[(P_C(x_0) - x_0)^T (x - (1/2)(x_0 + P_C(x_0))) = 0.\]

Find a counterexample that shows that this construction does not work for general norms.

8.5 **[HUL03, volume 1, page 154] Depth function and signed distance to boundary.** Let \( C \subseteq \mathbb{R}^n \) be a nonempty convex set, and let \( \text{dist}(x, C) \) be the distance of \( x \) to \( C \) in some norm. We already know that \( \text{dist}(x, C) \) is a convex function of \( x \).

(a) Show that the depth function,

\[ \text{depth}(x, C) = \text{dist}(x, \mathbb{R}^n \setminus C), \]

is concave for \( x \in C \).
(b) The **signed distance** to the boundary of \( C \) is defined as

\[ s(x) = \begin{cases} \text{dist}(x, C) & x \notin C \\ -\text{depth}(x, C) & x \in C. \end{cases} \]

Thus, \( s(x) \) is positive outside \( C \), zero on its boundary, and negative on its interior. Show that \( s \) is a convex function.
Distance between sets

8.6 Let $C$, $D$ be convex sets.

(a) Show that $\text{dist}(C, x + D)$ is a convex function of $x$.
(b) Show that $\text{dist}(tC, x + tD)$ is a convex function of $(x, t)$ for $t > 0$.

8.7 Separation of ellipsoids. Let $E_1$ and $E_2$ be two ellipsoids defined as

$$E_1 = \{ x \mid (x - x_1)^T P_1^{-1} (x - x_1) \leq 1 \}, \quad E_2 = \{ x \mid (x - x_2)^T P_2^{-1} (x - x_2) \leq 1 \},$$

where $P_1, P_2 \in \mathbb{S}^n_{++}$. Show that $E_1 \cap E_2 = \emptyset$ if and only if there exists an $a \in \mathbb{R}^n$ with

$$\|P_2^{1/2}a\|_2^2 + \|P_1^{1/2}a\|_2^2 < a^T (x_1 - x_2).$$

8.8 Intersection and containment of polyhedra. Let $P_1$ and $P_2$ be two polyhedra defined as

$$P_1 = \{ x \mid Ax \preceq b \}, \quad P_2 = \{ x \mid Fx \preceq g \},$$

with $A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, F \in \mathbb{R}^{p \times n}, g \in \mathbb{R}^p$. Explain how to carry out the tasks below by solving one or a modest number of LP feasibility problems.

(a) Find a point in the intersection $P_1 \cap P_2$.
(b) Determine whether $P_1 \subseteq P_2$.

Repeat the question for two polyhedra defined as

$$P_1 = \text{conv}\{v_1, \ldots, v_K\}, \quad P_2 = \text{conv}\{w_1, \ldots, w_L\},$$

with $v_1, \ldots, v_K, w_1, \ldots, w_L \in \mathbb{R}^n$.

Euclidean distance and angle problems

8.9 Closest Euclidean distance matrix to given data. We are given data $\hat{d}_{ij}$, for $i, j = 1, \ldots, n$, which are corrupted measurements of the Euclidean distances between vectors in $\mathbb{R}^k$:

$$\hat{d}_{ij} = \|x_i - x_j\|_2 + v_{ij}, \quad i, j = 1, \ldots, n,$$

where $v_{ij}$ is some noise or error. These data satisfy $\hat{d}_{ij} \geq 0$ and $\hat{d}_{ij} = \hat{d}_{ji}$, for all $i, j$. The dimension $k$ is not specified.

Show how to solve the following problem using convex optimization. Find a dimension $k$ and $x_1, \ldots, x_n \in \mathbb{R}^k$ so that $\sum_{i,j=1}^n (d_{ij} - \hat{d}_{ij})^2$ is minimized, where $d_{ij} = \|x_i - x_j\|_2$, $i, j = 1, \ldots, n$. In other words, given some data that are approximate Euclidean distances, you are to find the closest set of actual Euclidean distances, in the least-squares sense.

8.10 Minimax angle fitting. Suppose that $y_1, \ldots, y_m \in \mathbb{R}^k$ are affine functions of a variable $x \in \mathbb{R}^n$:

$$y_i = A_ix + b_i, \quad i = 1, \ldots, m,$$

and $z_1, \ldots, z_m \in \mathbb{R}^k$ are given nonzero vectors. We want to choose the variable $x$, subject to some convex constraints, (e.g., linear inequalities) to minimize the maximum angle between $y_i$ and $z_i$,

$$\max\{\angle(y_1, z_1), \ldots, \angle(y_m, z_m)\}.$$

The angle between nonzero vectors is defined as usual:

$$\angle(u, v) = \cos^{-1}\left(\frac{u^T v}{\|u\|_2 \|v\|_2}\right),$$

where we take $\cos^{-1}(a) \in [0, \pi]$. We are only interested in the case when the optimal objective value does not exceed $\pi/2$.

Formulate this problem as a convex or quasiconvex optimization problem. When the constraints on $x$ are linear inequalities, what kind of problem (or problems) do you have to solve?
8.11 Smallest Euclidean cone containing given points. In $\mathbb{R}^n$, we define a Euclidean cone, with center direction $c \neq 0$, and angular radius $\theta$, with $0 \leq \theta \leq \pi/2$, as the set

$$\{x \in \mathbb{R}^n \mid \angle(c, x) \leq \theta\}.$$ 

(A Euclidean cone is a second-order cone, i.e., it can be represented as the image of the second-order cone under a nonsingular linear mapping.)

Let $a_1, \ldots, a_m \in \mathbb{R}^n$. How would you find the Euclidean cone, of smallest angular radius, that contains $a_1, \ldots, a_m$? (In particular, you should explain how to solve the feasibility problem, i.e., how to determine whether there is a Euclidean cone which contains the points.)

Extremal volume ellipsoids

8.12 Show that the maximum volume ellipsoid enclosed in a set is unique. Show that the Löwner-John ellipsoid of a set is unique.

8.13 Löwner-John ellipsoid of a simplex. In this exercise we show that the Löwner-John ellipsoid in $\mathbb{R}^n$ must be shrunk by a factor $n$ to fit inside the simplex. Since the Löwner-John ellipsoid is affinely invariant, it is sufficient to show the result for one particular simplex.

Derive the Löwner-John ellipsoid $E_i$ for the simplex $C = \text{conv}\{0, e_1, \ldots, e_n\}$. Show that $E_i$ must be shrunk by a factor $1/n$ to fit inside the simplex.

8.14 Efficiency of ellipsoidal inner approximation. Let $C$ be a polyhedron in $\mathbb{R}^n$ described as $C = \{x \mid Ax \preceq b\}$, and suppose that $\{x \mid Ax \prec b\}$ is nonempty.

(a) Show that the maximum volume ellipsoid enclosed in $C$, expanded by a factor $n$ about its center, is an ellipsoid that contains $C$.

(b) Show that if $C$ is symmetric about the origin, i.e., of the form $C = \{x \mid -1 \preceq Ax \preceq 1\}$, then expanding the maximum volume inscribed ellipsoid by a factor $\sqrt{n}$ gives an ellipsoid that contains $C$.

8.15 Minimum volume ellipsoid covering union of ellipsoids. Formulate the following problem as a convex optimization problem. Find the minimum volume ellipsoid $E = \{x \mid (x - x_0)^T A^{-1} (x - x_0) \leq 1\}$ that contains $K$ given ellipsoids

$$E_i = \{x \mid x^T A_i x + 2b_i^T x + c_i \leq 0\}, \quad i = 1, \ldots, K.$$ 

Hint. See appendix B.

8.16 Maximum volume rectangle inside a polyhedron. Formulate the following problem as a convex optimization problem. Find the rectangle

$$R = \{x \in \mathbb{R}^n \mid l \preceq x \preceq u\}$$

of maximum volume, enclosed in a polyhedron $P = \{x \mid Ax \preceq b\}$. The variables are $l, u \in \mathbb{R}^n$. Your formulation should not involve an exponential number of constraints.

Centering

8.17 Affine invariance of analytic center. Show that the analytic center of a set of inequalities is affine invariant. Show that it is invariant with respect to positive scaling of the inequalities.

8.18 Analytic center and redundant inequalities. Two sets of linear inequalities that describe the same polyhedron can have different analytic centers. Show that by adding redundant inequalities, we can make any interior point $x_0$ of a polyhedron

$$P = \{x \in \mathbb{R}^n \mid Ax \preceq b\}$$
the analytic center. More specifically, suppose \( A \in \mathbb{R}^{m \times n} \) and \( Ax_0 \prec b \). Show that there exist \( c \in \mathbb{R}^n \), \( \gamma \in \mathbb{R} \), and a positive integer \( q \), such that \( P \) is the solution set of the \( m + q \) inequalities 

\[
Ax \preceq b, \quad c^T x \leq \gamma, \quad c^T x \leq \gamma, \quad \ldots, \quad c^T x \leq \gamma \quad (8.36)
\]

(where the inequality \( c^T x \leq \gamma \) is added \( q \) times), and \( x_0 \) is the analytic center of (8.36).

8.19 Let \( x_{ac} \) be the analytic center of a set of linear inequalities

\[
a_i^T x \leq b_i, \quad i = 1, \ldots, m,
\]

and define \( H \) as the Hessian of the logarithmic barrier function at \( x_{ac} \):

\[
H = \sum_{i=1}^{m} \frac{1}{(b_i - a_i^T x_{ac})^2} a_i a_i^T.
\]

Show that the \( k \)th inequality is redundant (i.e., it can be deleted without changing the feasible set) if

\[
b_k - a_k^T x_{ac} \geq m(a_k^T H^{-1} a_k)^{1/2}.
\]

8.20 Ellipsoidal approximation from analytic center of linear matrix inequality. Let \( C \) be the solution set of the LMI

\[
x_1 A_1 + x_2 A_2 + \cdots + x_n A_n \preceq B,
\]

where \( A_i, B \in \mathbb{S}^m \), and let \( x_{ac} \) be its analytic center. Show that

\[
\mathcal{E}_{inner} \subseteq C \subseteq \mathcal{E}_{outer},
\]

where

\[
\mathcal{E}_{inner} = \{ x \mid (x - x_{ac})^T H (x - x_{ac}) \leq 1 \},
\]

\[
\mathcal{E}_{outer} = \{ x \mid (x - x_{ac})^T H (x - x_{ac}) \leq m(m-1) \},
\]

and \( H \) is the Hessian of the logarithmic barrier function 

\[-\log \det (B - x_1 A_1 - x_2 A_2 - \cdots - x_n A_n)\]

evaluated at \( x_{ac} \).

8.21 [BYT99] Maximum likelihood interpretation of analytic center. We use the linear measurement model of page 352,

\[
y = Ax + v,
\]

where \( A \in \mathbb{R}^{m \times n} \). We assume the noise components \( v_i \) are IID with support \([-1, 1]\). The set of parameters \( x \) consistent with the measurements \( y \in \mathbb{R}^m \) is the polyhedron defined by the linear inequalities

\[
-1 + y \preceq Ax \preceq 1 + y. \quad (8.37)
\]

Suppose the probability density function of \( v_i \) has the form

\[
p(v) = \begin{cases} \alpha_r (1 - v^2)^r & -1 \leq v \leq 1 \\ 0 & \text{otherwise,} \end{cases}
\]

where \( r \geq 1 \) and \( \alpha_r > 0 \). Show that the maximum likelihood estimate of \( x \) is the analytic center of (8.37).

8.22 Center of gravity. The center of gravity of a set \( C \subseteq \mathbb{R}^n \) with nonempty interior is defined as

\[
x_{cg} = \frac{\int_C u \, du}{\int_C 1 \, du}.
\]
The center of gravity is affine invariant, and (clearly) a function of the set \( C \), and not its particular description. Unlike the centers described in the chapter, however, it is very difficult to compute the center of gravity, except in simple cases (e.g., ellipsoids, balls, simplexes).

Show that the center of gravity \( x_{cg} \) is the minimizer of the convex function

\[
 f(x) = \int_C \| u - x \|_2^2 \, du.
\]

**Classification**

8.23 **Robust linear discrimination.** Consider the robust linear discrimination problem given in (8.23).

(a) Show that the optimal value \( t^* \) is positive if and only if the two sets of points can be linearly separated. When the two sets of points can be linearly separated, show that the inequality \( \| a \|_2 \leq 1 \) is tight, i.e., we have \( \| a^* \|_2 = 1 \), for the optimal \( a^* \).

(b) Using the change of variables \( \tilde{a} = a/t \), \( \tilde{b} = b/t \), prove that the problem (8.23) is equivalent to the QP

\[
\begin{align*}
\text{minimize} & \quad \| \tilde{a} \|_2 \\
\text{subject to} & \quad \tilde{a}^T x_i - \tilde{b} \geq 1, \quad i = 1, \ldots, N \\
& \quad \tilde{a}^T y_i - \tilde{b} \leq -1, \quad i = 1, \ldots, M.
\end{align*}
\]

8.24 **Linear discrimination maximally robust to weight errors.** Suppose we are given two sets of points \( \{x_1, \ldots, x_N\} \) and \( \{y_1, \ldots, y_M\} \) in \( \mathbb{R}^n \) that can be linearly separated. In §8.6.1 we showed how to find the affine function that discriminates the sets, and gives the largest gap in function values. We can also consider robustness with respect to changes in the vector \( a \), which is sometimes called the weight vector. For a given \( a \) and \( b \) for which \( f(x) = a^T x - b \) separates the two sets, we define the weight error margin as the norm of the smallest \( u \in \mathbb{R}^n \) such that the affine function \( (a + u)^T x - b \) no longer separates the two sets of points. In other words, the weight error margin is the maximum \( \rho \) such that

\[
(a + u)^T x_i \geq b, \quad i = 1, \ldots, N, \quad (a + u)^T y_j \leq b, \quad i = 1, \ldots, M,
\]

holds for all \( u \) with \( \|u\|_2 \leq \rho \).

Show how to find \( a \) and \( b \) that maximize the weight error margin, subject to the normalization constraint \( \|a\|_2 \leq 1 \).

8.25 **Most spherical separating ellipsoid.** We are given two sets of vectors \( x_1, \ldots, x_N \in \mathbb{R}^n \), and \( y_1, \ldots, y_M \in \mathbb{R}^n \), and wish to find the ellipsoid \( E \) with minimum eccentricity (i.e., minimum condition number of the defining matrix) that satisfies \( x_i \in E, \quad i = 1, \ldots, N, \)
and \( y_i \not\in \text{int} E, \quad i = 1, \ldots, M \). Formulate this as a convex optimization problem.

**Placement and floor planning**

8.26 **Quadratic placement.** We consider a placement problem in \( \mathbb{R}^2 \), defined by an undirected graph \( A \) with \( N \) nodes, and with quadratic costs:

\[
\text{minimize} \quad \sum_{(i,j) \in A} \| x_i - x_j \|_2^2.
\]

The variables are the positions \( x_i \in \mathbb{R}^2, \quad i = 1, \ldots, M \). The positions \( x_i, \quad i = M + 1, \ldots, N \) are given. We define two vectors \( u, v \in \mathbb{R}^M \) by

\[
\begin{align*}
u &= (x_{11}, x_{21}, \ldots, x_{M1}), \quad v = (x_{12}, x_{22}, \ldots, x_{M2}),
\end{align*}
\]

containing the first and second components, respectively, of the free nodes.
Show that $u$ and $v$ can be found by solving two sets of linear equations,

$$ Cu = d_1, \quad Cv = d_2, $$

where $C \in S^M$. Give a simple expression for the coefficients of $C$ in terms of the graph $A$.

8.27 Problems with minimum distance constraints. We consider a problem with variables $x_1, \ldots, x_N \in \mathbb{R}^k$. The objective, $f_0(x_1, \ldots, x_N)$, is convex, and the constraints

$$ f_i(x_1, \ldots, x_N) \leq 0, \quad i = 1, \ldots, m, $$

are convex (i.e., the functions $f_i : \mathbb{R}^{Nk} \to \mathbb{R}$ are convex). In addition, we have the minimum distance constraints

$$ \|x_i - x_j\|_2 \geq D_{\text{min}}, \quad i \neq j, \quad i, j = 1, \ldots, N. $$

In general, this is a hard nonconvex problem.

Following the approach taken in floorplanning, we can form a convex restriction of the problem, i.e., a problem which is convex, but has a smaller feasible set. (Solving the restricted problem is therefore easy, and any solution is guaranteed to be feasible for the nonconvex problem.) Let $a_{ij} \in \mathbb{R}^k$, for $i < j$, $i, j = 1, \ldots, N$, satisfy $\|a_{ij}\|_2 = 1$.

Show that the restricted problem

$$ \begin{align*}
\text{minimize} & \quad f_0(x_1, \ldots, x_N) \\
\text{subject to} & \quad f_i(x_1, \ldots, x_N) \leq 0, \quad i = 1, \ldots, m \\
& \quad a^T_{ij}(x_i - x_j) \geq D_{\text{min}}, \quad i < j, \quad i, j = 1, \ldots, N,
\end{align*} $$

is convex, and that every feasible point satisfies the minimum distance constraint.

Remark. There are many good heuristics for choosing the directions $a_{ij}$. One simple one starts with an approximate solution $\hat{x}_1, \ldots, \hat{x}_N$ (that need not satisfy the minimum distance constraints). We then set $a_{ij} = (\hat{x}_i - \hat{x}_j)/\|\hat{x}_i - \hat{x}_j\|_2$.

Miscellaneous problems

8.28 Let $\mathcal{P}_1$ and $\mathcal{P}_2$ be two polyhedra described as

$$ \mathcal{P}_1 = \{ x \mid Ax \preceq b \}, \quad \mathcal{P}_2 = \{ x \mid -1 \preceq Cx \preceq 1 \}, $$

where $A \in \mathbb{R}^{m \times n}$, $C \in \mathbb{R}^{p \times n}$, and $b \in \mathbb{R}^m$. The polyhedron $\mathcal{P}_2$ is symmetric about the origin. For $t \geq 0$ and $x_c \in \mathbb{R}^n$, we use the notation $t\mathcal{P}_2 + x_c$ to denote the polyhedron

$$ t\mathcal{P}_2 + x_c = \{ tx + x_c \mid x \in \mathcal{P}_2 \}, $$

which is obtained by first scaling $\mathcal{P}_2$ by a factor $t$ about the origin, and then translating its center to $x_c$.

Show how to solve the following two problems, via an LP, or a set of LPs.

(a) Find the largest polyhedron $t\mathcal{P}_2 + x_c$ enclosed in $\mathcal{P}_1$, i.e.,

$$ \begin{align*}
\text{maximize} & \quad t \\
\text{subject to} & \quad t\mathcal{P}_2 + x_c \subseteq \mathcal{P}_1 \\
& \quad t \geq 0.
\end{align*} $$

(b) Find the smallest polyhedron $t\mathcal{P}_2 + x_c$ containing $\mathcal{P}_1$, i.e.,

$$ \begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad \mathcal{P}_1 \subseteq t\mathcal{P}_2 + x_c \\
& \quad t \geq 0.
\end{align*} $$
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In both problems the variables are \( t \in \mathbb{R} \) and \( x \in \mathbb{R}^n \).

8.29 Outer polyhedral approximations. Let \( P = \{ x \in \mathbb{R}^n \mid Ax \preceq b \} \) be a polyhedron, and \( C \subseteq \mathbb{R}^n \) a given set (not necessarily convex). Use the support function \( S_C \) to formulate the following problem as an LP:

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad C \subseteq tP + x \\
             & \quad t \geq 0.
\end{align*}
\]

Here \( tP + x = \{ tu + x \mid u \in P \} \), the polyhedron \( P \) scaled by a factor of \( t \) about the origin, and translated by \( x \). The variables are \( t \in \mathbb{R} \) and \( x \in \mathbb{R}^n \).

8.30 Interpolation with piecewise-arc curve. A sequence of points \( a_1, \ldots, a_n \in \mathbb{R}^2 \) is given. We construct a curve that passes through these points, in order, and is an arc (i.e., part of a circle) or line segment (which we think of as an arc of infinite radius) between consecutive points. Many arcs connect \( a_i \) and \( a_{i+1} \); we parameterize these arcs by giving the angle \( \theta_i \in (-\pi, \pi) \) between its tangent at \( a_i \) and the line segment \( [a_i, a_{i+1}] \). Thus, \( \theta_i = 0 \) means the arc between \( a_i \) and \( a_{i+1} \) is in fact the line segment \( [a_i, a_{i+1}] \); \( \theta_i = \pi/2 \) means the arc between \( a_i \) and \( a_{i+1} \) is a half-circle (above the linear segment \( [a_1, a_2] \)); \( \theta_i = -\pi/2 \) means the arc between \( a_i \) and \( a_{i+1} \) is a half-circle (below the linear segment \( [a_1, a_2] \)). This is illustrated below.

Our curve is completely specified by the angles \( \theta_1, \ldots, \theta_n \), which can be chosen in the interval \( (-\pi, \pi) \). The choice of \( \theta_i \) affects several properties of the curve, for example, its total arc length \( L \), or the joint angle discontinuities, which can be described as follows.

At each point \( a_i \), \( i = 2, \ldots, n-1 \), two arcs meet, one coming from the previous point and one going to the next point. If the tangents to these arcs exactly oppose each other, so the curve is differentiable at \( a_i \), we say there is no joint angle discontinuity at \( a_i \). In general, we define the joint angle discontinuity at \( a_i \) as \( |\theta_{i-1} + \theta_i + \psi_i| \), where \( \psi_i \) is the angle between the line segment \( [a_{i-1}, a_i] \) and the line segment \( [a_{i-1}, a_{i+1}] \), i.e., \( \psi_i = \angle(a_i - a_{i+1}, a_{i-1} - a_i) \).

This is shown below. Note that the angles \( \psi_i \) are known (since the \( a_i \) are known).

We define the total joint angle discontinuity as

\[
D = \sum_{i=2}^{n} |\theta_{i-1} + \theta_i + \psi_i|.
\]

Formulate the problem of minimizing total arc length \( L \), and total joint angle discontinuity \( D \), as a bi-criterion convex optimization problem. Explain how you would find the extreme points on the optimal trade-off curve.
Part III

Algorithms
Chapter 9

Unconstrained minimization

9.1 Unconstrained minimization problems

In this chapter we discuss methods for solving the unconstrained optimization problem

$$\text{minimize } f(x)$$ (9.1)

where $f : \mathbb{R}^n \to \mathbb{R}$ is convex and twice continuously differentiable (which implies that $\text{dom } f$ is open). We will assume that the problem is solvable, i.e., there exists an optimal point $x^*$. (More precisely, the assumptions later in the chapter will imply that $x^*$ exists and is unique.) We denote the optimal value, $\inf_{x} f(x) = f(x^*)$, as $p^*$.

Since $f$ is differentiable and convex, a necessary and sufficient condition for a point $x^*$ to be optimal is

$$\nabla f(x^*) = 0$$ (9.2)

(see §4.2.3). Thus, solving the unconstrained minimization problem (9.1) is the same as finding a solution of (9.2), which is a set of $n$ equations in the $n$ variables $x_1, \ldots, x_n$. In a few special cases, we can find a solution to the problem (9.1) by analytically solving the optimality equation (9.2), but usually the problem must be solved by an iterative algorithm. By this we mean an algorithm that computes a sequence of points $x^{(0)}, x^{(1)}, \ldots \in \text{dom } f$ with $f(x^{(k)}) \to p^*$ as $k \to \infty$. Such a sequence of points is called a minimizing sequence for the problem (9.1). The algorithm is terminated when $f(x^{(k)}) - p^* \leq \epsilon$, where $\epsilon > 0$ is some specified tolerance.

Initial point and sublevel set

The methods described in this chapter require a suitable starting point $x^{(0)}$. The starting point must lie in $\text{dom } f$, and in addition the sublevel set

$$S = \{ x \in \text{dom } f \mid f(x) \leq f(x^{(0)}) \}$$ (9.3)

must be closed. This condition is satisfied for all $x^{(0)} \in \text{dom } f$ if the function $f$ is closed, i.e., all its sublevel sets are closed (see §A.3.3). Continuous functions with
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\( \text{dom} \ f = \mathbb{R}^n \) are closed, so if \( \text{dom} \ f = \mathbb{R}^n \), the initial sublevel set condition is satisfied by any \( x^{(0)} \). Another important class of closed functions are continuous functions with open domains, for which \( f(x) \) tends to infinity as \( x \) approaches \( \text{bd} \ \text{dom} \ f \).

### 9.1.1 Examples

**Quadratic minimization and least-squares**

The general convex quadratic minimization problem has the form

\[
\text{minimize } \frac{1}{2} x^T P x + q^T x + r, \tag{9.4}
\]

where \( P \in \mathbb{S}^n_+ \), \( q \in \mathbb{R}^n \), and \( r \in \mathbb{R} \). This problem can be solved via the optimality conditions, \( Px^* + q = 0 \), which is a set of linear equations. When \( P \succ 0 \), there is a unique solution, \( x^* = -P^{-1}q \). In the more general case when \( P \) is not positive definite, any solution of \( Px^* = -q \) is optimal for (9.4); if \( Px^* = -q \) does not have a solution, then the problem (9.4) is unbounded below (see exercise 9.1). Our ability to analytically solve the quadratic minimization problem (9.4) is the basis for Newton’s method, a powerful method for unconstrained minimization described in §9.5.

One special case of the quadratic minimization problem that arises very frequently is the least-squares problem

\[
\text{minimize } \|Ax - b\|_2^2 = x^T (A^T A)x - 2(A^T b)^T x + b^T b.
\]

The optimality conditions

\[
A^T Ax^* = A^T b
\]

are called the normal equations of the least-squares problem.

**Unconstrained geometric programming**

As a second example, we consider an unconstrained geometric program in convex form,

\[
\text{minimize } \ f(x) = \log \left( \sum_{i=1}^{m} \exp(a_i^T x + b_i) \right). \tag{9.5}
\]

The optimality condition is

\[
\nabla f(x^*) = \frac{1}{\sum_{j=1}^{m} \exp(a_j^T x^* + b_j)} \sum_{i=1}^{m} \exp(a_i^T x^* + b_i)a_i = 0,
\]

which in general has no analytical solution, so here we must resort to an iterative algorithm. For this problem, \( \text{dom} \ f = \mathbb{R}^n \), so any point can be chosen as the initial point \( x^{(0)} \).

**Analytic center of linear inequalities**

We consider the optimization problem

\[
\text{minimize } \ f(x) = -\sum_{i=1}^{m} \log(b_i - a_i^T x), \tag{9.5}
\]
where the domain of $f$ is the open set
\[
\text{dom} f = \{ x \mid a_i^T x < b_i, \ i = 1, \ldots, m \}.
\]
The objective function $f$ in this problem is called the \textit{logarithmic barrier} for the inequalities $a_i^T x \leq b_i$. The solution of (9.5), if it exists, is called the \textit{analytic center} of the inequalities. The initial point $x^{(0)}$ must satisfy the strict inequalities $a_i^T x^{(0)} < b_i, \ i = 1, \ldots, m$. Since $f$ is closed, the sublevel set $S$ for any such point is closed.

\textbf{Analytic center of a linear matrix inequality}

A closely related problem is
\[
\begin{align*}
\text{minimize} & \quad f(x) = \log \det F(x)^{-1} \\
\end{align*}
\] (9.6)
where $F : \mathbb{R}^n \to \mathbb{S}^p$ is affine, i.e.,
\[
F(x) = F_0 + x_1 F_1 + \cdots + x_n F_n,
\]
with $F_i \in \mathbb{S}^p$. Here the domain of $f$
\[
\text{dom} f = \{ x \mid F(x) \succ 0 \}.
\]
The objective function $f$ is called the \textit{logarithmic barrier} for the linear matrix inequality $F(x) \succeq 0$, and the solution (if it exists) is called the analytic center of the linear matrix inequality. The initial point $x^{(0)}$ must satisfy the strict linear matrix inequality $F(x^{(0)}) \succ 0$. As in the previous example, the sublevel set of any such point will be closed, since $f$ is closed.

\textbf{9.1.2 Strong convexity and implications}

In much of this chapter (with the exception of §9.6) we assume that the objective function is \textit{strongly convex} on $S$, which means that there exists an $m > 0$ such that
\[
\nabla^2 f(x) \succeq m I
\] (9.7)
for all $x \in S$. Strong convexity has several interesting consequences. For $x, y \in S$ we have
\[
f(y) = f(x) + \nabla f(x)^T (y - x) + \frac{1}{2} (y - x)^T \nabla^2 f(z) (y - x)
\]
for some $z$ on the line segment $[x, y]$. By the strong convexity assumption (9.7), the last term on the righthand side is at least $(m/2) \|y - x\|^2_2$, so we have the inequality
\[
f(y) \geq f(x) + \nabla f(x)^T (y - x) + \frac{m}{2} \|y - x\|^2_2
\] (9.8)
for all $x$ and $y$ in $S$. When $m = 0$, we recover the basic inequality characterizing convexity; for $m > 0$ we obtain a better lower bound on $f(y)$ than follows from convexity alone.
We will first show that the inequality (9.8) can be used to bound $f(x) - p^*$, which is the suboptimality of the point $x$, in terms of $\|\nabla f(x)\|_2$. The righthand side of (9.8) is a convex quadratic function of $y$ (for fixed $x$). Setting the gradient with respect to $y$ equal to zero, we find that $\tilde{y} = x - (1/m)\nabla f(x)$ minimizes the righthand side. Therefore we have

$$f(y) \geq f(x) + \nabla f(x)^T(y - x) + \frac{m}{2}\|y - x\|_2^2 \geq f(x) + \nabla f(x)^T(\tilde{y} - x) + \frac{m}{2}\|\tilde{y} - x\|_2^2 = f(x) - \frac{1}{2m}\|\nabla f(x)\|_2^2.$$

Since this holds for any $y \in S$, we have

$$p^* \geq f(x) - \frac{1}{2m}\|\nabla f(x)\|_2^2. \quad (9.9)$$

This inequality shows that if the gradient is small at a point, then the point is nearly optimal. The inequality (9.9) can also be interpreted as a condition for suboptimality which generalizes the optimality condition (9.2):

$$\|\nabla f(x)\|_2 \leq (2m\epsilon)^{1/2} \implies f(x) - p^* \leq \epsilon. \quad (9.10)$$

We can also derive a bound on $\|x - x^*\|_2$, the distance between $x$ and any optimal point $x^*$, in terms of $\|\nabla f(x)\|_2$:

$$\|x - x^*\|_2 \leq \frac{2}{m}\|\nabla f(x)\|_2. \quad (9.11)$$

To see this, we apply (9.8) with $y = x^*$ to obtain

$$p^* = f(x^*) \geq f(x) + \nabla f(x)^T(x^* - x) + \frac{m}{2}\|x^* - x\|_2^2 \geq f(x) - \|\nabla f(x)\|_2\|x^* - x\|_2 + \frac{m}{2}\|x^* - x\|_2^2,$$

where we use the Cauchy-Schwarz inequality in the second inequality. Since $p^* \leq f(x)$, we must have

$$-\|\nabla f(x)\|_2\|x^* - x\|_2 + \frac{m}{2}\|x^* - x\|_2^2 \leq 0,$$

from which (9.11) follows. One consequence of (9.11) is that the optimal point $x^*$ is unique.

**Upper bound on $\nabla^2 f(x)$**

The inequality (9.8) implies that the sublevel sets contained in $S$ are bounded, so in particular, $S$ is bounded. Therefore the maximum eigenvalue of $\nabla^2 f(x)$, which is a continuous function of $x$ on $S$, is bounded above on $S$, i.e., there exists a constant $M$ such that

$$\nabla^2 f(x) \preceq MI \quad (9.12)$$
for all \( x \in S \). This upper bound on the Hessian implies for any \( x, y \in S \),

\[
    f(y) \leq f(x) + \nabla f(x)^T(y - x) + \frac{M}{2} \|y - x\|_2^2 \tag{9.13}
\]

which is analogous to (9.8). Minimizing each side over \( y \) yields

\[
    p^* \leq f(x) - \frac{1}{2M} \|\nabla f(x)\|_2^2 \tag{9.14}
\]

the counterpart of (9.9).

**Condition number of sublevel sets**

From the strong convexity inequality (9.7) and the inequality (9.12), we have

\[
    mI \preceq \nabla^2 f(x) \preceq MI \tag{9.15}
\]

for all \( x \in S \). The ratio \( \kappa = M/m \) is thus an upper bound on the condition number of the matrix \( \nabla^2 f(x) \), i.e., the ratio of its largest eigenvalue to its smallest eigenvalue. We can also give a geometric interpretation of (9.15) in terms of the sublevel sets of \( f \).

We define the width of a convex set \( C \subseteq \mathbb{R}^n \), in the direction \( q \), where \( \|q\|_2 = 1 \), as

\[
    W(C, q) = \sup_{z \in C} q^T z - \inf_{z \in C} q^T z.
\]

The minimum width and maximum width of \( C \) are given by

\[
    W_{\min} = \inf_{\|q\|_2 = 1} W(C, q), \quad W_{\max} = \sup_{\|q\|_2 = 1} W(C, q).
\]

The condition number of the convex set \( C \) is defined as

\[
    \text{cond}(C) = \frac{W_{\max}^2}{W_{\min}^2},
\]

i.e., the square of the ratio of its maximum width to its minimum width. The condition number of \( C \) gives a measure of its anisotropy or eccentricity. If the condition number of a set \( C \) is small (say, near one) it means that the set has approximately the same width in all directions, i.e., it is nearly spherical. If the condition number is large, it means that the set is far wider in some directions than in others.

**Example 9.1** *Condition number of an ellipsoid.* Let \( \mathcal{E} \) be the ellipsoid

\[
    \mathcal{E} = \{ x \mid (x - x_0)^T A^{-1} (x - x_0) \leq 1 \},
\]

where \( A \in \mathbb{S}^n_{++} \). The width of \( \mathcal{E} \) in the direction \( q \) is

\[
    \sup_{z \in \mathcal{E}} q^T z - \inf_{z \in \mathcal{E}} q^T z = \left( \| A^{1/2} q \|_2 + q^T x_0 \right) - \left( -\| A^{1/2} q \|_2 + q^T x_0 \right) = 2\| A^{1/2} q \|_2.
\]
It follows that its minimum and maximum width are
\[ W_{\text{min}} = 2\lambda_{\text{min}}(A)^{1/2}, \quad W_{\text{max}} = 2\lambda_{\text{max}}(A)^{1/2}, \]
and its condition number is
\[ \text{cond}(E) = \frac{\lambda_{\text{max}}(A)}{\lambda_{\text{min}}(A)} = \kappa(A), \]
where \( \kappa(A) \) denotes the condition number of the matrix \( A \), i.e., the ratio of its maximum singular value to its minimum singular value. Thus the condition number of the ellipsoid \( E \) is the same as the condition number of the matrix \( A \) that defines it.

Now suppose \( f \) satisfies \( mI \preceq \nabla^2 f(x) \preceq MI \) for all \( x \in S \). We will derive a bound on the condition number of the \( \alpha \)-sublevel \( C_\alpha = \{ x \mid f(x) \leq \alpha \} \), where \( p^* < \alpha \leq f(x(0)) \). Applying (9.13) and (9.8) with \( x = x^* \), we have
\[ p^* + (M/2)\|y - x^*\|_2^2 \geq f(y) \geq p^* + (m/2)\|y - x^*\|_2^2. \]
This implies that \( B_{\text{inner}} \subseteq C_\alpha \subseteq B_{\text{outer}} \), where
\[
\begin{align*}
B_{\text{inner}} &= \{ y \mid \|y - x^*\|_2 \leq (2(\alpha - p^*)/M)^{1/2} \}, \\
B_{\text{outer}} &= \{ y \mid \|y - x^*\|_2 \leq (2(\alpha - p^*)/m)^{1/2} \}.
\end{align*}
\]
In other words, the \( \alpha \)-sublevel set contains \( B_{\text{inner}} \), and is contained in \( B_{\text{outer}} \), which are balls with radii
\[ (2(\alpha - p^*)/M)^{1/2}, \quad (2(\alpha - p^*)/m)^{1/2}, \]
respectively. The ratio of the radii squared gives an upper bound on the condition number of \( C_\alpha \):
\[ \text{cond}(C_\alpha) \leq \frac{M}{m}. \]
We can also give a geometric interpretation of the condition number \( \kappa(\nabla^2 f(x^*)) \) of the Hessian at the optimum. From the Taylor series expansion of \( f \) around \( x^* \),
\[ f(y) \approx p^* + \frac{1}{2}(y - x^*)^T\nabla^2 f(x^*)(y - x^*), \]
we see that, for \( \alpha \) close to \( p^* \),
\[ C_\alpha \approx \{ y \mid (y - x^*)^T\nabla^2 f(x^*)(y - x^*) \leq 2(\alpha - p^*) \}, \]
i.e., the sublevel set is well approximated by an ellipsoid with center \( x^* \). Therefore
\[ \lim_{\alpha \to p^*} \text{cond}(C_\alpha) = \kappa(\nabla^2 f(x^*)). \]
We will see that the condition number of the sublevel sets of \( f \) (which is bounded by \( M/m \)) has a strong effect on the efficiency of some common methods for unconstrained minimization.
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The strong convexity constants

It must be kept in mind that the constants $m$ and $M$ are known only in rare cases, so the inequality (9.10) cannot be used as a practical stopping criterion. It can be considered a conceptual stopping criterion; it shows that if the gradient of $f$ at $x$ is small enough, then the difference between $f(x)$ and $p^*$ is small. If we terminate an algorithm when $\|\nabla f(x^{(k)})\|_2 \leq \eta$, where $\eta$ is chosen small enough to be (very likely) smaller than $(m\epsilon)^{1/2}$, then we have $f(x^{(k)}) - p^* \leq \epsilon$ (very likely).

In the following sections we give convergence proofs for algorithms, which include bounds on the number of iterations required before $f(x^{(k)}) - p^* \leq \epsilon$, where $\epsilon$ is some positive tolerance. Many of these bounds involve the (usually unknown) constants $m$ and $M$, so the same comments apply. These results are at least conceptually useful; they establish that the algorithm converges, even if the bound on the number of iterations required to reach a given accuracy depends on constants that are unknown.

We will encounter one important exception to this situation. In §9.6 we will study a special class of convex functions, called self-concordant, for which we can provide a complete convergence analysis (for Newton’s method) that does not depend on any unknown constants.

9.2 Descent methods

The algorithms described in this chapter produce a minimizing sequence $x^{(k)}$, $k = 1, \ldots$, where

$$x^{(k+1)} = x^{(k)} + t^{(k)} \Delta x^{(k)}$$

and $t^{(k)} > 0$ (except when $x^{(k)}$ is optimal). Here the concatenated symbols $\Delta$ and $x$ that form $\Delta x$ are to be read as a single entity, a vector in $\mathbb{R}^n$ called the step or search direction (even though it need not have unit norm), and $k = 0, 1, \ldots$ denotes the iteration number. The scalar $t^{(k)} \geq 0$ is called the step size or step length at iteration $k$ (even though it is not equal to $\|x^{(k+1)} - x^{(k)}\|$ unless $\|\Delta x^{(k)}\| = 1$). The terms ‘search step’ and ‘scale factor’ are more accurate, but ‘search direction’ and ‘step length’ are the ones widely used. When we focus on one iteration of an algorithm, we sometimes drop the superscripts and use the lighter notation $x^+ = x + t\Delta x$, or $x := x + t\Delta x$, in place of $x^{(k+1)} = x^{(k)} + t^{(k)} \Delta x^{(k)}$.

All the methods we study are descent methods, which means that

$$f(x^{(k+1)}) < f(x^{(k)}),$$

except when $x^{(k)}$ is optimal. This implies that for all $k$ we have $x^{(k)} \in S$, the initial sublevel set, and in particular we have $x^{(k)} \in \text{dom } f$. From convexity we know that $\nabla f(x^{(k)})^T(y - x^{(k)}) \geq 0$ implies $f(y) \geq f(x^{(k)})$, so the search direction in a descent method must satisfy

$$\nabla f(x^{(k)})^T \Delta x^{(k)} < 0,$$

i.e., it must make an acute angle with the negative gradient. We call such a direction a descent direction (for $f$, at $x^{(k)}$).
The outline of a general descent method is as follows. It alternates between two steps: determining a descent direction $\Delta x$, and the selection of a step size $t$.

---

**Algorithm 9.1  General descent method.**

Given a starting point $x \in \text{dom } f$.

Repeat
1. Determine a descent direction $\Delta x$.
2. Line search. Choose a step size $t > 0$.
3. Update. $x := x + t\Delta x$.

Until stopping criterion is satisfied.

---

The second step is called the line search since selection of the step size $t$ determines where along the line $\{x + t\Delta x \mid t \in \mathbb{R}_+\}$ the next iterate will be. (A more accurate term might be ray search.)

A practical descent method has the same general structure, but might be organized differently. For example, the stopping criterion is often checked while, or immediately after, the descent direction $\Delta x$ is computed. The stopping criterion is often of the form $\|\nabla f(x)\|_2 \leq \eta$, where $\eta$ is small and positive, as suggested by the suboptimality condition (9.9).

**Exact line search**

One line search method sometimes used in practice is exact line search, in which $t$ is chosen to minimize $f$ along the ray $\{x + t\Delta x \mid t \geq 0\}$:

$$t = \arg\min_{s \geq 0} f(x + s\Delta x). \quad (9.16)$$

An exact line search is used when the cost of the minimization problem with one variable, required in (9.16), is low compared to the cost of computing the search direction itself. In some special cases the minimizer along the ray can be found analytically, and in others it can be computed efficiently. (This is discussed in §9.7.1.)

**Backtracking line search**

Most line searches used in practice are inexact: the step length is chosen to approximately minimize $f$ along the ray $\{x + t\Delta x \mid t \geq 0\}$, or even to just reduce $f$ 'enough'. Many inexact line search methods have been proposed. One inexact line search method that is very simple and quite effective is called backtracking line search. It depends on two constants $\alpha, \beta$ with $0 < \alpha < 0.5$, $0 < \beta < 1$.

---

**Algorithm 9.2  Backtracking line search.**

Given a descent direction $\Delta x$ for $f$ at $x \in \text{dom } f$, $\alpha \in (0, 0.5)$, $\beta \in (0, 1)$.

$t := 1$.

While $f(x + t\Delta x) > f(x) + \alpha t\nabla f(x)^T\Delta x$, $t := \beta t$. 

---
The line search is called backtracking because it starts with unit step size and then reduces it by the factor $\beta$ until the stopping condition $f(x + t\Delta x) \leq f(x) + \alpha t\nabla f(x)^T \Delta x$ holds. Since $\Delta x$ is a descent direction, we have $\nabla f(x)^T \Delta x < 0$, so for small enough $t$ we have

$$f(x + t\Delta x) \approx f(x) + t\nabla f(x)^T \Delta x < f(x) + \alpha t\nabla f(x)^T \Delta x,$$

which shows that the backtracking line search eventually terminates. The constant $\alpha$ can be interpreted as the fraction of the decrease in $f$ predicted by linear extrapolation that we will accept. (The reason for requiring $\alpha$ to be smaller than 0.5 will become clear later.)

The backtracking condition is illustrated in figure 9.1. This figure suggests, and it can be shown, that the backtracking exit inequality $f(x + t\Delta x) \leq f(x) + \alpha t\nabla f(x)^T \Delta x$ holds for $t \geq 0$ in an interval $(0, t_0]$. It follows that the backtracking line search stops with a step length $t$ that satisfies

$$t = 1, \quad \text{or} \quad t \in (\beta t_0, t_0].$$

The first case occurs when the step length $t = 1$ satisfies the backtracking condition, i.e., $1 \leq t_0$. In particular, we can say that the step length obtained by backtracking line search satisfies

$$t \geq \min\{1, \beta t_0\}.$$  

When $\text{dom } f$ is not all of $\mathbb{R}^n$, the condition $f(x + t\Delta x) \leq f(x) + \alpha t\nabla f(x)^T \Delta x$ in the backtracking line search must be interpreted carefully. By our convention that $f$ is infinite outside its domain, the inequality implies that $x + t\Delta x \in \text{dom } f$. In a practical implementation, we first multiply $t$ by $\beta$ until $x + t\Delta x \in \text{dom } f$.

\textbf{Figure 9.1 Backtracking line search.} The curve shows $f$, restricted to the line over which we search. The lower dashed line shows the linear extrapolation of $f$, and the upper dashed line has a slope a factor of $\alpha$ smaller. The backtracking condition is that $f$ lies below the upper dashed line, i.e., $0 \leq t \leq t_0$. 

then we start to check whether the inequality $f(x + t\Delta x) \leq f(x) + \alpha t\nabla f(x)^T \Delta x$ holds.

The parameter $\alpha$ is typically chosen between 0.01 and 0.3, meaning that we accept a decrease in $f$ between 1% and 30% of the prediction based on the linear extrapolation. The parameter $\beta$ is often chosen to be between 0.1 (which corresponds to a very crude search) and 0.8 (which corresponds to a less crude search).

### 9.3 Gradient descent method

A natural choice for the search direction is the negative gradient $\Delta x = -\nabla f(x)$. The resulting algorithm is called the gradient algorithm or gradient descent method.

**Algorithm 9.3 Gradient descent method.**

- **given** a starting point $x \in \text{dom } f$.
- **repeat**
  - 1. $\Delta x := -\nabla f(x)$.
  - 2. **Line search.** Choose step size $t$ via exact or backtracking line search.
  - 3. **Update.** $x := x + t\Delta x$.
- **until** stopping criterion is satisfied.

The stopping criterion is usually of the form $\|\nabla f(x)\|_2 \leq \eta$, where $\eta$ is small and positive. In most implementations, this condition is checked after step 1, rather than after the update.

#### 9.3.1 Convergence analysis

In this section we present a simple convergence analysis for the gradient method, using the lighter notation $x^+ = x + t\Delta x$ for $x^{(k+1)} = x^{(k)} + t^{(k)}\Delta x^{(k)}$, where $\Delta x = -\nabla f(x)$. We assume $f$ is strongly convex on $S$, so there are positive constants $m$ and $M$ such that $mI \preceq \nabla^2 f(x) \preceq MI$ for all $x \in S$. Define the function $\tilde{f} : \mathbb{R} \to \mathbb{R}$ by $\tilde{f}(t) = f(x - t\nabla f(x))$, i.e., $f$ as a function of the step length $t$ in the negative gradient direction. In the following discussion we will only consider $t$ for which $x - t\nabla f(x) \in S$. From the inequality (9.13), with $y = x - t\nabla f(x)$, we obtain a quadratic upper bound on $\tilde{f}$:

$$
\tilde{f}(t) \leq f(x) - t\|\nabla f(x)\|_2^2 + \frac{Mt^2}{2}\|\nabla f(x)\|_2^2. 
$$

(9.17)

**Analysis for exact line search**

We now assume that an exact line search is used, and minimize over $t$ both sides of the inequality (9.17). On the lefthand side we get $\tilde{f}(t_{\text{exact}})$, where $t_{\text{exact}}$ is the
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step length that minimizes \( \tilde{f} \). The righthand side is a simple quadratic, which is minimized by \( t = 1/M \), and has minimum value \( f(x) - (1/(2M))\|\nabla f(x)\|_2^2 \).

Therefore we have

\[
f(x^+) = \tilde{f}(t_{\text{exact}}) \leq f(x) - \frac{1}{2M} \|\nabla f(x)\|_2^2.
\]

Subtracting \( p^* \) from both sides, we get

\[
f(x^+) - p^* \leq f(x) - p^* - \frac{1}{2M} \|\nabla f(x)\|_2^2.
\]

We combine this with \( \|\nabla f(x)\|_2^2 \geq 2m(f(x) - p^*) \) (which follows from (9.9)) to conclude

\[
f(x^+) - p^* \leq (1 - m/M)(f(x) - p^*).
\]

Applying this inequality recursively, we find that

\[
f(x^{(k)}) - p^* \leq c^k(f(x^{(0)}) - p^*) \tag{9.18}
\]

where \( c = 1 - m/M < 1 \), which shows that \( f(x^{(k)}) \) converges to \( p^* \) as \( k \to \infty \). In particular, we must have \( f(x^{(k)}) - p^* \leq \epsilon \) after at most

\[
\frac{\log((f(x^{(0)}) - p^*)/\epsilon)}{\log(1/c)} \tag{9.19}
\]

iterations of the gradient method with exact line search.

This bound on the number of iterations required, even though crude, can give some insight into the gradient method. The numerator,

\[
\log((f(x^{(0)}) - p^*)/\epsilon)
\]

can be interpreted as the log of the ratio of the initial suboptimality (i.e., gap between \( f(x^{(0)}) \) and \( p^* \)), to the final suboptimality (i.e., less than \( \epsilon \)). This term suggests that the number of iterations depends on how good the initial point is, and what the final required accuracy is.

The denominator appearing in the bound (9.19), \( \log(1/c) \), is a function of \( M/m \), which we have seen is a bound on the condition number of \( \nabla^2 f(x) \) over \( S \), or the condition number of the sublevel sets \( \{z \mid f(z) \leq \alpha\} \). For large condition number bound \( M/m \), we have

\[
\log(1/c) = -\log(1 - m/M) \approx m/M,
\]

so our bound on the number of iterations required increases approximately linearly with increasing \( M/m \).

We will see that the gradient method does in fact require a large number of iterations when the Hessian of \( f \), near \( x^* \), has a large condition number. Conversely, when the sublevel sets of \( f \) are relatively isotropic, so that the condition number bound \( M/m \) can be chosen to be relatively small, the bound (9.18) shows that convergence is rapid, since \( c \) is small, or at least not too close to one.

The bound (9.18) shows that the error \( f(x^{(k)}) - p^* \) converges to zero at least as fast as a geometric series. In the context of iterative numerical methods, this is called linear convergence, since the error lies below a line on a log-linear plot of error versus iteration number.
Analysis for backtracking line search

Now we consider the case where a backtracking line search is used in the gradient descent method. We will show that the backtracking exit condition,

\[ \tilde{f}(t) \leq f(x) - \alpha t \| \nabla f(x) \|^2, \]

is satisfied whenever \( 0 \leq t \leq 1/M \). First note that

\[ 0 \leq t \leq 1/M \implies -t + Mt^2/2 \leq -t/2 \]

(which follows from convexity of \(-t + Mt^2/2\)). Using this result and the bound (9.17), we have, for \( 0 \leq t \leq 1/M \),

\[ \tilde{f}(t) \leq f(x) - t \| \nabla f(x) \|^2 + \frac{Mt^2}{2} \| \nabla f(x) \|^2 \]

\[ \leq f(x) - (t/2) \| \nabla f(x) \|^2 \]

\[ \leq f(x) - \alpha t \| \nabla f(x) \|^2, \]

since \( \alpha < 1/2 \). Therefore the backtracking line search terminates either with \( t = 1 \) or with a value \( t \geq \beta/M \). This provides a lower bound on the decrease in the objective function. In the first case we have

\[ f(x^+) \leq f(x) - \alpha \| \nabla f(x) \|^2, \]

and in the second case we have

\[ f(x^+) \leq f(x) - (\beta \alpha /M) \| \nabla f(x) \|^2. \]

Putting these together, we always have

\[ f(x^+) \leq f(x) - \min \{ \alpha, \beta \alpha /M \} \| \nabla f(x) \|^2. \]

Now we can proceed exactly as in the case of exact line search. We subtract \( p^* \) from both sides to get

\[ f(x^+) - p^* \leq f(x) - p^* - \min \{ \alpha, \beta \alpha /M \} \| \nabla f(x) \|^2, \]

and combine this with \( \| \nabla f(x) \|^2 \geq 2m(f(x) - p^*) \) to obtain

\[ f(x^+) - p^* \leq (1 - \min \{ 2m \alpha, 2 \beta \alpha m /M \}) (f(x) - p^*). \]

From this we conclude

\[ f(x^{(k)}) - p^* \leq c^k (f(x^{(0)}) - p^*) \]

where

\[ c = 1 - \min \{ 2m \alpha, 2 \beta \alpha m /M \} < 1. \]

In particular, \( f(x^{(k)}) \) converges to \( p^* \) at least as fast as a geometric series with an exponent that depends (at least in part) on the condition number bound \( M/m \). In the terminology of iterative methods, the convergence is at least linear.
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9.3.2 Examples

A quadratic problem in \( \mathbb{R}^2 \)

Our first example is very simple. We consider the quadratic objective function on \( \mathbb{R}^2 \)

\[
f(x) = \frac{1}{2}(x_1^2 + \gamma x_2^2),
\]

where \( \gamma > 0 \). Clearly, the optimal point is \( x^* = 0 \), and the optimal value is 0. The Hessian of \( f \) is constant, and has eigenvalues 1 and \( \gamma \), so the condition numbers of the sublevel sets of \( f \) are all exactly

\[
\frac{\max\{1, \gamma\}}{\min\{1, \gamma\}} = \max\{\gamma, 1/\gamma\}.
\]

The tightest choices for the strong convexity constants \( m \) and \( M \) are

\[
m = \min\{1, \gamma\}, \quad M = \max\{1, \gamma\}.
\]

We apply the gradient descent method with exact line search, starting at the point \( x^{(0)} = (\gamma, 1) \). In this case we can derive the following closed-form expressions for the iterates \( x^{(k)} \) and their function values (exercise 9.6):

\[
x_1^{(k)} = \gamma \left( \frac{\gamma - 1}{\gamma + 1} \right)^k, \quad x_2^{(k)} = \left( -\frac{\gamma - 1}{\gamma + 1} \right)^k,
\]

and

\[
f(x^{(k)}) = \frac{\gamma(\gamma + 1)}{2} \left( \frac{\gamma - 1}{\gamma + 1} \right)^{2k} = \left( \frac{\gamma - 1}{\gamma + 1} \right)^{2k} f(x^{(0)}).
\]

This is illustrated in figure 9.2, for \( \gamma = 10 \).

For this simple example, convergence is exactly linear, i.e., the error is exactly a geometric series, reduced by the factor \(|(\gamma - 1)/(\gamma + 1)|^2\) at each iteration. For
\( \gamma = 1 \), the exact solution is found in one iteration; for \( \gamma \) not far from one (say, between 1/3 and 3) convergence is rapid. The convergence is very slow for \( \gamma \gg 1 \) or \( \gamma \ll 1 \).

We can compare the convergence with the bound derived above in \( \S 9.3.1 \). Using the least conservative values \( m = \min\{1, \gamma\} \) and \( M = \max\{1, \gamma\} \), the bound (9.18) guarantees that the error in each iteration is reduced at least by the factor \( c = (1 - m/M)^2 \). We have seen that the error is in fact reduced exactly by the factor \( \left( 1 - \frac{m}{M} \right)^2 \) in each iteration. For small \( m/M \), which corresponds to large condition number, the upper bound (9.19) implies that the number of iterations required to obtain a given level of accuracy grows at most like \( M/m \), i.e., one quarter of the value of the bound. This shows that for this simple example, the bound on the number of iterations derived in our simple analysis is only about a factor of four conservative (using the least conservative values for \( m \) and \( M \)). In particular, the convergence rate (as well as its upper bound) is very dependent on the condition number of the sublevel sets.

A nonquadratic problem in \( \mathbb{R}^2 \)

We now consider a nonquadratic example in \( \mathbb{R}^2 \), with

\[
 f(x_1, x_2) = e^{x_1 + 3x_2 - 0.1} + e^{x_1 - 3x_2 - 0.1} + e^{-x_1 - 0.1}.
\]  

(9.20)

We apply the gradient method with a backtracking line search, with \( \alpha = 0.1 \), \( \beta = 0.7 \). Figure 9.3 shows some level curves of \( f \), and the iterates \( x^{(k)} \) generated by the gradient method (shown as small circles). The lines connecting successive iterates show the scaled steps,

\[
 x^{(k+1)} = x^{(k)} - t^{(k)} \nabla f(x^{(k)}).
\]

Figure 9.4 shows the error \( f(x^{(k)}) - p^* \) versus iteration \( k \). The plot reveals that the error converges to zero approximately as a geometric series, i.e., the convergence is approximately linear. In this example, the error is reduced from about 10 to about 10^{-7} in 20 iterations, so the error is reduced by a factor of approximately 10^{-8/20} \approx 0.4 \) each iteration. This reasonably rapid convergence is predicted by our convergence analysis, since the sublevel sets of \( f \) are not too badly conditioned, which in turn means that \( M/m \) can be chosen as not too large.

To compare backtracking line search with an exact line search, we use the gradient method with an exact line search, on the same problem, and with the same starting point. The results are given in figures 9.5 and 9.4. Here too the convergence is approximately linear, about twice as fast as the gradient method with backtracking line search. With exact line search, the error is reduced by about 10^{-11} in 15 iterations, i.e., a reduction by a factor of about 10^{-11/15} \approx 0.2 \) per iteration.
Figure 9.3 Iterates of the gradient method with backtracking line search, for the problem in $\mathbb{R}^2$ with objective $f$ given in (9.20). The dashed curves are level curves of $f$, and the small circles are the iterates of the gradient method. The solid lines, which connect successive iterates, show the scaled steps $t^{(k)} \Delta x^{(k)}$.

Figure 9.4 Error $f(x^{(k)}) - p^*$ versus iteration $k$ of the gradient method with backtracking and exact line search, for the problem in $\mathbb{R}^2$ with objective $f$ given in (9.20). The plot shows nearly linear convergence, with the error reduced approximately by the factor 0.4 in each iteration of the gradient method with backtracking line search, and by the factor 0.2 in each iteration of the gradient method with exact line search.
A problem in $\mathbb{R}^{100}$

We next consider a larger example, of the form

$$f(x) = c^T x - \sum_{i=1}^{m} \log(b_i - a_i^T x),$$

(9.21)

with $m = 500$ terms and $n = 100$ variables.

The progress of the gradient method with backtracking line search, with parameters $\alpha = 0.1$, $\beta = 0.5$, is shown in figure 9.6. In this example we see an initial approximately linear and fairly rapid convergence for about 20 iterations, followed by a slower linear convergence. Overall, the error is reduced by a factor of around $10^6$ in around 175 iterations, which gives an average error reduction by a factor of around $10^{-6/175} \approx 0.92$ per iteration. The initial convergence rate, for the first 20 iterations, is around a factor of 0.8 per iteration; the slower final convergence rate, after the first 20 iterations, is around a factor of 0.94 per iteration.

Figure 9.6 shows the convergence of the gradient method with exact line search. The convergence is again approximately linear, with an overall error reduction by approximately a factor $10^{-6/140} \approx 0.91$ per iteration. This is only a bit faster than the gradient method with backtracking line search.

Finally, we examine the influence of the backtracking line search parameters $\alpha$ and $\beta$ on the convergence rate, by determining the number of iterations required to obtain $f(x^{(k)}) - p^* \leq 10^{-5}$. In the first experiment, we fix $\beta = 0.5$, and vary $\alpha$ from 0.05 to 0.5. The number of iterations required varies from about 80, for larger values of $\alpha$, in the range 0.2–0.5, to about 170 for smaller values of $\alpha$. This, and other experiments, suggest that the gradient method works better with fairly large $\alpha$, in the range 0.2–0.5.

Similarly, we can study the effect of the choice of $\beta$ by fixing $\alpha = 0.1$ and varying $\beta$ from 0.05 to 0.95. Again the variation in the total number of iterations is not large, ranging from around 80 (when $\beta \approx 0.5$) to around 200 (for $\beta$ small, or near 1). This experiment, and others, suggest that $\beta \approx 0.5$ is a good choice.
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These experiments suggest that the effect of the backtracking parameters on the convergence is not large, no more than a factor of two or so.

Gradient method and condition number

Our last experiment will illustrate the importance of the condition number of \( \nabla^2 f(x) \) (or the sublevel sets) on the rate of convergence of the gradient method. We start with the function given by (9.21), but replace the variable \( x \) by \( x = T\bar{x} \), where

\[
T = \text{diag}(1, \gamma^{1/n}, \gamma^{2/n}, \ldots, \gamma^{(n-1)/n}),
\]

i.e., we minimize

\[
\bar{f}(\bar{x}) = c^T T\bar{x} - \sum_{i=1}^{m} \log(b_i - a_i^T T\bar{x}).
\]  

(9.22)

This gives us a family of optimization problems, indexed by \( \gamma \), which affects the problem condition number.

Figure 9.7 shows the number of iterations required to achieve \( \bar{f}(\bar{x}^{(k)}) - \bar{p}^* < 10^{-5} \) as a function of \( \gamma \), using a backtracking line search with \( \alpha = 0.3 \) and \( \beta = 0.7 \). This plot shows that for diagonal scaling as small as 10 : 1 (i.e., \( \gamma = 10 \)), the number of iterations grows to more than a thousand; for a diagonal scaling of 20 or more, the gradient method slows to essentially useless.

The condition number of the Hessian \( \nabla^2 \bar{f}(\bar{x}^*) \) at the optimum is shown in figure 9.8. For large and small \( \gamma \), the condition number increases roughly as \( \max\{\gamma^2, 1/\gamma^2\} \), in a very similar way as the number of iterations depends on \( \gamma \). This shows again that the relation between conditioning and convergence speed is a real phenomenon, and not just an artifact of our analysis.
Figure 9.7 Number of iterations of the gradient method applied to problem (9.22). The vertical axis shows the number of iterations required to obtain \( f(x^{(k)}) - p^* < 10^{-5} \). The horizontal axis shows \( \gamma \), which is a parameter that controls the amount of diagonal scaling. We use a backtracking line search with \( \alpha = 0.3, \beta = 0.7 \).

Figure 9.8 Condition number of the Hessian of the function at its minimum, as a function of \( \gamma \). By comparing this plot with the one in figure 9.7, we see that the condition number has a very strong influence on convergence rate.
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Conclusions

From the numerical examples shown, and others, we can make the conclusions summarized below.

- The gradient method often exhibits approximately linear convergence, i.e., the error $f(x^{(k)}) - p^*$ converges to zero approximately as a geometric series.
- The choice of backtracking parameters $\alpha, \beta$ has a noticeable but not dramatic effect on the convergence. An exact line search sometimes improves the convergence of the gradient method, but the effect is not large (and probably not worth the trouble of implementing the exact line search).
- The convergence rate depends greatly on the condition number of the Hessian, or the sublevel sets. Convergence can be very slow, even for problems that are moderately well conditioned (say, with condition number in the 100s). When the condition number is larger (say, 1000 or more) the gradient method is so slow that it is useless in practice.

The main advantage of the gradient method is its simplicity. Its main disadvantage is that its convergence rate depends so critically on the condition number of the Hessian or sublevel sets.

9.4 Steepest descent method

The first-order Taylor approximation of $f(x + v)$ around $x$ is

$$f(x + v) \approx \tilde{f}(x + v) = f(x) + \nabla f(x)^T v.$$  

The second term on the righthand side, $\nabla f(x)^T v$, is the directional derivative of $\tilde{f}$ at $x$ in the direction $v$. It gives the approximate change in $f$ for a small step $v$. The step $v$ is a descent direction if the directional derivative is negative.

We now address the question of how to choose $v$ to make the directional derivative as negative as possible. Since the directional derivative $\nabla f(x)^T v$ is linear in $v$, it can be made as negative as we like by taking $v$ large (provided $v$ is a descent direction, i.e., $\nabla f(x)^T v < 0$). To make the question sensible we have to limit the size of $v$, or normalize by the length of $v$.

Let $\| \cdot \|$ be any norm on $\mathbb{R}^n$. We define a normalized steepest descent direction (with respect to the norm $\| \cdot \|$) as

$$\Delta x_{nsd} = \text{argmin}\{\nabla f(x)^T v \mid \|v\| = 1\}. \quad (9.23)$$

(We say ‘a’ steepest descent direction because there can be multiple minimizers.)

A normalized steepest descent direction $\Delta x_{nsd}$ is a step of unit norm that gives the largest decrease in the linear approximation of $f$.

A normalized steepest descent direction can be interpreted geometrically as follows. We can just as well define $\Delta x_{nsd}$ as

$$\Delta x_{nsd} = \text{argmin}\{\nabla f(x)^T v \mid \|v\| \leq 1\},$$
Unconstrained minimization

i.e., as the direction in the unit ball of \( \| \cdot \| \) that extends farthest in the direction \(-\nabla f(x)\).

It is also convenient to consider a steepest descent step \( \Delta x_{sd} \) that is \textit{unnormalized}, by scaling the normalized steepest descent direction in a particular way:

\[
\Delta x_{sd} = \| \nabla f(x) \|_* \Delta x_{nsd},
\]

(9.24)

where \( \| \cdot \|_* \) denotes the dual norm. Note that for the steepest descent step, we have

\[
\nabla f(x)^T \Delta x_{sd} = \| \nabla f(x) \|_* \nabla f(x)^T \Delta x_{nsd} = -\| \nabla f(x) \|^2_*
\]

(see exercise 9.7).

The \textit{steepest descent method} uses the steepest descent direction as search direction.

\[
\text{Algorithm 9.4 Steepest descent method.}
\]

\begin{algorithm}
\begin{itemize}
\item \textbf{given} a starting point \( x \in \text{dom } f \).
\item \textbf{repeat}
\begin{itemize}
\item 1. Compute steepest descent direction \( \Delta x_{sd} \).
\item 2. \textit{Line search}. Choose \( t \) via backtracking or exact line search.
\item 3. \textit{Update}. \( x := x + t \Delta x_{sd} \).
\end{itemize}
\item \textbf{until} stopping criterion is satisfied.
\end{itemize}
\end{algorithm}

When exact line search is used, scale factors in the descent direction have no effect, so the normalized or unnormalized direction can be used.

9.4.1 Steepest descent for Euclidean and quadratic norms

\textbf{Steepest descent for Euclidean norm}

If we take the norm \( \| \cdot \| \) to be the Euclidean norm we find that the steepest descent direction is simply the negative gradient, \( i.e., \Delta x_{sd} = -\nabla f(x) \). The steepest descent method for the Euclidean norm coincides with the gradient descent method.

\textbf{Steepest descent for quadratic norm}

We consider the quadratic norm

\[
\| z \|_P = (z^T P z)^{1/2} = \| P^{1/2} z \|_2,
\]

where \( P \in S^n_{++} \). The normalized steepest descent direction is given by

\[
\Delta x_{nsd} = -\left( \nabla f(x)^T P^{-1} \nabla f(x) \right)^{-1/2} P^{-1} \nabla f(x).
\]

The dual norm is given by \( \| z \|_* = \| P^{-1/2} z \|_2 \), so the steepest descent step with respect to \( \| \cdot \|_P \) is given by

\[
\Delta x_{sd} = -P^{-1} \nabla f(x).
\]

(9.25)

The normalized steepest descent direction for a quadratic norm is illustrated in figure 9.9.
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Figure 9.9 Normalized steepest descent direction for a quadratic norm. The ellipsoid shown is the unit ball of the norm, translated to the point \( x \). The normalized steepest descent direction \( \Delta x_{\text{nsd}} \) at \( x \) extends as far as possible in the direction \(-\nabla f(x)\) while staying in the ellipsoid. The gradient and normalized steepest descent directions are shown.

Interpretation via change of coordinates

We can give an interesting alternative interpretation of the steepest descent direction \( \Delta x_{\text{sd}} \) as the gradient search direction after a change of coordinates is applied to the problem. Define \( \bar{u} = P^{1/2}u \), so we have \( \|u\|_P = \|\bar{u}\|_2 \). Using this change of coordinates, we can solve the original problem of minimizing \( f \) by solving the equivalent problem of minimizing \( \bar{f} \): \( R^n \to R \), given by

\[
\bar{f}(\bar{u}) = f(P^{-1/2}\bar{u}) = f(u).
\]

If we apply the gradient method to \( \bar{f} \), the search direction at a point \( \bar{x} \) (which corresponds to the point \( x = P^{-1/2}\bar{x} \) for the original problem) is

\[
\Delta \bar{x} = -\nabla \bar{f}(\bar{x}) = -P^{-1/2}\nabla f(P^{-1/2}\bar{x}) = -P^{-1/2}\nabla f(x).
\]

This gradient search direction corresponds to the direction

\[
\Delta x = P^{-1/2} \left( -P^{-1/2}\nabla f(x) \right) = -P^{-1}\nabla f(x)
\]

for the original variable \( x \). In other words, the steepest descent method in the quadratic norm \( \| \cdot \|_P \) can be thought of as the gradient method applied to the problem after the change of coordinates \( \bar{x} = P^{1/2}x \).

9.4.2 Steepest descent for \( \ell_1 \)-norm

As another example, we consider the steepest descent method for the \( \ell_1 \)-norm. A normalized steepest descent direction,

\[
\Delta x_{\text{nsd}} = \arg\min \{ \nabla f(x)^T v \mid \|v\|_1 \leq 1 \},
\]
is easily characterized. Let $i$ be any index for which $\|\nabla f(x)\|_{\infty} = |(\nabla f(x))_i|$. Then a normalized steepest descent direction $\Delta x_{\text{nsd}}$ for the $\ell_1$-norm is given by

$$\Delta x_{\text{nsd}} = -\text{sign} \left( \frac{\partial f(x)}{\partial x_i} \right) e_i,$$

where $e_i$ is the $i$th standard basis vector. An unnormalized steepest descent step is then

$$\Delta x_{\text{sd}} = \Delta x_{\text{nsd}} \|\nabla f(x)\|_{\infty} = -\frac{\partial f(x)}{\partial x_i} e_i.$$

Thus, the normalized steepest descent step in $\ell_1$-norm can always be chosen to be a standard basis vector (or a negative standard basis vector). It is the coordinate axis direction along which the approximate decrease in $f$ is greatest. This is illustrated in figure 9.10.

The steepest descent algorithm in the $\ell_1$-norm has a very natural interpretation: At each iteration we select a component of $\nabla f(x)$ with maximum absolute value, and then decrease or increase the corresponding component of $x$, according to the sign of $(\nabla f(x))_i$. The algorithm is sometimes called a coordinate-descent algorithm, since only one component of the variable $x$ is updated at each iteration. This can greatly simplify, or even trivialize, the line search.

Example 9.2  Frobenius norm scaling. In §4.5.4 we encountered the unconstrained geometric program

$$\text{minimize } \sum_{i,j=1}^n M_{ij}^2 d_i^2 / d_j^2,$$

where $M \in \mathbb{R}^{n \times n}$ is given, and the variable is $d \in \mathbb{R}^n$. Using the change of variables $x_i = 2 \log d_i$ we can express this geometric program in convex form as

$$\text{minimize } f(x) = \log \left( \sum_{i,j=1}^n M_{ij}^2 e^{x_i-x_j} \right).$$
It is easy to minimize \( f \) one component at a time. Keeping all components except the \( k\)th fixed, we can write \( f(x) = \log(\alpha_k + \beta_k e^{-x_k} + \gamma_k e^{x_k}) \), where

\[
\alpha_k = M^2_{kk} + \sum_{i,j \neq k} M^2_{ij} e^{x_i - x_j}, \quad \beta_k = \sum_{i \neq k} M^2_{ik} e^{x_i}, \quad \gamma_k = \sum_{j \neq k} M^2_{kj} e^{-x_j}.
\]

The minimum of \( f(x) \), as a function of \( x_k \), is obtained for \( x_k = \log(\beta_k / \gamma_k) / 2 \). So for this problem an exact line search can be carried out using a simple analytical formula.

The \( \ell_1 \)-steepest descent algorithm with exact line search consists of repeating the following steps.

1. Compute the gradient

\[
(\nabla f(x))_i = \frac{-\beta_i e^{-x_i} + \gamma_i e^{x_i}}{\alpha_i + \beta_i e^{-x_i} + \gamma_i e^{x_i}}, \quad i = 1, \ldots, n.
\]

2. Select a largest (in absolute value) component of \( \nabla f(x) \):

\[
|\nabla f(x)|_k = \|\nabla f(x)\|_\infty.
\]

3. Minimize \( f \) over the scalar variable \( x_k \), by setting \( x_k = \log(\beta_k / \gamma_k) / 2 \).

### 9.4.3 Convergence analysis

In this section we extend the convergence analysis for the gradient method with backtracking line search to the steepest descent method for an arbitrary norm. We will use the fact that any norm can be bounded in terms of the Euclidean norm, so there exists constants \( \gamma, \hat{\gamma} \in (0, 1] \) such that

\[
\|x\| \geq \gamma \|x\|_2, \quad \|x\|_* \geq \hat{\gamma} \|x\|_2
\]

(see §A.1.4).

Again we assume \( f \) is strongly convex on the initial sublevel set \( S \). The upper bound \( \nabla^2 f(x) \preceq M I \) implies an upper bound on the function \( f(x + t \Delta x_{sd}) \) as a function of \( t \):

\[
\begin{align*}
  f(x + t \Delta x_{sd}) &\leq f(x) + t \nabla f(x)^T \Delta x_{sd} + \frac{M \|\Delta x_{sd}\|_2^2}{2} t^2 \\
 &\leq f(x) + t \nabla f(x)^T \Delta x_{sd} + \frac{M \|\Delta x_{sd}\|_2^2}{2\gamma^2} t^2 \\
 &= f(x) - t \|\nabla f(x)\|_*^2 + \frac{M}{2\gamma^2} t^2 \|\nabla f(x)\|_*^2.
\end{align*}
\]

The step size \( \hat{t} = \gamma^2 / M \) (which minimizes the quadratic upper bound (9.26)) satisfies the exit condition for the backtracking line search:

\[
f(x + \hat{t} \Delta x_{sd}) \leq f(x) - \frac{\gamma^2}{2M} \|\nabla f(x)\|_*^2 \leq f(x) + \frac{\alpha \gamma^2}{M} \nabla f(x)^T \Delta x_{sd}
\]

(9.27)
since $\alpha < 1/2$ and $\nabla f(x)^T \Delta x_{sd} = -\|\nabla f(x)\|^2$. The line search therefore returns a step size $t \geq \min\{1, \beta \gamma^2/M\}$, and we have

$$f(x^+) = f(x + t\Delta x_{sd}) \leq f(x) - \alpha \min\{1, \beta \gamma^2/M\}\|\nabla f(x)\|^2$$

Subtracting $p^*$ from both sides and using (9.9), we obtain

$$f(x^+) - p^* \leq c(f(x) - p^*),$$

where

$$c = 1 - 2m\alpha \gamma^2 \min\{1, \beta \gamma^2/M\} < 1.$$  

Therefore we have

$$f(x^{(k)}) - p^* \leq c^k(f(x^{(0)}) - p^*),$$

i.e., linear convergence exactly as in the gradient method.

### 9.4.4 Discussion and examples

**Choice of norm for steepest descent**

The choice of norm used to define the steepest descent direction can have a dramatic effect on the convergence rate. For simplicity, we consider the case of steepest descent with quadratic $P$-norm. In §9.4.1, we showed that the steepest descent method with quadratic $P$-norm is the same as the gradient method applied to the problem after the change of coordinates $\tilde{x} = P^{1/2}x$. We know that the gradient method works well when the condition numbers of the sublevel sets (or the Hessian near the optimal point) are moderate, and works poorly when the condition numbers are large. It follows that when the sublevel sets, after the change of coordinates $\tilde{x} = P^{1/2}x$, are moderately conditioned, the steepest descent method will work well.

This observation provides a prescription for choosing $P$: It should be chosen so that the sublevel sets of $f$, transformed by $P^{-1/2}$, are well conditioned. For example if an approximation $\hat{H}$ of the Hessian at the optimal point $H(x^*)$ were known, a very good choice of $P$ would be $P = \hat{H}$, since the Hessian of $\tilde{f}$ at the optimum is then

$$\hat{H}^{-1/2}\nabla^2 f(x^*)\hat{H}^{-1/2} \approx I,$$

and so is likely to have a low condition number.

This same idea can be described without a change of coordinates. Saying that a sublevel set has low condition number after the change of coordinates $\tilde{x} = P^{1/2}x$ is the same as saying that the ellipsoid

$$E = \{x \mid x^T P x \leq 1\}$$

approximates the shape of the sublevel set. (In other words, it gives a good approximation after appropriate scaling and translation.)

This dependence of the convergence rate on the choice of $P$ can be viewed from two sides. The optimist’s viewpoint is that for any problem, there is always a
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Figure 9.11 Steepest descent method with a quadratic norm $\| \cdot \|_{P_1}$. The ellipses are the boundaries of the norm balls $\{ x \ | \ |x - x^{(k)}|_{P_1} \leq 1 \}$ at $x^{(0)}$ and $x^{(1)}$.

choice of $P$ for which the steepest descent method works very well. The challenge, of course, is to find such a $P$. The pessimist’s viewpoint is that for any problem, there are a huge number of choices of $P$ for which steepest descent works very poorly. In summary, we can say that the steepest descent method works well in cases where we can identify a matrix $P$ for which the transformed problem has moderate condition number.

Examples

In this section we illustrate some of these ideas using the nonquadratic problem in $\mathbb{R}^2$ with objective function (9.20). We apply the steepest descent method to the problem, using the two quadratic norms defined by

$$ P_1 = \begin{bmatrix} 2 & 0 \\ 0 & 8 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 8 & 0 \\ 0 & 2 \end{bmatrix}. $$

In both cases we use a backtracking line search with $\alpha = 0.1$ and $\beta = 0.7$.

Figures 9.11 and 9.12 show the iterates for steepest descent with norm $\| \cdot \|_{P_1}$ and norm $\| \cdot \|_{P_2}$. Figure 9.13 shows the error versus iteration number for both norms. Figure 9.13 shows that the choice of norm strongly influences the convergence. With the norm $\| \cdot \|_{P_1}$, convergence is a bit more rapid than the gradient method, whereas with the norm $\| \cdot \|_{P_2}$, convergence is far slower.

This can be explained by examining the problems after the changes of coordinates $\tilde{x} = P_1^{1/2}x$ and $\tilde{x} = P_2^{1/2}x$, respectively. Figures 9.14 and 9.15 show the problems in the transformed coordinates. The change of variables associated with $P_1$ yields sublevel sets with modest condition number, so convergence is fast. The change of variables associated with $P_2$ yields sublevel sets that are more poorly conditioned, which explains the slower convergence.
Unconstrained minimization

Figure 9.12 Steepest descent method, with quadratic norm $\| \cdot \|_2$.

Figure 9.13 Error $f(x^{(k)}) - p^*$ versus iteration $k$, for the steepest descent method with the quadratic norm $\| \cdot \|_1$ and the quadratic norm $\| \cdot \|_2$. Convergence is rapid for the norm $\| \cdot \|_1$ and very slow for $\| \cdot \|_2$. 
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Figure 9.14 The iterates of steepest descent with norm $\| \cdot \|_{P_1}$, after the change of coordinates. This change of coordinates reduces the condition number of the sublevel sets, and so speeds up convergence.

Figure 9.15 The iterates of steepest descent with norm $\| \cdot \|_{P_2}$, after the change of coordinates. This change of coordinates increases the condition number of the sublevel sets, and so slows down convergence.
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9.5.1 The Newton step

For \( x \in \text{dom } f \), the vector
\[
\Delta x_{nt} = -\nabla^2 f(x)^{-1}\nabla f(x)
\]
is called the Newton step (for \( f \), at \( x \)). Positive definiteness of \( \nabla^2 f(x) \) implies that
\[
\nabla f(x)^T \Delta x_{nt} = -\nabla f(x)^T \nabla^2 f(x)^{-1} \nabla f(x) < 0
\]
unless \( \nabla f(x) = 0 \), so the Newton step is a descent direction (unless \( x \) is optimal). The Newton step can be interpreted and motivated in several ways.

Minimizer of second-order approximation

The second-order Taylor approximation (or model) \( \hat{f} \) of \( f \) at \( x \) is
\[
\hat{f}(x + v) = f(x) + \nabla f(x)^T v + \frac{1}{2} v^T \nabla^2 f(x) v,
\]
(9.28)
which is a convex quadratic function of \( v \), and is minimized when \( v = \Delta x_{nt} \). Thus, the Newton step \( \Delta x_{nt} \) is what should be added to the point \( x \) to minimize the second-order approximation of \( f \) at \( x \). This is illustrated in figure 9.16.

This interpretation gives us some insight into the Newton step. If the function \( f \) is quadratic, then \( x + \Delta x_{nt} \) is the exact minimizer of \( f \). If the function \( f \) is nearly quadratic, intuition suggests that \( x + \Delta x_{nt} \) should be a very good estimate of the minimizer of \( f \), i.e., \( x^* \). Since \( f \) is twice differentiable, the quadratic model of \( f \) will be very accurate when \( x \) is near \( x^* \). It follows that when \( x \) is near \( x^* \), the point \( x + \Delta x_{nt} \) should be a very good estimate of \( x^* \). We will see that this intuition is correct.
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The Newton step is also the steepest descent direction at \( x \), for the quadratic norm
defined by the Hessian \( \nabla^2 f(x) \), i.e.,
\[
\| u \|_{\nabla^2 f(x)} = (u^T \nabla^2 f(x) u)^{1/2}.
\]
This gives another insight into why the Newton step should be a good search
direction, and a very good search direction when \( x \) is near \( x^* \).

Recall from our discussion above that steepest descent, with quadratic norm
\( \| \cdot \|_P \), converges very rapidly when the Hessian, after the associated change of
coordinates, has small condition number. In particular, near \( x^* \), a very good choice
is \( P = \nabla^2 f(x^*) \). When \( x \) is near \( x^* \), we have \( \nabla^2 f(x) \approx \nabla^2 f(x^*) \), which explains
why the Newton step is a very good choice of search direction. This is illustrated
in figure 9.17.

Solution of linearized optimality condition

If we linearize the optimality condition \( \nabla f(x^*) = 0 \) near \( x \) we obtain
\[
\nabla f(x + v) \approx \nabla f(x) + \nabla^2 f(x) v = 0,
\]
which is a linear equation in \( v \), with solution \( v = \Delta x_{nt} \). So the Newton step \( \Delta x_{nt} \) is
what must be added to \( x \) so that the linearized optimality condition holds. Again,
this suggests that when \( x \) is near \( x^* \) (so the optimality conditions almost hold),
the update \( x + \Delta x_{nt} \) should be a very good approximation of \( x^* \).

When \( n = 1 \), i.e., \( f : \mathbb{R} \to \mathbb{R} \), this interpretation is particularly simple. The
solution \( x^* \) of the minimization problem is characterized by \( f'(x^*) = 0 \), i.e., it is
Figure 9.18 The solid curve is the derivative $f'$ of the function $f$ shown in figure 9.16. $\hat{f}'$ is the linear approximation of $f'$ at $x$. The Newton step $\Delta x_{nt}$ is the difference between the root of $\hat{f}'$ and the point $x$.

the zero-crossing of the derivative $f'$, which is monotonically increasing since $f$ is convex. Given our current approximation $x$ of the solution, we form a first-order Taylor approximation of $f'$ at $x$. The zero-crossing of this affine approximation is then $x + \Delta x_{nt}$. This interpretation is illustrated in figure 9.18.

**Affine invariance of the Newton step**

An important feature of the Newton step is that it is independent of linear (or affine) changes of coordinates. Suppose $T \in \mathbb{R}^{n \times n}$ is nonsingular, and define $\bar{y} = f(Ty)$. Then we have

$$
\nabla \bar{y} = T^T \nabla f(x), \quad \nabla^2 \bar{y} = T^T \nabla^2 f(x)T,
$$

where $x = Ty$. The Newton step for $\bar{y}$ at $y$ is therefore

$$
\Delta y_{nt} = - (T^T \nabla^2 f(x)T)^{-1} (T^T \nabla f(x)),
$$

$$
= -T^{-1} \nabla^2 f(x)^{-1} \nabla f(x),
$$

$$
= T^{-1} \Delta x_{nt},
$$

where $\Delta x_{nt}$ is the Newton step for $f$ at $x$. Hence the Newton steps of $f$ and $\bar{y}$ are related by the same linear transformation, and

$$
x + \Delta x_{nt} = T(y + \Delta y_{nt}).
$$

**The Newton decrement**

The quantity

$$
\lambda(x) = (\nabla f(x)^T \nabla^2 f(x)^{-1} \nabla f(x))^{1/2}
$$

is called the *Newton decrement* at $x$. We will see that the Newton decrement plays an important role in the analysis of Newton’s method, and is also useful
as a stopping criterion. We can relate the Newton decrement to the quantity $f(x) - \inf_y \hat{f}(y)$, where $\hat{f}$ is the second-order approximation of $f$ at $x$:

$$f(x) - \inf_y \hat{f}(y) = f(x) - \hat{f}(x + \Delta x_{nt}) = \frac{1}{2} \lambda(x)^2.$$ 

Thus, $\lambda^2/2$ is an estimate of $f(x) - p^*$, based on the quadratic approximation of $f$ at $x$.

We can also express the Newton decrement as

$$\lambda(x) = (\Delta x_{nt}^T \nabla^2 f(x) \Delta x_{nt})^{1/2}.$$ (9.29)

This shows that $\lambda$ is the norm of the Newton step, in the quadratic norm defined by the Hessian, i.e., the norm

$$\|u\|_{\nabla^2 f(x)} = (u^T \nabla^2 f(x) u)^{1/2}.$$ 

The Newton decrement comes up in backtracking line search as well, since we have

$$\nabla f(x)^T \Delta x_{nt} = -\lambda(x)^2.$$ (9.30)

This is the constant used in a backtracking line search, and can be interpreted as the directional derivative of $f$ at $x$ in the direction of the Newton step:

$$-\lambda(x)^2 = \nabla f(x)^T \Delta x_{nt} = \frac{d}{dt} f(x + \Delta x_{nt} t) \bigg|_{t=0}.$$ 

Finally, we note that the Newton decrement is, like the Newton step, affine invariant. In other words, the Newton decrement of $\bar{f}(y) = f(Ty)$ at $y$, where $T$ is nonsingular, is the same as the Newton decrement of $f$ at $x = Ty$.

### 9.5.2 Newton’s method

Newton’s method, as outlined below, is sometimes called the damped Newton method or guarded Newton method, to distinguish it from the pure Newton method, which uses a fixed step size $t = 1$.

**Algorithm 9.5** Newton’s method.

- **given** a starting point $x \in \text{dom } f$, tolerance $\epsilon > 0$.
- **repeat**
  1. Compute the Newton step and decrement.
     $$\Delta x_{nt} := -\nabla^2 f(x)^{-1} \nabla f(x); \quad \lambda^2 := \nabla f(x)^T \nabla^2 f(x)^{-1} \nabla f(x).$$
  2. Stopping criterion. **quit** if $\lambda^2/2 \leq \epsilon$.
  3. Line search. Choose step size $t$ by backtracking line search.
  4. Update. $x := x + t \Delta x_{nt}$.

This is essentially the general descent method described in §9.2, using the Newton step as search direction. The only difference (which is very minor) is that the stopping criterion is checked after computing the search direction, rather than after the update.
9.5.3 Convergence analysis

We assume, as before, that $f$ is twice continuously differentiable, and strongly convex with constant $m$, i.e., $\nabla^2 f(x) \succeq mI$ for $x \in S$. We have seen that this also implies that there exists an $M > 0$ such that $\nabla^2 f(x) \preceq MI$ for all $x \in S$.

In addition, we assume that the Hessian of $f$ is Lipschitz continuous on $S$ with constant $L$, i.e.,

$$
\|\nabla^2 f(x) - \nabla^2 f(y)\|_2 \leq L \|x - y\|_2
$$

(9.31)

for all $x, y \in S$. The coefficient $L$, which can be interpreted as a bound on the third derivative of $f$, can be taken to be zero for a quadratic function. More generally $L$ measures how well $f$ can be approximated by a quadratic model, so we can expect the Lipschitz constant $L$ to play a critical role in the performance of Newton’s method. Intuition suggests that Newton’s method will work very well for a function whose quadratic model varies slowly (i.e., has small $L$).

Idea and outline of convergence proof

We first give the idea and outline of the convergence proof, and the main conclusion, and then the details of the proof. We will show there are numbers $\eta$ and $\gamma$ with $0 < \eta \leq m^2/L$ and $\gamma > 0$ such that the following hold.

- If $\|\nabla f(x^{(k)})\|_2 \geq \eta$, then
  $$
  f(x^{(k+1)}) - f(x^{(k)}) \leq -\gamma.
  $$
  (9.32)

- If $\|\nabla f(x^{(k)})\|_2 < \eta$, then the backtracking line search selects $t^{(k)} = 1$ and
  $$
  \frac{L}{2m^2} \|\nabla f(x^{(k+1)})\|_2 \leq \left( \frac{L}{2m^2} \|\nabla f(x^{(k)})\|_2 \right)^2.
  $$
  (9.33)

Let us analyze the implications of the second condition. Suppose that it is satisfied for iteration $k$, i.e., $\|\nabla f(x^{(k)})\|_2 < \eta$. Since $\eta \leq m^2/L$, we have $\|\nabla f(x^{(k+1)})\|_2 < \eta$, i.e., the second condition is also satisfied at iteration $k + 1$. Continuing recursively, we conclude that once the second condition holds, it will hold for all future iterates, i.e., for all $l \geq k$, we have $\|\nabla f(x^{(l)})\|_2 < \eta$. Therefore for all $l \geq k$, the algorithm takes a full Newton step $t = 1$, and

$$
\frac{L}{2m^2} \|\nabla f(x^{(l+1)})\|_2 \leq \left( \frac{L}{2m^2} \|\nabla f(x^{(l)})\|_2 \right)^2.
$$

(9.34)

Applying this inequality recursively, we find that for $l \geq k$,

$$
\frac{L}{2m^2} \|\nabla f(x^{(l)})\|_2 \leq \left( \frac{L}{2m^2} \|\nabla f(x^{(k)})\|_2 \right)^{2^{l-k}} \leq \left( \frac{1}{2} \right)^{2^{l-k}},
$$

and hence

$$
f(x^{(l)}) - p^* \leq \frac{1}{2m} \|\nabla f(x^{(l)})\|_2^2 \leq \frac{2m^3}{L^2} \left( \frac{1}{2} \right)^{2^{l-k+1}}.
$$

(9.35)
This last inequality shows that convergence is extremely rapid once the second condition is satisfied. This phenomenon is called quadratic convergence. Roughly speaking, the inequality (9.35) means that, after a sufficiently large number of iterations, the number of correct digits doubles at each iteration.

The iterations in Newton’s method naturally fall into two stages. The second stage, which occurs once the condition \( \|\nabla f(x)\|_2 \leq \eta \) holds, is called the quadratically convergent stage. We refer to the first stage as the damped Newton phase, because the algorithm can choose a step size \( t < 1 \). The quadratically convergent stage is also called the pure Newton phase, since in these iterations a step size \( t = 1 \) is always chosen.

Now we can estimate the total complexity. First we derive an upper bound on the number of iterations in the damped Newton phase. Since \( f \) decreases by at least \( \gamma \) at each iteration, the number of damped Newton steps cannot exceed

\[
\frac{f(x^{(0)}) - p^*}{\gamma},
\]

since if it did, \( f \) would be less than \( p^* \), which is impossible.

We can bound the number of iterations in the quadratically convergent phase using the inequality (9.35). It implies that we must have \( f(x) - p^* \leq \epsilon \) after no more than

\[
\log_2 \log_2 (\epsilon_0/\epsilon)
\]

iterations in the quadratically convergent phase, where \( \epsilon_0 = 2m^3/L^2 \).

Overall, then, the number of iterations until \( f(x) - p^* \leq \epsilon \) is bounded above by

\[
\frac{f(x^{(0)}) - p^*}{\gamma} + \log_2 \log_2 (\epsilon_0/\epsilon).
\] (9.36)

The term \( \log_2 \log_2 (\epsilon_0/\epsilon) \), which bounds the number of iterations in the quadratically convergent phase, grows extremely slowly with required accuracy \( \epsilon \), and can be considered a constant for practical purposes, say five or six. (Six iterations of the quadratically convergent stage gives an accuracy of about \( \epsilon \approx 5 \cdot 10^{-20} \epsilon_0 \).)

Not quite accurately, then, we can say that the number of Newton iterations required to minimize \( f \) is bounded above by

\[
\frac{f(x^{(0)}) - p^*}{\gamma} + 6.
\] (9.37)

A more precise statement is that (9.37) is a bound on the number of iterations to compute an extremely good approximation of the solution.

**Damped Newton phase**

We now establish the inequality (9.32). Assume \( \|\nabla f(x)\|_2 \geq \eta \). We first derive a lower bound on the step size selected by the line search. Strong convexity implies that \( \nabla^2 f(x) \preceq MI \) on \( S \), and therefore

\[
f(x + t\Delta x_{nt}) \leq f(x) + t\nabla f(x)^T \Delta x_{nt} + \frac{M\|\Delta x_{nt}\|_2^2}{2} t^2 \leq f(x) - t\lambda(x)^2 + \frac{M}{2m} t^2 \lambda(x)^2,
\]
where we use (9.30) and
\[ \lambda(x)^2 = \Delta x_{nt}^T \nabla^2 f(x) \Delta x_{nt} \geq m \| \Delta x_{nt} \|^2. \]

The step size \( \hat{t} = m/M \) satisfies the exit condition of the line search, since
\[ f(x + \hat{t} \Delta x_{nt}) \leq f(x) - \frac{m}{2M} \lambda(x)^2 \leq f(x) - \alpha \hat{t} \lambda(x)^2. \]

Therefore the line search returns a step size \( t \geq \beta m/M \), resulting in a decrease of
the objective function
\[ f(x^+) - f(x) \leq -\alpha t \lambda(x)^2 \leq -\alpha \beta \frac{m}{M} \lambda(x)^2 \leq -\alpha \beta \eta^2 \frac{m}{M^2}, \]

where we use
\[ \lambda(x)^2 = \nabla f(x)^T \nabla^2 f(x)^{-1} \nabla f(x) \geq (1/M) \| \nabla f(x) \|^2. \]

Therefore, (9.32) is satisfied with
\[ \gamma = \alpha \beta \eta^2 \frac{m}{M^2}. \] (9.38)

**Quadratically convergent phase**

We now establish the inequality (9.33). Assume \( \| \nabla f(x) \|_2 < \eta \). We first show that the backtracking line search selects unit steps, provided
\[ \eta \leq 3(1 - 2\alpha) \frac{m^2}{L}. \]

By the Lipschitz condition (9.31), we have, for \( t \geq 0 \),
\[ \| \nabla^2 f(x + t \Delta x_{nt}) - \nabla^2 f(x) \|_2 \leq tL \| \Delta x_{nt} \|_2, \]

and therefore
\[ |\Delta x_{nt}^T (\nabla^2 f(x + t \Delta x_{nt}) - \nabla^2 f(x)) \Delta x_{nt}| \leq tL \| \Delta x_{nt} \|^3. \]

With \( \tilde{f}(t) = f(x + t \Delta x_{nt}) \), we have \( \tilde{f}''(t) = \Delta x_{nt}^T \nabla^2 f(x + t \Delta x_{nt}) \Delta x_{nt} \), so the inequality above is
\[ |\tilde{f}''(t) - \tilde{f}''(0)| \leq tL \| \Delta x_{nt} \|^3. \]

We will use this inequality to determine an upper bound on \( \tilde{f}(t) \). We start with
\[ \tilde{f}''(t) \leq \tilde{f}''(0) + tL \| \Delta x_{nt} \|^3 \leq \lambda(x)^2 + \frac{L}{m^{3/2}} \lambda(x)^3, \]
where we use \( \hat{f}''(0) = \lambda(x)^2 \) and \( \lambda(x)^2 \geq m\|\Delta x_{\text{nt}}\|^2_2 \). We integrate the inequality to get

\[
\hat{f}'(t) \leq \hat{f}'(0) + t\lambda(x)^2 + t^2 \frac{L}{2m^{3/2}} \lambda(x)^3,
\]

using \( \hat{f}'(0) = -\lambda(x)^2 \). We integrate once more to get

\[
\hat{f}(t) \leq \hat{f}(0) - t\lambda(x)^2 + t^2 \frac{1}{2} \lambda(x)^2 + t^3 \frac{L}{6m^{3/2}} \lambda(x)^3.
\]

Finally, we take \( t = 1 \) to obtain

\[
f(x + \Delta x_{\text{nt}}) \leq f(x) - \frac{1}{2} \lambda(x)^2 + \frac{L}{6m^{3/2}} \lambda(x)^3.
\]

Now suppose \( \|\nabla f(x)\|_2 \leq \eta \leq 3(1 - 2\alpha)m^2/L \). By strong convexity, we have

\[\lambda(x) \leq 3(1 - 2\alpha)m^{3/2}/L,\]

and by (9.39) we have

\[
f(x + \Delta x_{\text{nt}}) \leq f(x) - \alpha \lambda(x)^2 = f(x) + \alpha \nabla f(x)^T \Delta x_{\text{nt}},
\]

which shows that the unit step \( t = 1 \) is accepted by the backtracking line search.

Let us now examine the rate of convergence. Applying the Lipschitz condition, we have

\[
\|\nabla f(x^+)\|_2 = \|\nabla f(x^+ + \Delta x_{\text{nt}}) - \nabla f(x) - \nabla^2 f(x) \Delta x_{\text{nt}}\|_2
\]

\[
= \left\| \int_0^1 \left( \nabla^2 f(x + t\Delta x_{\text{nt}}) - \nabla^2 f(x) \right) \Delta x_{\text{nt}} \, dt \right\|_2
\]

\[
\leq \frac{L}{2} \|\Delta x_{\text{nt}}\|^2_2
\]

\[
= \frac{L}{2} \|\nabla^2 f(x)^{-1} \nabla f(x)\|^2_2
\]

\[
\leq \frac{L}{2m^{2/2}} \|\nabla f(x)\|^2_2,
\]

\[\text{i.e., the inequality (9.33).}\]

In conclusion, the algorithm selects unit steps and satisfies the condition (9.33) if \( \|\nabla f(x^{(k)}\|_2 < \eta \), where

\[
\eta = \min \{1, 3(1 - 2\alpha)\} \frac{m^2}{L}.
\]

Substituting this bound and (9.38) into (9.37), we find that the number of iterations is bounded above by

\[
6 + \frac{M^2L^2/m^5}{\alpha \beta \min\{1,9(1-2\alpha)^2\}} (f(x^{(0)}) - p^*).
\]

(9.40)
9.5.4 Examples

Example in $\mathbb{R}^2$

We first apply Newton’s method with backtracking line search on the test function (9.20), with line search parameters $\alpha = 0.1$, $\beta = 0.7$. Figure 9.19 shows the Newton iterates, and also the ellipsoids $\{ x \mid \| x - x^{(k)} \|_{\nabla^2 f(x^{(k)})} \leq 1 \}$ for the first two iterates $k = 0, 1$. The method works well because these ellipsoids give good approximations of the shape of the sublevel sets.

Figure 9.20 shows the error versus iteration number for the same example. This plot shows that convergence to a very high accuracy is achieved in only five iterations. Quadratic convergence is clearly apparent: The last step reduces the error from about $10^{-5}$ to $10^{-10}$.

Example in $\mathbb{R}^{100}$

Figure 9.21 shows the convergence of Newton’s method with backtracking and exact line search for a problem in $\mathbb{R}^{100}$. The objective function has the form (9.21), with the same problem data and the same starting point as was used in figure 9.6. The plot for the backtracking line search shows that a very high accuracy is attained in eight iterations. Like the example in $\mathbb{R}^2$, quadratic convergence is clearly evident after about the third iteration. The number of iterations in Newton’s method with exact line search is only one smaller than with a backtracking line search. This is also typical. An exact line search usually gives a very small improvement in convergence of Newton’s method. Figure 9.22 shows the step sizes for this example. After two damped steps, the steps taken by the backtracking line search are all full, i.e., $t = 1$.

Experiments with the values of the backtracking parameters $\alpha$ and $\beta$ reveal that they have little effect on the performance of Newton’s method, for this example
Figure 9.20 Error versus iteration $k$ of Newton’s method for the problem in $\mathbb{R}^2$. Convergence to a very high accuracy is achieved in five iterations.

Figure 9.21 Error versus iteration for Newton’s method for the problem in $\mathbb{R}^{100}$. The backtracking line search parameters are $\alpha = 0.01$, $\beta = 0.5$. Here too convergence is extremely rapid: a very high accuracy is attained in only seven or eight iterations. The convergence of Newton’s method with exact line search is only one iteration faster than with backtracking line search.
Figure 9.22 The step size $t$ versus iteration for Newton’s method with backtracking and exact line search, applied to the problem in $\mathbb{R}^{100}$. The backtracking line search takes one backtracking step in the first two iterations. After the first two iterations it always selects $t = 1$.

(and others). With $\alpha$ fixed at 0.01, and values of $\beta$ varying between 0.2 and 1, the number of iterations required varies between 8 and 12. With $\beta$ fixed at 0.5, the number of iterations is 8, for all values of $\alpha$ between 0.005 and 0.5. For these reasons, most practical implementations use a backtracking line search with a small value of $\alpha$, such as 0.01, and a larger value of $\beta$, such as 0.5.

**Example in $\mathbb{R}^{10000}$**

In this last example we consider a larger problem, of the form

$$\text{minimize} \quad -\sum_{i=1}^{n} \log(1 - x_{i}^2) - \sum_{i=1}^{m} \log(b_i - a_i^T x)$$

with $m = 100000$ and $n = 10000$. The problem data $a_i$ are randomly generated sparse vectors. Figure 9.23 shows the convergence of Newton’s method with backtracking line search, with parameters $\alpha = 0.01$, $\beta = 0.5$. The performance is very similar to the previous convergence plots. A linearly convergent initial phase of about 13 iterations is followed by a quadratically convergent phase, that achieves a very high accuracy in 4 or 5 more iterations.

**Affine invariance of Newton’s method**

A very important feature of Newton’s method is that it is independent of linear (or affine) changes of coordinates. Let $x^{(k)}$ be the $k$th iterate of Newton’s method, applied to $f: \mathbb{R}^n \to \mathbb{R}$. Suppose $T \in \mathbb{R}^{n \times n}$ is nonsingular, and define $f(y) = f(Ty)$. If we use Newton’s method (with the same backtracking parameters) to
minimize $\tilde{f}$, starting from $y^{(0)} = T^{-1}x^{(0)}$, then we have

$$Ty^{(k)} = x^{(k)}$$

for all $k$. In other words, Newton’s method is the same: The iterates are related by the same change of coordinates. Even the stopping criterion is the same, since the Newton decrement for $\tilde{f}$ at $y^{(k)}$ is the same as the Newton decrement for $f$ at $x^{(k)}$. This is in stark contrast to the gradient (or steepest descent) method, which is strongly affected by changes of coordinates.

As an example, consider the family of problems given in (9.22), indexed by the parameter $\gamma$, which affects the condition number of the sublevel sets. We observed (in figures 9.7 and 9.8) that the gradient method slows to useless for values of $\gamma$ smaller than 0.05 or larger than 20. In contrast, Newton’s method (with $\alpha = 0.01$, $\beta = 0.5$) solves this problem (in fact, to a far higher accuracy) in nine iterations, for all values of $\gamma$ between $10^{-10}$ and $10^{10}$.

In a real implementation, with finite precision arithmetic, Newton’s method is not exactly independent of affine changes of coordinates, or the condition number of the sublevel sets. But we can say that condition numbers ranging up to very large values such as $10^{10}$ do not adversely affect a real implementation of Newton’s method. For the gradient method, a far smaller range of condition numbers can be tolerated. While choice of coordinates (or condition number of sublevel sets) is a first-order issue for gradient and steepest descent methods, it is a second-order issue for Newton’s method; its only effect is in the numerical linear algebra required to compute the Newton step.
Summary

Newton’s method has several very strong advantages over gradient and steepest descent methods:

- Convergence of Newton’s method is rapid in general, and quadratic near \( x^* \). Once the quadratic convergence phase is reached, at most six or so iterations are required to produce a solution of very high accuracy.

- Newton’s method is affine invariant. It is insensitive to the choice of coordinates, or the condition number of the sublevel sets of the objective.

- Newton’s method scales well with problem size. Its performance on problems in \( \mathbb{R}^{10000} \) is similar to its performance on problems in \( \mathbb{R}^{10} \), with only a modest increase in the number of steps required.

- The good performance of Newton’s method is not dependent on the choice of algorithm parameters. In contrast, the choice of norm for steepest descent plays a critical role in its performance.

The main disadvantage of Newton’s method is the cost of forming and storing the Hessian, and the cost of computing the Newton step, which requires solving a set of linear equations. We will see in §9.7 that in many cases it is possible to exploit problem structure to substantially reduce the cost of computing the Newton step.

Another alternative is provided by a family of algorithms for unconstrained optimization called quasi-Newton methods. These methods require less computational effort to form the search direction, but they share some of the strong advantages of Newton methods, such as rapid convergence near \( x^* \). Since quasi-Newton methods are described in many books, and tangential to our main theme, we will not consider them in this book.

9.6 Self-concordance

There are two major shortcomings of the classical convergence analysis of Newton’s method given in §9.5.3. The first is a practical one: The resulting complexity estimates involve the three constants \( m \), \( M \), and \( L \), which are almost never known in practice. As a result, the bound (9.40) on the number of Newton steps required is almost never known specifically, since it depends on three constants that are, in general, not known. Of course the convergence analysis and complexity estimate are still conceptually useful.

The second shortcoming is that while Newton’s method is affinely invariant, the classical analysis of Newton’s method is very much dependent on the coordinate system used. If we change coordinates the constants \( m \), \( M \), and \( L \) all change. If for no reason other than aesthetic, we should seek an analysis of Newton’s method that is, like the method itself, independent of affine changes of coordinates. In
other words, we seek an alternative to the assumptions
\[ mI \preceq \nabla^2 f(x) \preceq MI, \quad \|\nabla^2 f(x) - \nabla^2 f(y)\|_2 \leq L\|x - y\|_2, \]
that is independent of affine changes of coordinates, and also allows us to analyze
Newton’s method.
A simple and elegant assumption that achieves this goal was discovered by
Nesterov and Nemirovski, who gave the name self-concordance to their condition.
Self-concordant functions are important for several reasons.

- They include many of the logarithmic barrier functions that play an important role in interior-point methods for solving convex optimization problems.
- The analysis of Newton’s method for self-concordant functions does not depend on any unknown constants.
- Self-concordance is an affine-invariant property, i.e., if we apply a linear transformation of variables to a self-concordant function, we obtain a self-concordant function. Therefore the complexity estimate that we obtain for Newton’s method applied to a self-concordant function is independent of affine changes of coordinates.

### 9.6.1 Definition and examples

#### Self-concordant functions on \( \mathbb{R} \)

We start by considering functions on \( \mathbb{R} \). A convex function \( f : \mathbb{R} \to \mathbb{R} \) is self-concordant if
\[ |f'''(x)| \leq 2f''(x)^{3/2} \tag{9.41} \]
for all \( x \in \text{dom} f \). Since linear and (convex) quadratic functions have zero third derivative, they are evidently self-concordant. Some more interesting examples are given below.

**Example 9.3 Logarithm and entropy.**

- **Negative logarithm.** The function \( f(x) = -\log x \) is self-concordant. Using \( f''(x) = 1/x^2 \), \( f'''(x) = -2/x^3 \), we find that
  \[ \frac{|f'''(x)|}{2f''(x)^{3/2}} = \frac{2/x^3}{2(1/x^2)^{3/2}} = 1, \]
  so the defining inequality (9.41) holds with equality.

- **Negative entropy plus negative logarithm.** The function \( f(x) = x \log x - \log x \) is self-concordant. To verify this, we use
  \[ f''(x) = \frac{x + 1}{x^2}, \quad f'''(x) = -\frac{x + 2}{x^3}, \]
  to obtain
  \[ \frac{|f'''(x)|}{2f''(x)^{3/2}} = \frac{x + 2}{2(x + 1)^{3/2}}. \]
The function on the righthand side is maximized on $\mathbb{R}^+$ by $x = 0$, where its value is 1.

The negative entropy function by itself is not self-concordant; see exercise 11.13.

We should make two important remarks about the self-concordance definition (9.41). The first concerns the mysterious constant 2 that appears in the definition. In fact, this constant is chosen for convenience, in order to simplify the formulas later on; any other positive constant could be used instead. Suppose, for example, that the convex function $f : \mathbb{R} \to \mathbb{R}$ satisfies

$$|f'''(x)| \leq k f''(x)^{3/2} \tag{9.42}$$

where $k$ is some positive constant. Then the function $\tilde{f}(x) = (k^2/4) f(x)$ satisfies

$$|\tilde{f}'''(x)| = \left(\frac{k^2}{4}\right) |f'''(x)| \leq \left(\frac{k^3}{4}\right) (f''(x))^{3/2} = \left(\frac{k^3}{4}\right) \left(\frac{4}{k^2}\right) \tilde{f}''(x)^{3/2} = 2 \tilde{f}''(x)^{3/2}$$

and therefore is self-concordant. This shows that a function that satisfies (9.42) for some positive $k$ can be scaled to satisfy the standard self-concordance inequality (9.41). So what is important is that the third derivative of the function is bounded by some multiple of the $3/2$-power of its second derivative. By appropriately scaling the function, we can change the multiple to the constant 2.

The second comment is a simple calculation that shows why self-concordance is so important: it is affine invariant. Suppose we define the function $\tilde{f}$ by $\tilde{f}(y) = f(ay + b)$, where $a \neq 0$. Then $\tilde{f}$ is self-concordant if and only if $f$ is. To see this, we substitute

$$\tilde{f}''(y) = a^2 f''(x), \quad \tilde{f}'''(y) = a^3 f'''(x),$$

where $x = ay + b$, into the self-concordance inequality for $\tilde{f}$, i.e., $|\tilde{f}'''(y)| \leq 2 \tilde{f}''(y)^{3/2}$, to obtain

$$|a^3 f'''(x)| \leq 2 (a^2 f''(x))^{3/2},$$

which (after dividing by $a^3$) is the self-concordance inequality for $f$. Roughly speaking, the self-concordance condition (9.41) is a way to limit the third derivative of a function, in a way that is independent of affine coordinate changes.

**Self-concordant functions on $\mathbb{R}^n$**

We now consider functions on $\mathbb{R}^n$ with $n > 1$. We say a function $f : \mathbb{R}^n \to \mathbb{R}$ is self-concordant if it is self-concordant along every line in its domain, i.e., if the function $\hat{f}(t) = f(x + tv)$ is a self-concordant function of $t$ for all $x \in \text{dom } f$ and for all $v$. 

Self-concordance calculus

Scaling and sum

Self-concordance is preserved by scaling by a factor exceeding one: If \( f \) is self-concordant and \( a \geq 1 \), then \( af \) is self-concordant. Self-concordance is also preserved by addition: If \( f_1, f_2 \) are self-concordant, then \( f_1 + f_2 \) is self-concordant. To show this, it is sufficient to consider functions \( f_1, f_2 : \mathbb{R} \rightarrow \mathbb{R} \). We have

\[
|f_1'''(x) + f_2'''(x)| \leq |f_1'''(x)| + |f_2'''(x)| \\
\leq 2(f_1''(x)^{3/2} + f_2''(x)^{3/2}) \\
\leq 2(f_1''(x) + f_2''(x))^{3/2}.
\]

In the last step we use the inequality

\[
(u^{3/2} + v^{3/2})^{2/3} \leq u + v,
\]

which holds for \( u, v \geq 0 \).

Composition with affine function

If \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is self-concordant, and \( A \in \mathbb{R}^{n \times m}, b \in \mathbb{R}^n \), then \( f(Ax + b) \) is self-concordant.

Example 9.4 Log barrier for linear inequalities. The function

\[
f(x) = -\sum_{i=1}^{m} \log(b_i - a_i^T x),
\]

with \( \text{dom} f = \{ x | a_i^T x < b_i, i = 1, \ldots, m \} \), is self-concordant. Each term \(-\log(b_i - a_i^T x)\) is the composition of \(-\log y\) with the affine transformation \( y = b_i - a_i^T x \), and hence self-concordant. Therefore the sum is also self-concordant.

Example 9.5 Log-determinant. The function \( f(X) = -\log \det X \) is self-concordant on \( \text{dom} f = \mathbb{S}^n_{++} \). To show this, we consider the function \( \tilde{f}(t) = f(X + tV) \), where \( X \succ 0 \) and \( V \in \mathbb{S}^n \). It can be expressed as

\[
\tilde{f}(t) = -\log \det(I + tX^{-1/2}VX^{-1/2})X^{1/2} \\
= -\log \det X - \log \det(I + tX^{-1/2}VX^{-1/2}) \\
= -\log \det X - \sum_{i=1}^{n} \log(1 + t\lambda_i)
\]

where \( \lambda_i \) are the eigenvalues of \( X^{-1/2}VX^{-1/2} \). Each term \(-\log(1 + t\lambda_i)\) is a self-concordant function of \( t \), so the sum, \( \tilde{f} \), is self-concordant. It follows that \( f \) is self-concordant.

Example 9.6 Log of concave quadratic. The function

\[
f(x) = -\log(x^T Px + q^T x + r),
\]
where \( P \in -S^+_n \), is self-concordant on
\[
\text{dom} \ f = \{ x \mid x^T P x + q^T x + r > 0 \}.
\]
To show this, it suffices to consider the case \( n = 1 \) (since by restricting \( f \) to a line, the general case reduces to the \( n = 1 \) case). We can then express \( f \) as
\[
f(x) = -\log(px^2 + qx + r) = -\log(-p(x-a)(b-x))
\]
where \( \text{dom} \ f = (a,b) \) (i.e., \( a \) and \( b \) are the roots of \( px^2 + qx + r \)). Using this expression we have
\[
f(x) = -\log(-p) - \log(x-a) - \log(b-x),
\]
which establishes self-concordance.

**Composition with logarithm**

Let \( g : \mathbb{R} \to \mathbb{R} \) be a convex function with \( \text{dom} \ g = \mathbb{R}^+ \), and
\[
|g'''(x)| \leq \frac{3g''(x)}{x}
\]
for all \( x \). Then
\[
f(x) = -\log(-g(x)) - \log x
\]
is self-concordant on \( \{ x \mid x > 0, \ g(x) < 0 \} \). (For a proof, see exercise 9.14.)

The condition (9.43) is homogeneous and preserved under addition. It is satisfied by all (convex) quadratic functions, i.e., functions of the form \( ax^2 + bx + c \), where \( a \geq 0 \). Therefore if (9.43) holds for a function \( g \), then it holds for the function \( g(x) + ax^2 + bx + c \), where \( a \geq 0 \).

**Example 9.7** The following functions \( g \) satisfy the condition (9.43).
- \( g(x) = -x^p \) for \( 0 < p \leq 1 \).
- \( g(x) = -\log x \).
- \( g(x) = x \log x \).
- \( g(x) = x^p \) for \( -1 \leq p \leq 0 \).
- \( g(x) = (ax + b)^2/x \).

It follows that in each case, the function \( f(x) = -\log(-g(x)) - \log x \) is self-concordant. More generally, the function \( f(x) = -\log(-g(x)) - ax^2 - bx - c - \log x \) is self-concordant on its domain,
\[
\{ x \mid x > 0, \ g(x) + ax^2 + bx + c < 0 \}
\]
provided \( a \geq 0 \).

**Example 9.8** The composition with logarithm rule allows us to show self-concordance of the following functions.
- \( f(x,y) = -\log(y^2 - x^p) \) on \( \{(x,y) \mid \|x\|_2 < y \} \).
- \( f(x,y) = -2\log y - \log(g^{2/p} - x^2), \) with \( p \geq 1, \) on \( \{(x,y) \in \mathbb{R}^2 \mid |x|^p < y \} \).
- \( f(x,y) = -\log y - \log(y - x) \) on \( \{(x,y) \mid e^x < y \} \).

We leave the details as an exercise (exercise 9.15).
9.6.3 Properties of self-concordant functions

In §9.1.2 we used strong convexity to derive bounds on the suboptimality of a point \( x \) in terms of the norm of the gradient at \( x \). For strictly convex self-concordant functions, we can obtain similar bounds in terms of the Newton decrement

\[
\lambda(x) = \left( \nabla f(x)^T \nabla^2 f(x)^{-1} \nabla f(x) \right)^{1/2}.
\]

(It can be shown that the Hessian of a strictly convex self-concordant function is positive definite everywhere; see exercise 9.17.) Unlike the bounds based on the norm of the gradient, the bounds based on the Newton decrement are not affected by an affine change of coordinates.

For future reference we note that the Newton decrement can also be expressed as

\[
\lambda(x) = \sup_{v \neq 0} \frac{-v^T \nabla f(x)}{(v^T \nabla^2 f(x)v)^{1/2}}
\]

(see exercise 9.9). In other words, we have

\[
\frac{-v^T \nabla f(x)}{(v^T \nabla^2 f(x)v)^{1/2}} \leq \lambda(x)
\]

for any nonzero \( v \), with equality for \( v = \Delta x_{nt} \).

Upper and lower bounds on second derivatives

Suppose \( f : \mathbb{R} \to \mathbb{R} \) is a strictly convex self-concordant function. We can write the self-concordance inequality (9.41) as

\[
\left| \frac{d}{dt} \left( f''(t)^{-1/2} \right) \right| \leq 1 \quad (9.45)
\]

for all \( t \in \text{dom} f \) (see exercise 9.16). Assuming \( t \geq 0 \) and the interval between 0 and \( t \) is in \( \text{dom} f \), we can integrate (9.45) between 0 and \( t \) to obtain

\[
-t \leq \int_0^t \frac{d}{d\tau} \left( f''(\tau)^{-1/2} \right) d\tau \leq t,
\]

i.e., \( -t \leq f''(t)^{-1/2} - f''(0)^{-1/2} \leq t \). From this we obtain lower and upper bounds on \( f''(t) \):

\[
\frac{f''(0)}{(1 + tf''(0)^{1/2})^2} \leq f''(t) \leq \frac{f''(0)}{(1 - tf''(0)^{1/2})^2}.
\]

(9.46)

The lower bound is valid for all nonnegative \( t \in \text{dom} f \); the upper bound is valid if \( t \in \text{dom} f \) and \( 0 \leq t < f''(0)^{-1/2} \).

Bound on suboptimality

Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a strictly convex self-concordant function, and let \( v \) be a descent direction (i.e., any direction satisfying \( v^T \nabla f(x) < 0 \), not necessarily the
Newton direction). Define $\tilde{f} : \mathbb{R} \to \mathbb{R}$ as $\tilde{f}(t) = f(x + tv)$. By definition, the function $\tilde{f}$ is self-concordant.

Integrating the lower bound in (9.46) yields a lower bound on $\tilde{f}'(t)$:

$$\tilde{f}'(t) \geq \tilde{f}'(0) + \tilde{f}''(0) t^{1/2} - \frac{\tilde{f}''(0)^{1/2}}{1 + tf''(0)^{1/2}}. \quad (9.47)$$

Integrating again yields a lower bound on $\tilde{f}(t)$:

$$\tilde{f}(t) \geq \tilde{f}(0) + t\tilde{f}'(0) + t\tilde{f}''(0)^{1/2} - \log(1 + t\tilde{f}''(0)^{1/2}). \quad (9.48)$$

The righthand side reaches its minimum at $\bar{t} = -\frac{\tilde{f}'(0)}{\tilde{f}''(0)}$, and evaluating at $\bar{t}$ provides a lower bound on $\tilde{f}$:

$$\inf_{t \geq 0} \tilde{f}(t) \geq \tilde{f}(0) + \frac{\tilde{f}'(0)}{f''(0)} f''(0)^{-1/2} + \log(1 + \tilde{f}''(0)^{-1/2}).$$

The inequality (9.44) can be expressed as

$$\lambda(x) \geq -\tilde{f}'(0) \tilde{f}''(0)^{-1/2}$$

(with equality when $v = \Delta x_n$), since we have

$$\tilde{f}'(0) = v^T \nabla f(x), \quad \tilde{f}''(0) = v^T \nabla^2 f(x)v.$$

Now using the fact that $u + \log(1 - u)$ is a monotonically decreasing function of $u$, and the inequality above, we get

$$\inf_{t \geq 0} \tilde{f}(t) \geq \tilde{f}(0) + \lambda(x) + \log(1 - \lambda(x)).$$

This inequality holds for any descent direction $v$. Therefore

$$p^* \geq f(x) + \lambda(x) + \log(1 - \lambda(x)) \quad (9.49)$$

provided $\lambda(x) < 1$. The function $-(\lambda + \log(1 - \lambda))$ is plotted in figure 9.24. It satisfies

$$-(\lambda + \log(1 - \lambda)) \approx \lambda^2/2,$$

for small $\lambda$, and the bound

$$-(\lambda + \log(1 - \lambda)) \leq \lambda^2$$

for $\lambda \leq 0.68$. Thus, we have the bound on suboptimality

$$p^* \geq f(x) - \lambda(x)^2, \quad (9.50)$$

valid for $\lambda(x) \leq 0.68$.

Recall that $\lambda(x)^2/2$ is the estimate of $f(x) - p^*$, based on the quadratic model at $x$; the inequality (9.50) shows that for self-concordant functions, doubling this estimate gives us a provable bound. In particular, it shows that for self-concordant functions, we can use the stopping criterion

$$\lambda(x)^2 \leq \epsilon,$$

(where $\epsilon < 0.68^2$), and guarantee that on exit $f(x) - p^* \leq \epsilon$. 
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Figure 9.24 The solid line is the function $-(\lambda + \log(1 - \lambda))$, which for small $\lambda$ is approximately $\lambda^2/2$. The dashed line shows $\lambda^2$, which is an upper bound in the interval $0 \leq \lambda \leq 0.68$.

9.6.4 Analysis of Newton’s method for self-concordant functions

We now analyze Newton’s method with backtracking line search, when applied to a strictly convex self-concordant function $f$. As before, we assume that a starting point $x^{(0)}$ is known, and that the sublevel set $S = \{ x \mid f(x) \leq f(x^{(0)}) \}$ is closed. We also assume that $f$ is bounded below. (This implies that $f$ has a minimizer $x^*$; see exercise 9.19.)

The analysis is very similar to the classical analysis given in §9.5.2, except that we use self-concordance as the basic assumption instead of strong convexity and the Lipschitz condition on the Hessian, and the Newton decrement will play the role of the norm of the gradient. We will show that there are numbers $\eta$ and $\gamma > 0$, with $0 < \eta \leq 1/4$, that depend only on the line search parameters $\alpha$ and $\beta$, such that the following hold:

- If $\lambda(x^{(k)}) > \eta$, then
  \[ f(x^{(k+1)}) - f(x^{(k)}) \leq -\gamma. \] \hfill (9.51)

- If $\lambda(x^{(k)}) \leq \eta$, then the backtracking line search selects $t = 1$ and
  \[ 2\lambda(x^{(k+1)}) \leq \left(2\lambda(x^{(k)})\right)^2. \] \hfill (9.52)

These are the analogs of (9.32) and (9.33). As in §9.5.3, the second condition can be applied recursively, so we can conclude that for all $l \geq k$, we have $\lambda(x^{(l)}) \leq \eta$, and

\[ 2\lambda(x^{(l)}) \leq \left(2\lambda(x^{(k)})\right)^{2^{l-k}} \leq (2\eta)^{2^{l-k}} \leq \left(\frac{1}{2}\right)^{2^{l-k}}. \]

As a consequence, for all $l \geq k$,

\[ f(x^{(l)}) - p^* \leq \lambda(x^{(l)})^2 \leq \frac{1}{4} \left(\frac{1}{2}\right)^{2^{l-k+1}} \leq \left(\frac{1}{2}\right)^{2^{l-k+1}}. \]
and hence \( f(x^{(l)}) - p^* \leq \epsilon \) if \( l - k \geq \log_2 \log_2(1/\epsilon) \).

The first inequality implies that the damped phase cannot require more than 
\( (f(x^{(0)}) - p^*)/\gamma \) steps. Thus the total number of iterations required to obtain an
accuracy \( f(x) - p^* \leq \epsilon \), starting at a point \( x^{(0)} \), is bounded by
\[
\frac{f(x^{(0)}) - p^*}{\gamma} + \log_2 \log_2(1/\epsilon).
\] (9.53)

This is the analog of the bound (9.36) in the classical analysis of Newton’s method.

**Damped Newton phase**

Let \( \tilde{f}(t) = f(x + t\Delta x_{\text{nt}}) \), so we have

\[
\tilde{f}'(0) = -\lambda(x)^2, \quad \tilde{f}''(0) = \lambda(x)^2.
\]

If we integrate the upper bound in (9.46) twice, we obtain an upper bound for \( \tilde{f}(t) \):

\[
\tilde{f}(t) \leq \tilde{f}(0) + t\tilde{f}'(0) - t\tilde{f}''(0)^{1/2} - \log\left(1 - t\tilde{f}''(0)^{1/2}\right)
= \tilde{f}(0) - t\lambda(x)^2 - t\lambda(x) - \log(1 - t\lambda(x)),
\] (9.54)
valid for \( 0 \leq t < 1/\lambda(x) \).

We can use this bound to show the backtracking line search always results in a
step size \( t \geq \beta/(1 + \lambda(x)) \). To prove this we note that the point \( \tilde{t} = 1/(1 + \lambda(x)) \)
satisfies the exit condition of the line search:

\[
\tilde{f}(\tilde{t}) \leq \tilde{f}(0) - \tilde{t}\lambda(x)^2 - \tilde{t}\lambda(x) - \log(1 - \tilde{t}\lambda(x))
= \tilde{f}(0) - \lambda(x)^2 - \log(1 + \lambda(x))
\leq \tilde{f}(0) - \alpha \frac{\lambda(x)^2}{1 + \lambda(x)}
= \tilde{f}(0) - \alpha\lambda(x)^2\tilde{t}.
\]

The second inequality follows from the fact that

\[-x + \log(1 + x) + \frac{x^2}{2(1 + x)} \leq 0\]
for \( x \geq 0 \). Since \( t \geq \beta/(1 + \lambda(x)) \), we have

\[
\tilde{f}(t) - \tilde{f}(0) \leq -\alpha\beta \frac{\lambda(x)^2}{1 + \lambda(x)},
\]
so (9.51) holds with

\[\gamma = \alpha\beta \frac{\eta^2}{1 + \eta}.\]
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Quadratically convergent phase

We will show that we can take

\[ \eta = (1 - 2\alpha)/4, \]

(which satisfies \(0 < \eta < 1/4\), since \(0 < \alpha < 1/2\), i.e., if \(\lambda(x^{(k)}) \leq (1 - 2\alpha)/4\), then the backtracking line search accepts the unit step and (9.52) holds.

We first note that the upper bound (9.54) implies that a unit step \(t = 1\) yields a point in \(\text{dom } f\) if \(\lambda(x) < 1\). Moreover, if \(\lambda(x) \leq (1 - 2\alpha)/2\), we have, using (9.54),

\[
\begin{align*}
\tilde{f}(1) & \leq \tilde{f}(0) - \lambda(x)^2 - \lambda(x) - \log(1 - \lambda(x)) \\
& \leq \tilde{f}(0) - \frac{1}{2}\lambda(x)^2 + \lambda(x)^3 \\
& \leq \tilde{f}(0) - \alpha\lambda(x)^2,
\end{align*}
\]

so the unit step satisfies the condition of sufficient decrease. (The second line follows from the fact that \(-x - \log(1 - x) \leq \frac{1}{2}x^2 + x^3\) for \(0 \leq x \leq 0.81\).

The inequality (9.52) follows from the following fact, proved in exercise 9.18. If \(\lambda(x) < 1\), and \(x^+ = x - \nabla^2 f(x)^{-1} \nabla f(x)\), then

\[
\lambda(x^+) \leq \frac{\lambda(x)^2}{(1 - \lambda(x))^2}. \tag{9.55}
\]

In particular, if \(\lambda(x) \leq 1/4\),

\[
\lambda(x^+) \leq 2\lambda(x)^2,
\]

which proves that (9.52) holds when \(\lambda(x^{(k)}) \leq \eta\).

The final complexity bound

Putting it all together, the bound (9.53) on the number of Newton iterations becomes

\[
\frac{f(x^{(0)}) - p^*}{\gamma} + \log_2 \log_2(1/\epsilon) = \frac{20 - 8\alpha}{\alpha \beta (1 - 2\alpha)^2} (f(x^{(0)}) - p^*) + \log_2 \log_2(1/\epsilon). \tag{9.56}
\]

This expression depends only on the line search parameters \(\alpha\) and \(\beta\), and the final accuracy \(\epsilon\). Moreover the term involving \(\epsilon\) can be safely replaced by the constant six, so the bound really depends only on \(\alpha\) and \(\beta\). For typical values of \(\alpha\) and \(\beta\), the constant that scales \(f(x^{(0)}) - p^*\) is on the order of several hundred. For example, with \(\alpha = 0.1\), \(\beta = 0.8\), the scaling factor is 375. With tolerance \(\epsilon = 10^{-10}\), we obtain the bound

\[
375(f(x^{(0)}) - p^*) + 6. \tag{9.57}
\]

We will see that this bound is fairly conservative, but does capture what appears to be the general form of the worst-case number of Newton steps required. A more refined analysis, such as the one originally given by Nesterov and Nemirovski, gives a similar bound, with a substantially smaller constant scaling \(f(x^{(0)}) - p^*\).
9.6.5 Discussion and numerical examples

A family of self-concordant functions

It is interesting to compare the upper bound (9.57) with the actual number of iterations required to minimize a self-concordant function. We consider a family of problems of the form

\[ f(x) = -\sum_{i=1}^{m} \log(b_i - a_i^T x). \]

The problem data \(a_i\) and \(b\) were generated as follows. For each problem instance, the coefficients of \(a_i\) were generated from independent normal distributions with mean zero and unit variance, and the coefficients \(b\) were generated from a uniform distribution on \([0, 1]\). Problem instances which were unbounded below were discarded. For each problem we first compute \(x^*\). We then generate a starting point by choosing a random direction \(v\), and taking \(x^{(0)} = x^* + sv\), where \(s\) is chosen so that \(f(x^{(0)}) - p^*\) has a prescribed value between 0 and 35. (We should point out that starting points with values \(f(x^{(0)}) - p^* = 10\) or higher are actually very close to the boundary of the polyhedron.) We then minimize the function using Newton’s method with a backtracking line search with parameters \(\alpha = 0.1\), \(\beta = 0.8\), and tolerance \(\epsilon = 10^{-10}\).

Figure 9.25 shows the number of Newton iterations required versus \(f(x^{(0)}) - p^*\) for 150 problem instances. The circles show 50 problems with \(m = 100, n = 50\); the squares show 50 problems with \(m = 1000, n = 500\); and the diamonds show 50 problems with \(m = 1000, n = 50\).
For the values of the backtracking parameters used, the complexity bound found above is

\[375(f(x^{(0)}) - p^*) + 6, \quad (9.58)\]

clearly a much larger value than the number of iterations required (for these 150 instances). The plot suggests that there is a valid bound of the same form, but with a much smaller constant (say, around 1.5) scaling \(f(x^{(0)}) - p^*\). Indeed, the expression

\[f(x^{(0)}) - p^* + 6\]

is not a bad gross predictor of the number of Newton steps required, although it is clearly not the only factor. First, there are plenty of problems instances where the number of Newton steps is somewhat smaller, which correspond, we can guess, to ‘lucky’ starting points. Note also that for the larger problems, with 500 variables (represented by the squares), there seem to be even more cases where the number of Newton steps is unusually small.

We should mention here that the problem family we study is not just self-concordant, but in fact minimally self-concordant, by which we mean that \(\alpha f\) is not self-concordant for \(\alpha < 1\). Hence, the bound (9.58) cannot be improved by simply scaling \(f\). (The function \(f(x) = -20 \log x\) is an example of a self-concordant function which is not minimally self-concordant, since \((1/20)f\) is also self-concordant.)

**Practical importance of self-concordance**

We have already observed that Newton’s method works in general very well for strongly convex objective functions. We can justify this vague statement empirically, and also using the classical analysis of Newton’s method, which yields a complexity bound, but one that depends on several constants that are almost always unknown.

For self-concordant functions we can say somewhat more. We have a complexity bound that is completely explicit, and does not depend on any unknown constants. Empirical studies suggest that this bound can be tightened considerably, but its general form, a small constant plus a multiple of \(f(x^{(0)}) - p^*\), seems to predict, at least crudely, the number of Newton steps required to minimize an approximately minimally self-concordant function.

It is not yet clear whether self-concordant functions are in practice more easily minimized by Newton’s method than non-self-concordant functions. (It is not even clear how one would make this statement precise.) At the moment, we can say that self-concordant functions are a class of functions for which we can say considerably more about the complexity of Newton’s method than is the case for non-self-concordant functions.
9.7 Implementation

In this section we discuss some of the issues that arise in implementing an unconstrained minimization algorithm. We refer the reader to appendix C for more details on numerical linear algebra.

9.7.1 Pre-computation for line searches

In the simplest implementation of a line search, \( f(x + t\Delta x) \) is evaluated for each value of \( t \) in the same way that \( f(z) \) is evaluated for any \( z \in \text{dom } f \). But in some cases we can exploit the fact that \( f \) (and its derivatives, in an exact line search) are to be evaluated at many points along the ray \( \{x + t\Delta x \mid t \geq 0\} \) to reduce the total computational effort. This usually requires some pre-computation, which is often on the same order as computing \( f \) at any point, after which \( f \) (and its derivatives) can be computed more efficiently along the ray.

Suppose that \( x \in \text{dom } f \) and \( \Delta x \in \mathbb{R}^n \), and define \( \tilde{f} \) as \( f \) restricted to the line or ray determined by \( x \) and \( \Delta x \), i.e., \( \tilde{f}(t) = f(x + t\Delta x) \). In a backtracking line search we must evaluate \( \tilde{f} \) for several, and possibly many, values of \( t \); in an exact line search method we must evaluate \( \tilde{f} \) and one or more derivatives at a number of values of \( t \). In the simple method described above, we evaluate \( \tilde{f}(t) \) by first forming \( z = x + t\Delta x \), and then evaluating \( f(z) \). To evaluate \( \tilde{f}'(t) \), we form \( z = x + t\Delta x \), then evaluate \( \nabla f(z) \), and then compute \( \tilde{f}'(t) = \nabla f(z)^T\Delta x \). In some representative examples below we show how \( \tilde{f} \) can be computed at a number of values of \( t \) more efficiently.

Composition with an affine function

A very general case in which pre-computation can speed up the line search process occurs when the objective has the form \( f(x) = \phi(Ax + b) \), where \( A \in \mathbb{R}^{p \times n} \), and \( \phi \) is easy to evaluate (for example, separable). To evaluate \( f(t) = f(x + t\Delta x) \) for \( k \) values of \( t \) using the simple approach, we form \( A(x + t\Delta x) + b \) for each value of \( t \) (which costs \( 2kpn \) flops), and then evaluate \( \phi(A(x + t\Delta x) + b) \) for each value of \( t \). This can be done more efficiently by first computing \( Ax + b \) and \( A\Delta x \) (\( 4pn \) flops), then forming \( A(x + t\Delta x) + b \) for each value of \( t \) using

\[
A(x + t\Delta x) + b = (Ax + b) + t(A\Delta x),
\]

which costs \( 2kp \) flops. The total cost, keeping only the dominant terms, is \( 4pn + 2kp \) flops, compared to \( 2kpn \) for the simple method.

Analytic center of a linear matrix inequality

Here we give an example that is more specific, and more complete. We consider the problem (9.6) of computing the analytic center of a linear matrix inequality, i.e., minimizing \( \log \det F(x)^{-1} \), where \( x \in \mathbb{R}^n \) and \( F : \mathbb{R}^n \to \mathbb{S}^p \) is affine. Along the line through \( x \) with direction \( \Delta x \) we have

\[
\hat{f}(t) = \log \det(F(x + t\Delta x))^{-1} = -\log \det(A + tB)
\]
where \( A = F(x), \quad B = \Delta x_1 F_1 + \cdots + \Delta x_n F_n \in \mathbb{S}^p \).

Since \( A \succ 0 \), it has a Cholesky factorization \( A = LL^T \), where \( L \) is lower triangular and nonsingular. Therefore we can express \( \tilde{f} \) as

\[
\tilde{f}(t) = -\log \det (L(I + tL^{-1}BL^{-T})L^T) = -\log \det A - \sum_{i=1}^p \log(1 + t\lambda_i) \quad (9.59)
\]

where \( \lambda_1, \ldots, \lambda_p \) are the eigenvalues of \( L^{-1}BL^{-T} \). Once these eigenvalues are computed, we can evaluate \( \tilde{f}(t) \) for any \( t \), with \( 4p \) operations, using the formula

\[
\tilde{f}(t) = -\sum_{i=1}^p \frac{\lambda_i}{1 + t\lambda_i}.
\]

Let us compare the two methods for carrying out a line search, assuming that we need to evaluate \( f(x + t\Delta x) \) for \( k \) values of \( t \). In the simple method, for each value of \( t \) we form \( F(x + t\Delta x) \), and then evaluate \( f(x + t\Delta x) \) as \( -\log \det F(x + t\Delta x) \). For example, we can find the Cholesky factorization of \( F(x + t\Delta x) = LL^T \), and then evaluate

\[
-\log \det F(x + t\Delta x) = -2 \sum_{i=1}^p \log L_{ii}.
\]

The cost is \( np^2 \) to form \( F(x + t\Delta x) \), plus \( (1/3)p^3 \) for the Cholesky factorization. Therefore the total cost of the line search is

\[
k(np^2 + (1/3)p^3) = knp^2 + (1/3)kp^3.
\]

Using the method outlined above, we first form \( A \), which costs \( np^2 \), and factor it, which costs \( (1/3)p^3 \). We also form \( B \) (which costs \( np^2 \)), and \( L^{-1}BL^{-T} \), which costs \( 2p^3 \). The eigenvalues of this matrix are then computed, at a cost of about \( (4/3)p^3 \) flops. This pre-computation requires a total of \( 2np^2 + (11/3)p^3 \) flops. After finishing this pre-computation, we can now evaluate \( \tilde{f}(t) \) for each value of \( t \) at a cost of \( 4p \) flops. The total cost is then

\[
2np^2 + (11/3)p^3 + 4kp.
\]

Assuming \( k \) is small compared to \( p(2n + (11/3)p) \), this means the entire line search can be carried out at an effort comparable to simply evaluating \( f \). Depending on the values of \( k, p, \) and \( n \), the savings over the simple method can be as large as order \( k \).

### 9.7.2 Computing the Newton step

In this section we briefly describe some of the issues that arise in implementing Newton’s method. In most cases, the work of computing the Newton step \( \Delta x_{nt} \)
dominates the work involved in the line search. To compute the Newton step \( \Delta x_{nt} \), we first evaluate and form the Hessian matrix \( H = \nabla^2 f(x) \) and the gradient \( g = \nabla f(x) \) at \( x \). Then we solve the system of linear equations \( H \Delta x_{nt} = -g \) to find the Newton step. This set of equations is sometimes called the Newton system (since its solution gives the Newton step) or the normal equations, since the same type of equation arises in solving a least-squares problem (see §9.1.1).

While a general linear equation solver can be used, it is better to use methods that take advantage of the symmetry and positive definiteness of \( H \). The most common approach is to form the Cholesky factorization of \( H \), i.e., to compute a lower triangular matrix \( L \) that satisfies \( LL^T = H \) (see §C.3.2). We then solve \( Lw = -g \) by forward substitution, to obtain \( w = -L^{-1}g \), and then solve \( L^T \Delta x_{nt} = w \) by back substitution, to obtain

\[
\Delta x_{nt} = L^{-T}w = -L^{-T}L^{-1}g = -H^{-1}g.
\]

We can compute the Newton decrement as \( \lambda^2 = -\Delta x_{nt}^T g \), or use the formula

\[
\lambda^2 = g^T H^{-1}g = \|L^{-1}g\|_2^2 = \|w\|_2^2.
\]

If a dense (unstructured) Cholesky factorization is used, the cost of the forward and back substitution is dominated by the cost of the Cholesky factorization, which is \( (1/3)n^3 \) flops. The total cost of computing the Newton step \( \Delta x_{nt} \) is thus \( F + (1/3)n^3 \) flops, where \( F \) is the cost of forming \( H \) and \( g \).

It is often possible to solve the Newton system \( H \Delta x_{nt} = -g \) more efficiently, by exploiting special structure in \( H \), such as band structure or sparsity. In this context, ‘structure of \( H \)’ means structure that is the same for all \( x \). For example, when we say that ‘\( H \) is tridiagonal’ we mean that for every \( x \in \text{dom } f \), \( \nabla^2 f(x) \) is tridiagonal.

**Band structure**

If the Hessian \( H \) is banded with bandwidth \( k \), i.e., \( H_{ij} = 0 \) for \( |i - j| > k \), then the banded Cholesky factorization can be used, as well as banded forward and back substitutions. The cost of computing the Newton step \( \Delta x_{nt} = -H^{-1}g \) is then \( F + nk^2 \) flops (assuming \( k \ll n \)), compared to \( F + (1/3)n^3 \) for a dense factorization and substitution method.

The Hessian band structure condition

\[
\nabla^2 f(x)_{ij} = \frac{\partial^2 f(x)}{\partial x_i \partial x_j} = 0 \quad \text{for} \quad |i - j| > k,
\]

for all \( x \in \text{dom } f \), has an interesting interpretation in terms of the objective function \( f \). Roughly speaking it means that in the objective function, each variable \( x_i \) couples nonlinearly only to the \( 2k + 1 \) variables \( x_j \), \( j = i - k, \ldots, i + k \). This occurs when \( f \) has the partial separability form

\[
f(x) = \psi_1(x_1, \ldots, x_{k+1}) + \psi_2(x_2, \ldots, x_{k+2}) + \cdots + \psi_{n-k}(x_{n-k}, \ldots, x_n),
\]

where \( \psi_i : \mathbb{R}^{k+1} \rightarrow \mathbb{R} \). In other words, \( f \) can be expressed as a sum of functions of \( k \) consecutive variables.
Example 9.9 Consider the problem of minimizing \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), which has the form
\[
f(x) = \psi_1(x_1, x_2) + \psi_2(x_2, x_3) + \cdots + \psi_{n-1}(x_{n-1}, x_n),
\]
where \( \psi_i : \mathbb{R}^2 \rightarrow \mathbb{R} \) are convex and twice differentiable. Because of this form, the Hessian \( \nabla^2 f \) is tridiagonal, since \( \partial^2 f / \partial x_i \partial x_j = 0 \) for \( |i - j| > 1 \). (And conversely, if the Hessian of a function is tridiagonal for all \( x \), then it has this form.)

Using Cholesky factorization and forward and back substitution algorithms for tridiagonal matrices, we can solve the Newton system for this problem in order \( n \) flops. This should be compared to order \( n^3 \) flops, if the special form of \( f \) were not exploited.

Sparse structure

More generally we can exploit sparsity of the Hessian \( H \) in solving the Newton system. This sparse structure occurs whenever each variable \( x_i \) is nonlinearly coupled (in the objective) to only a few other variables, or equivalently, when the objective function can be expressed as a sum of functions, each depending on only a few variables, and each variable appearing in only a few of these functions.

To solve \( H \Delta x = -g \) when \( H \) is sparse, a sparse Cholesky factorization is used to compute a permutation matrix \( P \) and lower triangular matrix \( L \) for which
\[
H = PLL^T P^T.
\]
The cost of this factorization depends on the particular sparsity pattern, but is often far smaller than \( (1/3)n^3 \), and an empirical complexity of order \( n \) (for large \( n \)) is not uncommon. The forward and back substitution are very similar to the basic method without the permutation. We solve \( Lw = -P^Tg \) using forward substitution, and then solve \( L^Tv = w \) by back substitution to obtain
\[
v = L^{-T}w = -L^{-T}L^{-1}P^T g.
\]
The Newton step is then \( \Delta x = P \cdot v \).

Since the sparsity pattern of \( H \) does not change as \( x \) varies (or more precisely, since we only exploit sparsity that does not change with \( x \)) we can use the same permutation matrix \( P \) for each of the Newton steps. The step of determining a good permutation matrix \( P \), which is called the symbolic factorization step, can be done once, for the whole Newton process.

Diagonal plus low rank

There are many other types of structure that can be exploited in solving the Newton system \( H \Delta x_{nt} = -g \). Here we briefly describe one, and refer the reader to appendix C for more details. Suppose the Hessian \( H \) can be expressed as a diagonal matrix plus one of low rank, say, \( p \). This occurs when the objective function \( f \) has the special form
\[
f(x) = \sum_{i=1}^{n} \psi_i(x_i) + \psi_0(Ax + b) \tag{9.60}
\]
Unconstrained minimization

where \( A \in \mathbb{R}^{p \times n}, \psi_1, \ldots, \psi_n : \mathbb{R} \to \mathbb{R}, \) and \( \psi_0 : \mathbb{R}^p \to \mathbb{R}. \) In other words, \( f \) is a separable function, plus a function that depends on a low dimensional affine function of \( x. \)

To find the Newton step \( \Delta x_{nt} \) for (9.60) we must solve the Newton system

\[ H \Delta x_{nt} = -g, \]

with

\[ H = D + A^T H_0 A. \]

Here \( D = \text{diag}(\psi'_1(x_1), \ldots, \psi'_n(x_n)) \) is diagonal, and \( H_0 = \nabla^2 \psi_0(Ax + b) \) is the Hessian of \( \psi_0. \) If we compute the Newton step without exploiting the structure, the cost of solving the Newton system is \((1/3) n^3 \) flops.

Let \( H_0 = L_0 L_0^T \) be the Cholesky factorization of \( H_0. \) We introduce the temporary variable \( w = L_0^T A \Delta x_{nt} \in \mathbb{R}^p, \) and express the Newton system as

\[ D \Delta x_{nt} + A^T L_0 w = -g, \quad w = L_0^T A \Delta x_{nt}. \]

Substituting \( \Delta x_{nt} = -D^{-1}(A^T L_0 w + g) \) (from the first equation) into the second equation, we obtain

\[ (I + L_0^T A D^{-1} A^T L_0) w = -L_0^T A D^{-1} g, \quad (9.61) \]

which is a system of \( p \) linear equations.

Now we proceed as follows to compute the Newton step \( \Delta x_{nt}. \) First we compute the Cholesky factorization of \( H_0, \) which costs \((1/3) p^3 \). We then form the dense, positive definite symmetric matrix appearing on the lefthand side of (9.61), which costs \( 2p^2 n \). We then solve (9.61) for \( w \) using a Cholesky factorization and a back and forward substitution, which costs \((1/3) p^3 \) flops. Finally, we compute \( \Delta x_{nt} \) using

\[ \Delta x_{nt} = -D^{-1}(A^T L_0 w + g), \]

which costs \( 2np \) flops. The total cost of computing \( \Delta x_{nt} \) is (keeping only the dominant term) \( 2p^2 n \) flops, which is far smaller than \((1/3) n^3 \) for \( p \ll n. \)
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Exercises

Unconstrained minimization

9.1 Minimizing a quadratic function. Consider the problem of minimizing a quadratic function:

$$\text{minimize } f(x) = \frac{1}{2} x^T P x + q^T x + r,$$

where $P \in S^n$ (but we do not assume $P \succeq 0$).

(a) Show that if $P \not\succeq 0$, i.e., the objective function $f$ is not convex, then the problem is unbounded below.

(b) Now suppose that $P \succeq 0$ (so the objective function is convex), but the optimality condition $P x^* = -q$ does not have a solution. Show that the problem is unbounded below.

9.2 Minimizing a quadratic-over-linear fractional function. Consider the problem of minimizing the function $f : \mathbb{R}^n \to \mathbb{R}$, defined as

$$f(x) = \|Ax - b\|^2_{c^T x + d}, \quad \text{dom } f = \{x | c^T x + d > 0\}.$$  

We assume $\text{rank } A = n$ and $b \notin \mathbb{R}(A)$.

(a) Show that $f$ is closed.

(b) Show that the minimizer $x^*$ of $f$ is given by

$$x^* = x_1 + tx_2$$

where $x_1 = (A^T A)^{-1} A^T b$, $x_2 = (A^T A)^{-1} c$, and $t \in \mathbb{R}$ can be calculated by solving a quadratic equation.

9.3 Initial point and sublevel set condition. Consider the function $f(x) = x_1^2 + x_2^2$ with domain $\text{dom } f = \{(x_1, x_2) | x_1 > 1\}$.

(a) What is $p^*$?

(b) Draw the sublevel set $S = \{x | f(x) \leq f(x^{(0)})\}$ for $x^{(0)} = (2, 2)$. Is the sublevel set $S$ closed? Is $f$ strongly convex on $S$?

(c) What happens if we apply the gradient method with backtracking line search, starting at $x^{(0)}$? Does $f(x^{(k)})$ converge to $p^*$?

9.4 Do you agree with the following argument? The $\ell_1$-norm of a vector $x \in \mathbb{R}^m$ can be expressed as

$$\|x\|_1 = (1/2) \inf_{y > 0} \left( \sum_{i=1}^m x_i^2 / y_i + 1^T y \right).$$

Therefore the $\ell_1$-norm approximation problem

$$\text{minimize } \|Ax - b\|_1$$

is equivalent to the minimization problem

$$\text{minimize } f(x, y) = \sum_{i=1}^m (a_i^T x - b_i)^2 / y_i + 1^T y,$$  

with $\text{dom } f = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^m | y > 0\}$, where $a_i^T$ is the $i$th row of $A$. Since $f$ is twice differentiable and convex, we can solve the $\ell_1$-norm approximation problem by applying Newton’s method to (9.62).

9.5 Backtracking line search. Suppose $f$ is strongly convex with $mI \preceq \nabla^2 f(x) \preceq MI$. Let $\Delta x$ be a descent direction at $x$. Show that the backtracking stopping condition holds for

$$0 < t \leq \frac{-\nabla f(x)^T \Delta x}{M\|\Delta x\|^2_2}.$$  

Use this to give an upper bound on the number of backtracking iterations.
Gradient and steepest descent methods

9.6 Quadratic problem in $\mathbb{R}^2$. Verify the expressions for the iterates $x^{(k)}$ in the first example of §9.3.2.

9.7 Let $\Delta x_{\text{norm}}$ and $\Delta x_{\text{un}}$ be the normalized and unnormalized steepest descent directions at $x$, for the norm $\| \cdot \|$. Prove the following identities.

(a) $\nabla f(x)^T \Delta x_{\text{norm}} = -\|\nabla f(x)\|_\gamma$.
(b) $\nabla f(x)^T \Delta x_{\text{un}} = -\|\nabla f(x)\|_2^2$.
(c) $\Delta x_{\text{un}} = \arg\min_v (\nabla f(x)^T v + (1/2)\|v\|^2)$.

9.8 Steepest descent method in $\ell_\infty$-norm. Explain how to find a steepest descent direction in the $\ell_\infty$-norm, and give a simple interpretation.

Newton’s method

9.9 Newton decrement. Show that the Newton decrement $\lambda(x)$ satisfies

$$\lambda(x) = \sup_{v^T \nabla f(x) = 1} (v^T \nabla f(x)) = \sup_{v \neq 0} \frac{-v^T \nabla f(x)}{(v^T \nabla^2 f(x) v)^{1/2}}.$$ 

9.10 The pure Newton method. Newton’s method with fixed step size $t = 1$ can diverge if the initial point is not close to $x^*$. In this problem we consider two examples.

(a) $f(x) = \log(e^x + e^{-x})$ has a unique minimizer $x^* = 0$. Run Newton’s method with fixed step size $t = 1$, starting at $x^{(0)} = 1$ and at $x^{(0)} = 1.1$.

(b) $f(x) = -\log(x + x)$ has a unique minimizer $x^* = 1$. Run Newton’s method with fixed step size $t = 1$, starting at $x^{(0)} = 3$.

Plot $f$ and $f'$, and show the first few iterates.

9.11 Gradient and Newton methods for composition functions. Suppose $\phi : \mathbb{R} \to \mathbb{R}$ is increasing and convex, and $f : \mathbb{R}^n \to \mathbb{R}$ is convex, so $g(x) = \phi(f(x))$ is convex. (We assume that $f$ and $g$ are twice differentiable.) The problems of minimizing $f$ and minimizing $g$ are clearly equivalent.

Compare the gradient method and Newton’s method, applied to $f$ and $g$. How are the search directions related? How are the methods related if an exact line search is used? Hint. Use the matrix inversion lemma (see §C.4.3).

9.12 Trust region Newton method. If $\nabla^2 f(x)$ is singular (or very ill-conditioned), the Newton step $\Delta x_{\text{nl}} = -\nabla^2 f(x)^{-1} \nabla f(x)$ is not well defined. Instead we can define a search direction $\Delta x_{\text{tr}}$ as the solution of

$$\begin{align*}
\text{minimize} & \quad (1/2)v^T Hv + g^T v \\
\text{subject to} & \quad \|v\|_2 \leq \gamma,
\end{align*}$$

where $H = \nabla^2 f(x)$, $g = \nabla f(x)$, and $\gamma$ is a positive constant. The point $x + \Delta x_{\text{tr}}$ minimizes the second-order approximation of $f$ at $x$, subject to the constraint that $\| (x + \Delta x_{\text{tr}}) - x \|_2 \leq \gamma$. The set $\{ v \mid \|v\|_2 \leq \gamma \}$ is called the trust region. The parameter $\gamma$, the size of the trust region, reflects our confidence in the second-order model.

Show that $\Delta x_{\text{tr}}$ minimizes

$$(1/2)v^T Hv + g^T v + \hat{\beta} \|v\|_2^2,$$

for some $\hat{\beta}$. This quadratic function can be interpreted as a regularized quadratic model for $f$ around $x$. 

Exercises
Self-concordance

9.13 Self-concordance and the inverse barrier.

(a) Show that \( f(x) = 1/x \) with domain \((0, 8/9)\) is self-concordant.

(b) Show that the function
\[
f(x) = \alpha \sum_{i=1}^{m} \frac{1}{b_i - a_i^T x}
\]
with \( \text{dom} f = \{ x \in \mathbb{R}^n \mid a_i^T x < b_i, \ i = 1, \ldots, m \} \), is self-concordant if \( \text{dom} f \) is bounded and
\[
\alpha > (9/8) \max_{i=1,\ldots,m} \sup_{x \in \text{dom} f} (b_i - a_i^T x).
\]

9.14 Composition with logarithm. Let \( g : \mathbb{R} \to \mathbb{R} \) be a convex function with \( \text{dom} g = \mathbb{R}_{++} \), and
\[
|g''(x)| \leq 3 g''(x) / x
\]
for all \( x \). Prove that \( f(x) = - \log(-g(x)) - \log x \) is self-concordant on \( \{ x \mid x > 0, g(x) < 0 \} \). Hint. Use the inequality
\[
\frac{3}{2} p^2 + q^2 + \frac{3}{2} p^2 q + r^2 \leq 1
\]
which holds for \( p, q, r \in \mathbb{R}_+ \) with \( p^2 + q^2 + r^2 = 1 \).

9.15 Prove that the following functions are self-concordant. In your proof, restrict the function to a line, and apply the composition with logarithm rule.

(a) \( f(x, y) = - \log(y^2 - x^T x) \) on \( \{(x, y) \mid \|x\|_2 < y\} \).

(b) \( f(x, y) = -2 \log y - \log(y^{2/p} - x^2) \), with \( p \geq 1 \), on \( \{(x, y) \in \mathbb{R}^2 \mid |x|^p < y\} \).

(c) \( f(x, y) = - \log y - \log(\log y - x) \) on \( \{(x, y) \mid e^y < y\} \).

9.16 Let \( f : \mathbb{R} \to \mathbb{R} \) be a self-concordant function.

(a) Suppose \( f''(x) \neq 0 \). Show that the self-concordance condition (9.41) can be expressed as
\[
\left| \frac{d}{dx} \left( f''(x)^{-1/2} \right) \right| \leq 1.
\]
Find the ‘extreme’ self-concordant functions of one variable, i.e., the functions \( f \) and \( \tilde{f} \) that satisfy
\[
\frac{d}{dx} \left( f''(x)^{-1/2} \right) = 1, \quad \frac{d}{dx} \left( \tilde{f}''(x)^{-1/2} \right) = -1,
\]
respectively.

(b) Show that either \( f''(x) = 0 \) for all \( x \in \text{dom} f \), or \( f''(x) > 0 \) for all \( x \in \text{dom} f \).


(a) Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a self-concordant function. Show that
\[
\left| \frac{\partial^3 f(x)}{\partial x_i \partial x_i^2} \right| \leq 2 \left( \frac{\partial^2 f(x)}{\partial x_i^2} \right)^{3/2}, \quad i = 1, 2,
\]
\[
\left| \frac{\partial^3 f(x)}{\partial x_i^2 \partial x_i} \right| \leq 2 \frac{\partial^2 f(x)}{\partial x_i^2} \left( \frac{\partial^2 f(x)}{\partial x_i^2} \right)^{1/2}, \quad i \neq j
\]
for all \( x \in \text{dom} f \).
Hint. If $h : \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ is a symmetric trilinear form, i.e.,
\[
    h(u, v, w) = a_1 u_1 v_1 w_1 + a_2 (u_1 v_1 w_2 + u_1 v_2 w_1 + u_2 v_1 w_1) \\
    + a_3 (u_1 v_2 w_2 + u_2 v_1 w_1 + u_2 v_2 w_1) + a_4 u_2 v_2 w_2,
\]
then
\[
    \sup_{u,v,w \neq 0} \frac{h(u, v, w)}{\|u\|_2 \|v\|_2 \|w\|_2} = \sup_{u \neq 0} \frac{h(u, u, u)}{\|u\|_2^2}.
\]

(b) Let $f : \mathbb{R}^n \to \mathbb{R}$ be a self-concordant function. Show that the nullspace of $\nabla^2 f(x)$ is independent of $x$. Show that if $f$ is strictly convex, then $\nabla^2 f(x)$ is nonsingular for all $x \in \text{dom } f$.

Hint. Prove that if $w^T \nabla^2 f(x)w = 0$ for some $x \in \text{dom } f$, then $w^T \nabla^2 f(y)w = 0$ for all $y \in \text{dom } f$. To show this, apply the result in (a) to the self-concordant function $f(t, s) = f(x + t(y - x) + sw)$.

(c) Let $f : \mathbb{R}^n \to \mathbb{R}$ be a self-concordant function. Suppose $x \in \text{dom } f$, $v \in \mathbb{R}^n$. Show that
\[
    (1 - t\alpha)^2 \nabla^2 f(x) \leq \nabla^2 f(x + tv) \leq \frac{1}{(1 - t\alpha)^2} \nabla^2 f(x)
\]
for $x + tv \in \text{dom } f$, $0 \leq t < \alpha$, where $\alpha = (v^T \nabla^2 f(x)v)^{1/2}$.

9.18 Quadratic convergence. Let $f : \mathbb{R}^n \to \mathbb{R}$ be a strictly convex self-concordant function. Suppose $\lambda(x) < 1$, and define $x^+ = x - \nabla^2 f(x)^{-1} \nabla f(x)$. Prove that $\lambda(x^+) \leq \lambda(x^2)/(1 - \lambda(x))^2$. Hint. Use the inequalities in exercise 9.17, part (c).

9.19 Bound on the distance from the optimum. Let $f : \mathbb{R}^n \to \mathbb{R}$ be a strictly convex self-concordant function.

(a) Suppose $\lambda(\bar{x}) < 1$ and the sublevel set $\{x \mid f(x) \leq f(\bar{x})\}$ is closed. Show that the minimum of $f$ is attained and
\[
    ((\bar{x} - x^+)^T \nabla^2 f(\bar{x})(\bar{x} - x^+))^{1/2} \leq \frac{\lambda(\bar{x})}{1 - \lambda(\bar{x})}
\]
(b) Show that if $f$ has a closed sublevel set, and is bounded below, then its minimum is attained.

9.20 Conjugate of a self-concordant function. Suppose $f : \mathbb{R}^n \to \mathbb{R}$ is closed, strictly convex, and self-concordant. We show that its conjugate (or Legendre transform) $f^*$ is self-concordant.

(a) Show that for each $y \in \text{dom } f^*$, there is a unique $x \in \text{dom } f$ that satisfies $y = \nabla f(x)$. Hint. Refer to the result of exercise 9.19.
(b) Suppose $\bar{y} = \nabla f(\bar{x})$. Define
\[
    g(t) = f(\bar{x} + tv), \quad h(t) = f^*(\bar{y} + tw)
\]
where $v \in \mathbb{R}^n$ and $w = \nabla^2 f(\bar{x})v$. Show that
\[
    g''(0) = h''(0), \quad g'''(0) = -h'''(0).
\]
Use these identities to show that $f^*$ is self-concordant.

9.21 Optimal line search parameters. Consider the upper bound (9.56) on the number of Newton iterations required to minimize a strictly convex self-concordant functions. What is the minimum value of the upper bound, if we minimize over $\alpha$ and $\beta$?

9.22 Suppose that $f$ is strictly convex and satisfies (9.42). Give a bound on the number of Newton steps required to compute $p^*$ within $\epsilon$, starting at $x^{(0)}$. 

Implementation

9.23 Pre-computation for line searches. For each of the following functions, explain how the computational cost of a line search can be reduced by a pre-computation. Give the cost of the pre-computation, and the cost of evaluating \( g(t) = f(x + tΔx) \) and \( g'(t) \) with and without the pre-computation.

(a) \( f(x) = -\sum_{i=1}^{m} \log(b_i - a_i^T x) \).
(b) \( f(x) = \log(\sum_{i=1}^{m} \exp(a_i^T x + b_i)) \).
(c) \( f(x) = (Ax - b)^T (P_0 + x_1 P_1 + \cdots + x_n P_n)^{-1} (Ax - b) \), where \( P_i \in S^m, A \in R^{m \times n}, b \in R^m \) and \( \text{dom } f = \{ x | P_0 + \sum_{i=1}^{n} x_i P_i > 0 \} \).

9.24 Exploiting block diagonal structure in the Newton system. Suppose the Hessian \( \nabla^2 f(x) \) of a convex function \( f \) is block diagonal. How do we exploit this structure when computing the Newton step? What does it mean about \( f \)?

9.25 Smoothed fit to given data. Consider the problem

\[
\text{minimize } f(x) = \sum_{i=1}^{n} \psi(x_i - y_i) + \lambda \sum_{i=1}^{n-1} (x_{i+1} - x_i)^2
\]

where \( \lambda > 0 \) is smoothing parameter, \( \psi \) is a convex penalty function, and \( x \in R^n \) is the variable. We can interpret \( x \) as a smoothed fit to the vector \( y \).

(a) What is the structure in the Hessian of \( f \)?
(b) Extend to the problem of making a smooth fit to two-dimensional data, i.e., minimizing the function

\[
\sum_{i,j=1}^{n} \psi(x_{ij} - y_{ij}) + \lambda \left( \sum_{i=1}^{n-1} \sum_{j=1}^{n} (x_{i+1,j} - x_{ij})^2 + \sum_{i=1}^{n} \sum_{j=1}^{n-1} (x_{i,j+1} - x_{ij})^2 \right),
\]

with variable \( X \in R^{n \times n} \), where \( Y \in R^{n \times n} \) and \( \lambda > 0 \) are given.

9.26 Newton equations with linear structure. Consider the problem of minimizing a function of the form

\[
f(x) = \sum_{i=1}^{N} \psi_i(A_i x + b_i)
\]

where \( A_i \in R^{m_i \times n} \), \( b_i \in R^{m_i} \), and the functions \( \psi_i : R^{m_i} \to R \) are twice differentiable and convex. The Hessian \( H \) and gradient \( g \) of \( f \) at \( x \) are given by

\[
H = \sum_{i=1}^{N} A_i^T H_i A_i, \quad g = \sum_{i=1}^{N} A_i^T g_i.
\]

where \( H_i = \nabla^2 \psi_i(A_i x + b_i) \) and \( g_i = \nabla \psi_i(A_i x + b_i) \).

Describe how you would implement Newton’s method for minimizing \( f \). Assume that \( n \gg m_i \), the matrices \( A_i \) are very sparse, but the Hessian \( H \) is dense.

9.27 Analytic center of linear inequalities with variable bounds. Give the most efficient method for computing the Newton step of the function

\[
f(x) = -\sum_{i=1}^{m} \log(x_i + 1) - \sum_{i=1}^{n} \log(1 - x_i) - \sum_{i=1}^{m} \log(b_i - a_i^T x),
\]

with \( \text{dom } f = \{ x \in R^n | -1 < x < 1, Ax < b \} \), where \( a_i^T \) is the \( i \)th row of \( A \). Assume \( A \) is dense, and distinguish two cases: \( m \geq n \) and \( m \leq n \). (See also exercise 9.30.)
9.28 **Analytic center of quadratic inequalities.** Describe an efficient method for computing the Newton step of the function

\[ f(x) = -\sum_{i=1}^{m} \log(-x^T A_i x - b_i^T x - c_i), \]

with \( \text{dom} f = \{ x \mid x^T A_i x + b_i^T x + c_i < 0, \ i = 1, \ldots, m \} \). Assume that the matrices \( A_i \in \mathbb{S}_+^n \) are large and sparse, and \( m \ll n \).

**Hint.** The Hessian and gradient of \( f \) at \( x \) are given by

\[ H = \sum_{i=1}^{m} (2a_i A_i + \alpha_i^2 (2A_i x + b_i)(2A_i x + b_i)^T), \quad g = \sum_{i=1}^{m} \alpha_i (2A_i x + b_i), \]

where \( \alpha_i = 1/(-x^T A_i x - b_i^T x - c_i). \)

9.29 **Exploiting structure in two-stage optimization.** This exercise continues exercise 4.64, which describes optimization with recourse, or two-stage optimization. Using the notation and assumptions in exercise 4.64, we assume in addition that the cost function \( f \) is a twice differentiable function of \( (x, z) \), for each scenario \( i = 1, \ldots, S \).

Explain how to efficiently compute the Newton step for the problem of finding the optimal policy. How does the approximate flop count for your method compare to that of a generic method (which exploits no structure), as a function of \( S \), the number of scenarios?

**Numerical experiments**

9.30 **Gradient and Newton methods.** Consider the unconstrained problem

\[ \text{minimize} \quad f(x) = -\sum_{i=1}^{m} \log(1 - a_i^T x) - \sum_{i=1}^{n} \log(1 - x_i^2), \]

with variable \( x \in \mathbb{R}^n \), and \( \text{dom} f = \{ x \mid a_i^T x < 1, \ i = 1, \ldots, m, \ |x_i| < 1, \ i = 1, \ldots, n \}. \)

This is the problem of computing the analytic center of the set of linear inequalities

\[ a_i^T x \leq 1, \quad i = 1, \ldots, m, \quad |x_i| \leq 1, \quad i = 1, \ldots, n. \]

Note that we can choose \( x^{(0)} = 0 \) as our initial point. You can generate instances of this problem by choosing \( a_i \) from some distribution on \( \mathbb{R}^n \).

(a) Use the gradient method to solve the problem, using reasonable choices for the backtracking parameters, and a stopping criterion of the form \( \|\nabla f(x)\|_2 \leq \eta \). Plot the objective function and step length versus iteration number. (Once you have determined \( p^* \) to high accuracy, you can also plot \( f - p^* \) versus iteration.) Experiment with the backtracking parameters \( \alpha \) and \( \beta \) to see their effect on the total number of iterations required. Carry these experiments out for several instances of the problem, of different sizes.

(b) Repeat using Newton’s method, with stopping criterion based on the Newton decrement \( \lambda^2 \). Look for quadratic convergence. You do not have to use an efficient method to compute the Newton step, as in exercise 9.27; you can use a general purpose dense solver, although it is better to use one that is based on a Cholesky factorization.

**Hint.** Use the chain rule to find expressions for \( \nabla f(x) \) and \( \nabla^2 f(x) \).

9.31 **Some approximate Newton methods.** The cost of Newton’s method is dominated by the cost of evaluating the Hessian \( \nabla^2 f(x) \) and the cost of solving the Newton system. For large problems, it is sometimes useful to replace the Hessian by a positive definite approximation that makes it easier to form and solve for the search step. In this problem we explore some common examples of this idea.

For each of the approximate Newton methods described below, test the method on some instances of the analytic centering problem described in exercise 9.30, and compare the results to those obtained using the Newton method and gradient method.
(a) **Re-using the Hessian.** We evaluate and factor the Hessian only every \(N\) iterations, where \(N > 1\), and use the search step \(\Delta x = -H^{-1} \nabla f(x)\), where \(H\) is the last Hessian evaluated. (We need to evaluate and factor the Hessian once every \(N\) steps; for the other steps, we compute the search direction using back and forward substitution.)

(b) **Diagonal approximation.** We replace the Hessian by its diagonal, so we only have to evaluate the \(n\) second derivatives \(\partial^2 f(x)/\partial x^2_i\), and computing the search step is very easy.

### 9.32 Gauss-Newton method for convex nonlinear least-squares problems

We consider a (nonlinear) least-squares problem, in which we minimize a function of the form

\[
f(x) = \frac{1}{2} \sum_{i=1}^{m} f_i(x)^2,
\]

where \(f_i\) are twice differentiable functions. The gradient and Hessian of \(f\) at \(x\) are given by

\[
\nabla f(x) = \sum_{i=1}^{m} f_i(x) \nabla f_i(x), \quad \nabla^2 f(x) = \sum_{i=1}^{m} \left( \nabla f_i(x) \nabla f_i(x)^T + f_i(x) \nabla^2 f_i(x) \right).
\]

We consider the case when \(f\) is convex. This occurs, for example, if each \(f_i\) is either nonnegative and convex, or nonpositive and concave, or affine.

The **Gauss-Newton method** uses the search direction

\[
\Delta x_{\text{gn}} = - \left( \sum_{i=1}^{m} \nabla f_i(x) \nabla f_i(x)^T \right)^{-1} \left( \sum_{i=1}^{m} f_i(x) \nabla f_i(x) \right).
\]

(We assume here that the inverse exists, i.e., the vectors \(\nabla f_1(x), \ldots, \nabla f_m(x)\) span \(\mathbb{R}^n\).) This search direction can be considered an approximate Newton direction (see exercise 9.31), obtained by dropping the second derivative terms from the Hessian of \(f\).

We can give another simple interpretation of the Gauss-Newton search direction \(\Delta x_{\text{gn}}\). Using the first-order approximation \(f_i(x + v) \approx f_i(x) + \nabla f_i(x)^T v\) we obtain the approximation

\[
f(x + v) \approx \frac{1}{2} \sum_{i=1}^{m} (f_i(x) + \nabla f_i(x)^T v)^2.
\]

The Gauss-Newton search step \(\Delta x_{\text{gn}}\) is precisely the value of \(v\) that minimizes this approximation of \(f\). (Moreover, we conclude that \(\Delta x_{\text{gn}}\) can be computed by solving a linear least-squares problem.)

Test the Gauss-Newton method on some problem instances of the form

\[
f_i(x) = (1/2) x^T A_i x + b_i^T x + 1,
\]

with \(A_i \in \mathbb{S}_{++}^n\) and \(b_i^T A_i^{-1} b_i \leq 2\) (which ensures that \(f\) is convex).
Chapter 10

Equality constrained minimization

10.1 Equality constrained minimization problems

In this chapter we describe methods for solving a convex optimization problem with equality constraints,

\[ \begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad Ax = b,
\end{align*} \tag{10.1} \]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is convex and twice continuously differentiable, and \( A \in \mathbb{R}^{p \times n} \) with \textbf{rank} \( A = p < n \). The assumptions on \( A \) mean that there are fewer equality constraints than variables, and that the equality constraints are independent. We will assume that an optimal solution \( x^* \) exists, and use \( p^* = \inf \{ f(x) \mid Ax = b \} = f(x^*) \).

Recall (from §4.2.3 or §5.5.3) that a point \( x^* \in \text{dom} \ f \) is optimal for (10.1) if and only if there is a \( \nu^* \in \mathbb{R}^p \) such that

\[ Ax^* = b, \quad \nabla f(x^*) + A^T \nu^* = 0. \tag{10.2} \]

Solving the equality constrained optimization problem (10.1) is therefore equivalent to finding a solution of the KKT equations (10.2), which is a set of \( n + p \) equations in the \( n + p \) variables \( x^* \), \( \nu^* \). The first set of equations, \( Ax^* = b \), are called the \textit{primal feasibility equations}, which are linear. The second set of equations, \( \nabla f(x^*) + A^T \nu^* = 0 \), are called the \textit{dual feasibility equations}, and are in general nonlinear. As with unconstrained optimization, there are a few problems for which we can solve these optimality conditions analytically. The most important special case is when \( f \) is quadratic, which we examine in §10.1.1.

Any equality constrained minimization problem can be reduced to an equivalent unconstrained problem by eliminating the equality constraints, after which the methods of chapter 9 can be used to solve the problem. Another approach is to solve the dual problem (assuming the dual function is twice differentiable) using an unconstrained minimization method, and then recover the solution of the
equality constrained problem (10.1) from the dual solution. The elimination and dual methods are briefly discussed in §10.1.2 and §10.1.3, respectively.

The bulk of this chapter is devoted to extensions of Newton’s method that directly handle equality constraints. In many cases these methods are preferable to methods that reduce an equality constrained problem to an unconstrained one. One reason is that problem structure, such as sparsity, is often destroyed by elimination (or forming the dual); in contrast, a method that directly handles equality constraints can exploit the problem structure. Another reason is conceptual: methods that directly handle equality constraints can be thought of as methods for directly solving the optimality conditions (10.2).

10.1.1 Equality constrained convex quadratic minimization

Consider the equality constrained convex quadratic minimization problem

\[ \begin{align*}
\text{minimize} & \quad f(x) = \frac{1}{2} x^T P x + q^T x + r \\
\text{subject to} & \quad Ax = b,
\end{align*} \tag{10.3} \]

where \( P \in \mathbb{S}^n_* \) and \( A \in \mathbb{R}^{p \times n} \). This problem is important on its own, and also because it forms the basis for an extension of Newton’s method to equality constrained problems.

Here the optimality conditions (10.2) are

\[ \begin{align*}
Ax^* &= b, \\
Px^* + q + A^T \nu^* &= 0,
\end{align*} \]

which we can write as

\[ \begin{bmatrix} P & A^T \\ A & 0 \end{bmatrix} \begin{bmatrix} x^* \\ \nu^* \end{bmatrix} = \begin{bmatrix} -q \\ b \end{bmatrix}. \tag{10.4} \]

This set of \( n + p \) linear equations in the \( n + p \) variables \( x^*, \nu^* \) is called the KKT system for the equality constrained quadratic optimization problem (10.3). The coefficient matrix is called the KKT matrix.

When the KKT matrix is nonsingular, there is a unique optimal primal-dual pair \((x^*, \nu^*)\). If the KKT matrix is singular, but the KKT system is solvable, any solution yields an optimal pair \((x^*, \nu^*)\). If the KKT system is not solvable, the quadratic optimization problem is unbounded below or infeasible. Indeed, in this case there exist \( v \in \mathbb{R}^n \) and \( w \in \mathbb{R}^p \) such that

\[ \begin{align*}
Pv + A^T w &= 0, \\
Av &= 0, \\
-q^T v + b^T w &> 0.
\end{align*} \]

Let \( \hat{x} \) be any feasible point. The point \( x = \hat{x} + tv \) is feasible for all \( t \) and

\[ f(\hat{x} + tv) = f(\hat{x}) + t(v^T P \hat{x} + q^T v) + (1/2)t^2 v^T P v \]

\[ = f(\hat{x}) + t(-\hat{x}^T A^T w + q^T v) - (1/2)t^2 w^T A v \]

\[ = f(\hat{x}) + t(-b^T w + q^T v), \]

which decreases without bound as \( t \to \infty \).
Nonsingularity of the KKT matrix

Recall our assumption that $P \in S^n_+$ and rank $A = p < n$. There are several conditions equivalent to nonsingularity of the KKT matrix:

- $\mathcal{N}(P) \cap \mathcal{N}(A) = \{0\}$, i.e., $P$ and $A$ have no nontrivial common nullspace.
- $Ax = 0, x \neq 0 \implies x^TPx > 0$, i.e., $P$ is positive definite on the nullspace of $A$.
- $F^TPF \succ 0$, where $F \in \mathbb{R}^{n \times (n-p)}$ is a matrix for which $\mathcal{R}(F) = \mathcal{N}(A)$.

(See exercise 10.1.) As an important special case, we note that if $P \succ 0$, the KKT matrix must be nonsingular.

10.1.2 Eliminating equality constraints

One general approach to solving the equality constrained problem (10.1) is to eliminate the equality constraints, as described in §4.2.4, and then solve the resulting unconstrained problem using methods for unconstrained minimization. We first find a matrix $F \in \mathbb{R}^{n \times (n-p)}$ and vector $\hat{x} \in \mathbb{R}^n$ that parametrize the (affine) feasible set:

$$\{ x \mid Ax = b \} = \{ Fz + \hat{x} \mid z \in \mathbb{R}^{n-p} \}.$$  

Here $\hat{x}$ can be chosen as any particular solution of $Ax = b$, and $F \in \mathbb{R}^{n \times (n-p)}$ is any matrix whose range is the nullspace of $A$. We then form the reduced or eliminated optimization problem

$$\min f(z) = f(Fz + \hat{x}),$$

which is an unconstrained problem with variable $z \in \mathbb{R}^{n-p}$. From its solution $z^*$, we can find the solution of the equality constrained problem as $x^* = Fz^* + \hat{x}$.

We can also construct an optimal dual variable $\nu^*$ for the equality constrained problem, as

$$\nu^* = -(AA^T)^{-1}A\nabla f(x^*).$$

To show that this expression is correct, we must verify that the dual feasibility condition

$$\nabla f(x^*) + A^T(-(AA^T)^{-1}A\nabla f(x^*)) = 0$$

holds. To show this, we note that

$$\begin{bmatrix} F^T \\ A \end{bmatrix} (\nabla f(x^*) - A^T( AA^T)^{-1}A\nabla f(x^*)) = 0,$$

where in the top block we use $F^T\nabla f(x^*) = \nabla f(z^*) = 0$ and $AF = 0$. Since the matrix on the left is nonsingular, this implies (10.6).

Example 10.1 Optimal allocation with resource constraint. We consider the problem

$$\min \sum_{i=1}^n f_i(x_i)$$

subject to $\sum_{i=1}^n x_i = b$. 


where the functions \( f_i : \mathbb{R} \to \mathbb{R} \) are convex and twice differentiable, and \( b \in \mathbb{R} \) is a problem parameter. We interpret this as the problem of optimally allocating a single resource, with a fixed total amount \( b \) (the budget) to \( n \) otherwise independent activities.

We can eliminate \( x_n \) (for example) using the parametrization

\[
x_n = b - x_1 - \cdots - x_{n-1},
\]

which corresponds to the choices

\[
\hat{x} = \mathbf{b}_n, \quad F = \begin{bmatrix} I \\ -1 \end{bmatrix} \in \mathbb{R}^{n \times (n-1)}.
\]

The reduced problem is then

\[
\text{minimize} \quad f_n(b - x_1 - \cdots - x_{n-1}) + \sum_{i=1}^{n-1} f_i(x_i),
\]

with variables \( x_1, \ldots, x_{n-1} \).

### Choice of elimination matrix

There are, of course, many possible choices for the elimination matrix \( F \), which can be chosen as any matrix in \( \mathbb{R}^{n \times (n-p)} \) with \( \mathcal{R}(F) = \mathcal{N}(A) \). If \( F \) is one such matrix, and \( T \in \mathbb{R}^{(n-p) \times (n-p)} \) is nonsingular, then \( \tilde{F} = FT \) is also a suitable elimination matrix, since

\[
\mathcal{R}(\tilde{F}) = \mathcal{R}(F) = \mathcal{N}(A).
\]

Conversely, if \( F \) and \( \tilde{F} \) are any two suitable elimination matrices, then there is some nonsingular \( T \) such that \( \tilde{F} = FT \).

If we eliminate the equality constraints using \( F \), we solve the unconstrained problem

\[
\text{minimize} \quad f(Fz + \hat{x}),
\]

while if \( \tilde{F} \) is used, we solve the unconstrained problem

\[
\text{minimize} \quad f(\tilde{F}z + \hat{x}) = f(F(T\tilde{z}) + \hat{x}).
\]

This problem is equivalent to the one above, and is simply obtained by the change of coordinates \( z = T\tilde{z} \). In other words, changing the elimination matrix can be thought of as changing variables in the reduced problem.

### 10.1.3 Solving equality constrained problems via the dual

Another approach to solving (10.1) is to solve the dual, and then recover the optimal primal variable \( x^\ast \), as described in §5.5.5. The dual function of (10.1) is

\[
g(\nu) = -b^T \nu + \inf_x (f(x) + \nu^T Ax)
\]

\[
= -b^T \nu - \sup_x ((-A^T \nu)^T x - f(x))
\]

\[
= -b^T \nu - f^\ast(-A^T \nu),
\]
10.2 Newton’s method with equality constraints

where \( f^* \) is the conjugate of \( f \), so the dual problem is

\[
\text{maximize} \quad -b^T \nu - f^*(-A^T \nu).
\]

Since by assumption there is an optimal point, the problem is strictly feasible, so Slater’s condition holds. Therefore strong duality holds, and the dual optimum is attained, \( i.e. \), there exists a \( \nu^* \) with \( g(\nu^*) = p^* \).

If the dual function \( g \) is twice differentiable, then the methods for unconstrained minimization described in chapter 9 can be used to maximize \( g \). (In general, the dual function \( g \) need not be twice differentiable, even if \( f \) is.) Once we find an optimal dual variable \( \nu^* \), we reconstruct an optimal primal solution \( x^* \) from it. (This is not always straightforward; see §5.5.5.)

---

**Example 10.2 Equality constrained analytic center.** We consider the problem

\[
\begin{align*}
\text{minimize} & \quad f(x) = -\sum_{i=1}^{n} \log x_i \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

(10.7)

where \( A \in \mathbb{R}^{p \times n} \), with implicit constraint \( x \succ 0 \). Using

\[
f^*(y) = \sum_{i=1}^{n} (-1 - \log(-y_i)) = -n - \sum_{i=1}^{n} \log(-y_i)
\]

(with \( \text{dom} f^* = -\mathbb{R}^{n+}_+ \)), the dual problem is

\[
\text{maximize} \quad g(\nu) = -b^T \nu + n + \sum_{i=1}^{n} \log(A^T \nu)_i,
\]

(10.8)

with implicit constraint \( A^T \nu \succ 0 \). Here we can easily solve the dual feasibility equation, \( i.e. \), find the \( x \) that minimizes \( L(x, \nu) \):

\[
\nabla f(x) + A^T \nu = -\left(1/x_1, \ldots, 1/x_n\right) + A^T \nu = 0,
\]

and so

\[
x_i(\nu) = 1/(A^T \nu)_i.
\]

(10.9)

To solve the equality constrained analytic centering problem (10.7), we solve the (unconstrained) dual problem (10.8), and then recover the optimal solution of (10.7) via (10.9).

---

10.2 Newton’s method with equality constraints

In this section we describe an extension of Newton’s method to include equality constraints. The method is almost the same as Newton’s method without constraints, except for two differences: The initial point must be feasible (\( i.e. \), satisfy \( x \in \text{dom} f \) and \( Ax = b \)), and the definition of Newton step is modified to take the equality constraints into account. In particular, we make sure that the Newton step \( \Delta x_{nt} \) is a feasible direction, \( i.e. \), \( A\Delta x_{nt} = 0 \).
10.2.1 The Newton step

Definition via second-order approximation

To derive the Newton step $\Delta x_{nt}$ for the equality constrained problem

$$\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad Ax = b,
\end{align*}$$

at the feasible point $x$, we replace the objective with its second-order Taylor approximation near $x$, to form the problem

$$\begin{align*}
\text{minimize} & \quad \hat{f}(x + v) = f(x) + \nabla f(x)^T v + (1/2)v^T \nabla^2 f(x)v \\
\text{subject to} & \quad A(x + v) = b,
\end{align*} \tag{10.10}$$

with variable $v$. This is a (convex) quadratic minimization problem with equality constraints, and can be solved analytically. We define $\Delta x_{nt}$, the Newton step at $x$, as the solution of the convex quadratic problem (10.10), assuming the associated KKT matrix is nonsingular. In other words, the Newton step $\Delta x_{nt}$ is what must be added to $x$ to solve the problem when the quadratic approximation is used in place of $f$.

From our analysis in §10.1.1 of the equality constrained quadratic problem, the Newton step $\Delta x_{nt}$ is characterized by

$$\begin{bmatrix} \nabla^2 f(x) & A^T \\ A & 0 \end{bmatrix} \begin{bmatrix} \Delta x_{nt} \\ w \end{bmatrix} = \begin{bmatrix} -\nabla f(x) \\ 0 \end{bmatrix}, \tag{10.11}$$

where $w$ is the associated optimal dual variable for the quadratic problem. The Newton step is defined only at points for which the KKT matrix is nonsingular.

As in Newton’s method for unconstrained problems, we observe that when the objective $f$ is exactly quadratic, the Newton update $x + \Delta x_{nt}$ exactly solves the equality constrained minimization problem, and in this case the vector $w$ is the optimal dual variable for the original problem. This suggests, as in the unconstrained case, that when $f$ is nearly quadratic, $x + \Delta x_{nt}$ should be a very good estimate of the solution $x^*$, and $w$ should be a good estimate of the optimal dual variable $\nu^*$.

Solution of linearized optimality conditions

We can interpret the Newton step $\Delta x_{nt}$, and the associated vector $w$, as the solutions of a linearized approximation of the optimality conditions

$$Ax^* = b, \quad \nabla f(x^*) + A^T \nu^* = 0.$$ We substitute $x + \Delta x_{nt}$ for $x^*$ and $w$ for $\nu^*$, and replace the gradient term in the second equation by its linearized approximation near $x$, to obtain the equations

$$A(x + \Delta x_{nt}) = b, \quad \nabla f(x + \Delta x_{nt}) + A^T w \approx \nabla f(x) + \nabla^2 f(x)\Delta x_{nt} + A^T w = 0.$$ Using $Ax = b$, these become

$$A\Delta x_{nt} = 0, \quad \nabla^2 f(x)\Delta x_{nt} + A^T w = -\nabla f(x),$$

which are precisely the equations (10.11) that define the Newton step.
10.2 Newton’s method with equality constraints

The Newton decrement

We define the Newton decrement for the equality constrained problem as

$$\lambda(x) = (\Delta x_{nt}^T \nabla^2 f(x) \Delta x_{nt})^{1/2}. \tag{10.12}$$

This is exactly the same expression as (9.29), used in the unconstrained case, and the same interpretations hold. For example, $$\lambda(x)$$ is the norm of the Newton step, in the norm determined by the Hessian.

Let

$$\tilde{f}(x + v) = f(x) + \nabla f(x)^T v + (1/2)v^T \nabla^2 f(x)v$$

be the second-order Taylor approximation of $$f$$ at $$x$$. The difference between $$f(x)$$ and the minimum of the second-order model satisfies

$$f(x) - \inf \{ \tilde{f}(x + v) \mid A(x + v) = b \} = \lambda(x)^2/2, \tag{10.13}$$

exactly as in the unconstrained case (see exercise 10.6). This means that, as in the unconstrained case, $$\lambda(x)^2/2$$ gives an estimate of $$f(x) - p^\star$$, based on the quadratic model at $$x$$, and also that $$\lambda(x)$$ (or a multiple of $$\lambda(x)^2$$) serves as the basis of a good stopping criterion.

The Newton decrement comes up in the line search as well, since the directional derivative of $$f$$ in the direction $$\Delta x_{nt}$$ is

$$\left. \frac{d}{dt} f(x + tv) \right|_{t=0} = \nabla f(x)^T \Delta x_{nt} = -\lambda(x)^2, \tag{10.14}$$

as in the unconstrained case.

Feasible descent direction

Suppose that $$Ax = b$$. We say that $$v \in \mathbb{R}^n$$ is a feasible direction if $$Av = 0$$. In this case, every point of the form $$x + tv$$ is also feasible, i.e., $$A(x + tv) = b$$. We say that $$v$$ is a descent direction for $$f$$ at $$x$$, if for small $$t > 0$$, $$f(x + tv) < f(x)$$.

The Newton step is always a feasible descent direction (except when $$x$$ is optimal, in which case $$\Delta x_{nt} = 0$$). Indeed, the second set of equations that define $$\Delta x_{nt}$$ are $$A\Delta x_{nt} = 0$$, which shows it is a feasible direction; that it is a descent direction follows from (10.14).

Affine invariance

Like the Newton step and decrement for unconstrained optimization, the Newton step and decrement for equality constrained optimization are affine invariant. Suppose $$T \in \mathbb{R}^{n \times n}$$ is nonsingular, and define $$\tilde{f}(y) = f(Ty)$$. We have

$$\nabla \tilde{f}(y) = T^T \nabla f(Ty), \quad \nabla^2 \tilde{f}(y) = T^T \nabla^2 f(Ty)T,$$

and the equality constraint $$Ax = b$$ becomes $$ATy = b$$.

Now consider the problem of minimizing $$\tilde{f}(y)$$, subject to $$ATy = b$$. The Newton step $$\Delta y_{nt}$$ at $$y$$ is given by the solution of

$$\begin{bmatrix} T^T \nabla^2 f(Ty)T & T^T A^T \\ AT & 0 \end{bmatrix} \begin{bmatrix} \Delta y_{nt} \\ \bar{w} \end{bmatrix} = \begin{bmatrix} -T^T \nabla f(Ty) \\ 0 \end{bmatrix}.$$
Comparing with the Newton step $\Delta x_{nt}$ for $f$ at $x = Ty$, given in (10.11), we see that

$$T\Delta y_{nt} = \Delta x_{nt}$$

(and $w = \bar{w}$), i.e., the Newton steps at $y$ and $x$ are related by the same change of coordinates as $Ty = x$.

### 10.2.2 Newton’s method with equality constraints

The outline of Newton’s method with equality constraints is exactly the same as for unconstrained problems.

#### Algorithm 10.1  Newton’s method for equality constrained minimization.

given starting point $x \in \text{dom} f$ with $Ax = b$, tolerance $\epsilon > 0$.
repeat
1. Compute the Newton step and decrement $\Delta x_{nt}$, $\lambda(x)$.
2. Stopping criterion. quit if $\lambda^2/2 \leq \epsilon$.
3. Line search. Choose step size $t$ by backtracking line search.
4. Update. $x := x + t\Delta x_{nt}$.

The method is called a feasible descent method, since all the iterates are feasible, with $f(x^{(k+1)}) < f(x^{(k)})$ (unless $x^{(k)}$ is optimal). Newton’s method requires that the KKT matrix be invertible at each $x$; we will be more precise about the assumptions required for convergence in §10.2.4.

### 10.2.3 Newton’s method and elimination

We now show that the iterates in Newton’s method for the equality constrained problem (10.1) coincide with the iterates in Newton’s method applied to the reduced problem (10.5). Suppose $F$ satisfies $\mathcal{R}(F) = \mathcal{N}(A)$ and $\text{rank} F = n - p$, and $\hat{x}$ satisfies $A\hat{x} = b$. The gradient and Hessian of the reduced objective function $f(z) = f(Fz + \hat{x})$ are

$$\nabla \hat{f}(z) = F^T \nabla f(Fz + \hat{x}), \quad \nabla^2 \hat{f}(z) = F^T \nabla^2 f(Fz + \hat{x}) F.$$  

From the Hessian expression, we see that the Newton step for the equality constrained problem is defined, i.e., the KKT matrix

$$\begin{bmatrix} \nabla^2 f(x) & A^T \\ A & 0 \end{bmatrix}$$

is invertible, if and only if the Newton step for the reduced problem is defined, i.e., $\nabla^2 \hat{f}(z)$ is invertible.

The Newton step for the reduced problem is

$$\Delta z_{nt} = -\nabla^2 \hat{f}(z)^{-1} \nabla \hat{f}(z) = -(F^T \nabla^2 f(x) F)^{-1} F^T \nabla f(x), \quad (10.15)$$
where $x = Fz + ˆx$. This search direction for the reduced problem corresponds to the direction
\[
F\Delta z_{nt} = -F(F^T\nabla^2 f(x)F)^{-1}F^T\nabla f(x)
\]
for the original, equality constrained problem. We claim this is precisely the same as the Newton direction $\Delta x_{nt}$ for the original problem, defined in (10.11).

To show this, we take $\Delta x_{nt} = F\Delta z_{nt}$, choose
\[
w = -(AA^T)^{-1}A(\nabla f(x) + \nabla^2 f(x)\Delta x_{nt}),
\]
and verify that the equations defining the Newton step,
\[
\nabla^2 f(x)\Delta x_{nt} + A^T w + \nabla f(x) = 0, \quad A\Delta x_{nt} = 0,
\]
hold. The second equation, $A\Delta x_{nt} = 0$, is satisfied because $AF = 0$. To verify the first equation, we observe that
\[
\begin{bmatrix} F^T \\ A \end{bmatrix} (\nabla^2 f(x)\Delta x_{nt} + A^T w + \nabla f(x))
= \begin{bmatrix} F^T \nabla^2 f(x)\Delta x_{nt} + F^T A^T w + F^T \nabla f(x) \\ A \nabla^2 f(x)\Delta x_{nt} + AA^T w + A \nabla f(x) \end{bmatrix}
= 0.
\]
Since the matrix on the left of the first line is nonsingular, we conclude that (10.16) holds.

In a similar way, the Newton decrement $\tilde{\lambda}(z)$ of $\tilde{f}$ at $z$ and the Newton decrement of $f$ at $x$ turn out to be equal:
\[
\tilde{\lambda}(z)^2 = \Delta z_{nt}^T \nabla^2 \tilde{f}(z) \Delta z_{nt}
= \Delta z_{nt}^T F^T \nabla^2 f(x) F \Delta z_{nt}
= \Delta x_{nt}^T \nabla^2 f(x) \Delta x_{nt}
= \lambda(x)^2.
\]

## 10.2.4 Convergence analysis

We saw above that applying Newton’s method with equality constraints is exactly the same as applying Newton’s method to the reduced problem obtained by eliminating the equality constraints. Everything we know about the convergence of Newton’s method for unconstrained problems therefore transfers to Newton’s method for equality constrained problems. In particular, the practical performance of Newton’s method with equality constraints is exactly like the performance of Newton’s method for unconstrained problems. Once $x^{(k)}$ is near $x^*$, convergence is extremely rapid, with a very high accuracy obtained in only a few iterations.

### Assumptions

We make the following assumptions.
• The sublevel set $S = \{x \mid x \in \text{dom } f, f(x) \leq f(x^{(0)}), Ax = b\}$ is closed, where $x^{(0)} \in \text{dom } f$ satisfies $Ax^{(0)} = b$. This is the case if $f$ is closed (see §A.3.3).

• On the set $S$, we have $\nabla^2 f(x) \preceq MI$, and

$$\left\| \begin{bmatrix} \nabla^2 f(x) & A^T \\ A & 0 \end{bmatrix}^{-1} \right\|_2 \leq K,$$ (10.17)

i.e., the inverse of the KKT matrix is bounded on $S$. (Of course the inverse must exist in order for the Newton step to be defined at each point in $S$.)

• For $x, \tilde{x} \in S$, $\nabla^2 f$ satisfies the Lipschitz condition $\|\nabla^2 f(x) - \nabla^2 f(\tilde{x})\|_2 \leq L\|x - \tilde{x}\|_2$.

**Bounded inverse KKT matrix assumption**

The condition (10.17) plays the role of the strong convexity assumption in the standard Newton method (§9.5.3, page 488). When there are no equality constraints, (10.17) reduces to the condition $\|\nabla^2 f(x)^{-1}\|_2 \leq K$ on $S$, so we can take $K = 1/m$, if $\nabla^2 f(x) \succeq mI$ on $S$, where $m > 0$. With equality constraints, the condition is not as simple as a positive lower bound on the minimum eigenvalue. Since the KKT matrix is symmetric, the condition (10.17) is that its eigenvalues, $n$ of which are positive, and $p$ of which are negative, are bounded away from zero.

**Analysis via the eliminated problem**

The assumptions above imply that the eliminated objective function $\tilde{f}$, together with the associated initial point $z^{(0)}$, where $x^{(0)} = \tilde{x} + Fz^{(0)}$, satisfy the assumptions required in the convergence analysis of Newton’s method for unconstrained problems, given in §9.5.3 (with different constants $\tilde{m}, \tilde{M}$, and $\tilde{L}$). It follows that Newton’s method with equality constraints converges to $x^*$ (and $\nu^*$ as well).

To show that the assumptions above imply that the eliminated problem satisfies the assumptions for the unconstrained Newton method is mostly straightforward (see exercise 10.4). Here we show the one implication that is tricky: that the bounded inverse KKT condition, together with the upper bound $\nabla^2 f(x) \preceq MI$, implies that $\nabla^2 \tilde{f}(z) \succeq mI$ for some positive constant $m$. More specifically we will show that this inequality holds for

$$m = \frac{\sigma_{\min}(F)^2}{K^2M},$$ (10.18)

which is positive, since $F$ is full rank.

We show this by contradiction. Suppose that $F^T HF \not\succeq mI$, where $H = \nabla^2 f(x)$. Then we can find $u$, with $\|u\|_2 = 1$, such that $u^T F^T HF u < m$, i.e., $\|H^{1/2}Fu\|_2 < m^{1/2}$. Using $AF = 0$, we have

$$\begin{bmatrix} H & A^T \\ A & 0 \end{bmatrix} \begin{bmatrix} Fu \\ 0 \end{bmatrix} = \begin{bmatrix} HFu \\ 0 \end{bmatrix}.$$
and so
\[
\left\| \begin{bmatrix} H & A^T \\ A & 0 \end{bmatrix} \right\|_2^{-1} \geq \left\| \begin{bmatrix} Fu \\ H Fu \\ 0 \end{bmatrix} \right\|_2 = \frac{\|Fu\|_2}{\|HFu\|_2}.
\]

Using \(\|Fu\|_2 \geq \sigma_{\text{min}}(F)\) and
\[
\|HFu\|_2 \leq \|H^{1/2}\|_2 \|H^{1/2}Fu\|_2 < M^{1/2}m^{1/2},
\]
we conclude
\[
\left\| \begin{bmatrix} H & A^T \\ A & 0 \end{bmatrix} \right\|_2^{-1} \geq \frac{\|Fu\|_2}{\|HFu\|_2} > \frac{\sigma_{\text{min}}(F)}{M^{1/2}m^{1/2}} = K,
\]
using our expression for \(m\) given in (10.18).

**Convergence analysis for self-concordant functions**

If \(f\) is self-concordant, then so is \(\tilde{f}(z) = f(Fz + \hat{x})\). It follows that if \(f\) is self-concordant, we have the exact same complexity estimate as for unconstrained problems: the number of iterations required to produce a solution within an accuracy \(\epsilon\) is no more than
\[
\frac{20 - 8\alpha}{\alpha\beta(1 - 2\alpha)^2} (f(x^{(0)}) - p^*) + \log_2 \log_2(1/\epsilon),
\]
where \(\alpha\) and \(\beta\) are the backtracking parameters (see (9.56)).

### 10.3 Infeasible start Newton method

Newton's method, as described in §10.2, is a feasible descent method. In this section we describe a generalization of Newton’s method that works with initial points, and iterates, that are not feasible.

#### 10.3.1 Newton step at infeasible points

As in Newton’s method, we start with the optimality conditions for the equality constrained minimization problem:
\[
Ax^* = b, \quad \nabla f(x^*) + A^T \nu^* = 0.
\]

Let \(x\) denote the current point, which we do not assume to be feasible, but we do assume satisfies \(x \in \text{dom } f\). Our goal is to find a step \(\Delta x\) so that \(x + \Delta x\) satisfies (at least approximately) the optimality conditions, i.e., \(x + \Delta x \approx x^*\). To do this
we substitute $x + \Delta x$ for $x^*$ and $w$ for $\nu^*$ in the optimality conditions, and use the first-order approximation

$$\nabla f(x + \Delta x) \approx \nabla f(x) + \nabla^2 f(x) \Delta x$$

for the gradient to obtain

$$A(x + \Delta x) = b, \quad \nabla f(x) + \nabla^2 f(x) \Delta x + A^T w = 0.$$ 

This is a set of linear equations for $\Delta x$ and $w$,

$$\begin{bmatrix} \nabla^2 f(x) & A^T \\ A & 0 \end{bmatrix} \begin{bmatrix} \Delta x \\ w \end{bmatrix} = - \begin{bmatrix} \nabla f(x) \\ Ax - b \end{bmatrix}. \tag{10.19}$$

The equations are the same as the equations (10.11) that define the Newton step at a feasible point $x$, with one difference: the second block component of the right-hand side contains $Ax - b$, which is the residual vector for the linear equality constraints. When $x$ is feasible, the residual vanishes, and the equations (10.19) reduce to the equations (10.11) that define the standard Newton step at a feasible point $x$. Thus, if $x$ is feasible, the step $\Delta x$ defined by (10.19) coincides with the Newton step described above (but defined only when $x$ is feasible). For this reason we use the notation $\Delta x_{nt}$ for the step $\Delta x$ defined by (10.19), and refer to it as the Newton step at $x$, with no confusion.

**Interpretation as primal-dual Newton step**

We can give an interpretation of the equations (10.19) in terms of a primal-dual method for the equality constrained problem. By a primal-dual method, we mean one in which we update both the primal variable $x$, and the dual variable $\nu$, in order to (approximately) satisfy the optimality conditions.

We express the optimality conditions as $r(x^*, \nu^*) = 0$, where $r : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n \times \mathbb{R}^p$ is defined as

$$r(x, \nu) = (r_{\text{dual}}(x, \nu), r_{\text{pri}}(x, \nu)).$$

Here

$$r_{\text{dual}}(x, \nu) = \nabla f(x) + A^T \nu, \quad r_{\text{pri}}(x, \nu) = Ax - b$$

are the dual residual and primal residual, respectively. The first-order Taylor approximation of $r$, near our current estimate $y$, is

$$r(y + z) \approx \dot{r}(y + z) = r(y) + Dr(y)z,$$

where $Dr(y) \in \mathbb{R}^{(n+p) \times (n+p)}$ is the derivative of $r$, evaluated at $y$ (see §A.4.1). We define the primal-dual Newton step $\Delta y_{\text{pd}}$ as the step $z$ for which the Taylor approximation $\dot{r}(y + z)$ vanishes, i.e.,

$$Dr(y)\Delta y_{\text{pd}} = -r(y). \tag{10.20}$$

Note that here we consider both $x$ and $\nu$ as variables; $\Delta y_{\text{pd}} = (\Delta x_{\text{pd}}, \Delta \nu_{\text{pd}})$ gives both a primal and a dual step.
10.3 Infeasible start Newton method

Evaluating the derivative of \( r \), we can express (10.20) as
\[
\begin{bmatrix}
\nabla^2 f(x) & A^T \\
A & 0 \\
\end{bmatrix}
\begin{bmatrix}
\Delta x_{pd} \\
\Delta \nu_{pd} \\
\end{bmatrix}
= -\begin{bmatrix}
- r_{dual} \\
r_{pri} \\
\end{bmatrix}
= -\begin{bmatrix}
\nabla f(x) + A^T \nu \\
A x - b \\
\end{bmatrix}.
\]
(10.21)

Writing \( \nu + \Delta \nu_{pd} \) as \( \nu^+ \), we can express this as
\[
\begin{bmatrix}
\nabla^2 f(x) & A^T \\
A & 0 \\
\end{bmatrix}
\begin{bmatrix}
\Delta x_{pd} \\
\nu^+ \\
\end{bmatrix}
= -\begin{bmatrix}
\nabla f(x) \\
A x - b \\
\end{bmatrix},
\]
(10.22)
which is exactly the same set of equations as (10.19). The solutions of (10.19), (10.21), and (10.22) are therefore related as
\[
\Delta x_{nt} = \Delta x_{pd}, \quad w = \nu^+ = \nu + \Delta \nu_{pd}.
\]
This shows that the (infeasible) Newton step is the same as the primal part of the primal-dual step, and the associated dual vector \( w \) is the updated primal-dual variable \( \nu^+ = \nu + \Delta \nu_{pd} \).

The two expressions for the Newton step and dual variable (or dual step), given by (10.21) and (10.22), are of course equivalent, but each reveals a different feature of the Newton step. The equation (10.21) shows that the Newton step and the associated dual step are obtained by solving a set of equations, with the primal and dual residuals as the righthand side. The equation (10.22), which is how we originally defined the Newton step, gives the Newton step and the updated dual variable, and shows that the current value of the dual variable is not needed to compute the primal step, or the updated value of the dual variable.

Residual norm reduction property

The Newton direction, at an infeasible point, is not necessarily a descent direction for \( f \). From (10.19), we note that
\[
\frac{d}{dt} f(x + t \Delta x) \bigg|_{t=0} = \nabla f(x)^T \Delta x
= - \Delta x^T (\nabla^2 f(x) \Delta x + A^T \nu^+)
= - \Delta x^T \nabla^2 f(x) \Delta x + (Ax - b)^T \nu^+, 
\]
which is not necessarily negative (unless, of course, \( x \) is feasible, i.e., \( Ax = b \)). The primal-dual interpretation, however, shows that the norm of the residual decreases in the Newton direction, i.e.,
\[
\frac{d}{dt} \| r(y + t \Delta y_{pd}) \|_2 \bigg|_{t=0} = 2r(y)^T Dr(y) \Delta y_{pd} = -2r(y)^T r(y).
\]
Taking the derivative of the square, we obtain
\[
\frac{d}{dt} \| r(y + t \Delta y_{pd}) \|_2 \bigg|_{t=0} = -\| r(y) \|_2. \tag{10.23}
\]
This allows us to use \( \| r \|_2 \) to measure the progress of the infeasible start Newton method, for example, in the line search. (For the standard Newton method, we use the function value \( f \) to measure progress of the algorithm, at least until quadratic convergence is attained.)
Full step feasibility property

The Newton step $\Delta x_{nt}$ defined by (10.19) has the property (by construction) that

$$A(x + \Delta x_{nt}) = b. \tag{10.24}$$

It follows that, if a step length of one is taken using the Newton step $\Delta x_{nt}$, the following iterate will be feasible. Once $x$ is feasible, the Newton step becomes a feasible direction, so all future iterates will be feasible, regardless of the step sizes taken.

More generally, we can analyze the effect of a damped step on the equality constraint residual $r_{pri}$. With a step length $t \in [0, 1]$, the next iterate is

$$x + t \Delta x_{nt},$$

so the equality constraint residual at the next iterate is

$$r_{pri}^+ = A(x + \Delta x_{nt}t) - b = (1 - t)(Ax - b) = (1 - t)r_{pri},$$

using (10.24). Thus, a damped step, with length $t$, causes the residual to be scaled down by a factor $1 - t$. Now suppose that we have $x^{(i+1)} = x^{(i)} + t^{(i)} \Delta x^{(i)}_{nt}$, for $i = 0, \ldots, k - 1$, where $\Delta x^{(i)}_{nt}$ is the Newton step at the point $x^{(i)} \in \text{dom } f$, and $t^{(i)} \in [0, 1]$. Then we have

$$r^{(k)} = \left( \prod_{i=0}^{k-1} (1 - t^{(i)}) \right) r^{(0)},$$

where $r^{(i)} = Ax^{(i)} - b$ is the residual of $x^{(i)}$. This formula shows that the primal residual at each step is in the direction of the initial primal residual, and is scaled down at each step. It also shows that once a full step is taken, all future iterates are primal feasible.

10.3.2 Infeasible start Newton method

We can develop an extension of Newton’s method, using the Newton step $\Delta x_{nt}$ defined by (10.19), with $x^{(0)} \in \text{dom } f$, but not necessarily satisfying $Ax^{(0)} = b$. We also use the dual part of the Newton step: $\Delta \nu_{nt} = w - \nu$ in the notation of (10.19), or equivalently, $\Delta \nu_{nt} = \Delta \nu_{pd}$ in the notation of (10.21).

Algorithm 10.2 Infeasible start Newton method.

given starting point $x \in \text{dom } f$, $\nu$, tolerance $\epsilon > 0$, $\alpha \in (0, 1/2)$, $\beta \in (0, 1)$.
repeat
1. Compute primal and dual Newton steps $\Delta x_{nt}$, $\Delta \nu_{nt}$.
2. Backtracking line search on $\|r\|_2$.
   $t := 1.$
   while $\|r(x + t \Delta x_{nt}, \nu + t \Delta \nu_{nt})\|_2 > (1 - \alpha t)\|r(x, \nu)\|_2$, $t := \beta t.$
3. Update. $x := x + \Delta x_{nt}$, $\nu := \nu + t \Delta \nu_{nt}$.
until $Ax = b$ and $\|r(x, \nu)\|_2 \leq \epsilon.$
This algorithm is very similar to the standard Newton method with feasible starting point, with a few exceptions. First, the search directions include the extra correction terms that depend on the primal residual. Second, the line search is carried out using the norm of the residual, instead of the function value $f$. Finally, the algorithm terminates when primal feasibility has been achieved, and the norm of the (dual) residual is small.

The line search in step 2 deserves some comment. Using the norm of the residual in the line search can increase the cost, compared to a line search based on the function value, but the increase is usually negligible. Also, we note that the line search must terminate in a finite number of steps, since (10.23) shows that the line search exit condition is satisfied for small $t$.

The equation (10.24) shows that if at some iteration the step length is chosen to be one, the next iterate will be feasible. Thereafter, all iterates will be feasible, and therefore the search direction for the infeasible start Newton method coincides, once a feasible iterate is obtained, with the search direction for the (feasible) Newton method described in §10.2.

There are many variations on the infeasible start Newton method. For example, we can switch to the (feasible) Newton method described in §10.2 once feasibility is achieved. (In other words, we change the line search to one based on $f$, and terminate when $\lambda(x)^2/2 \leq \epsilon$.) Once feasibility is achieved, the infeasible start and the standard (feasible) Newton method differ only in the backtracking and exit conditions, and have very similar performance.

**Using infeasible start Newton method to simplify initialization**

The main advantage of the infeasible start Newton method is in the initialization required. If $\text{dom } f = \mathbb{R}^n$, then initializing the (feasible) Newton method simply requires computing a solution to $Ax = b$, and there is no particular advantage, other than convenience, in using the infeasible start Newton method.

When $\text{dom } f$ is not all of $\mathbb{R}^n$, finding a point in $\text{dom } f$ that satisfies $Ax = b$ can itself be a challenge. One general approach, probably the best when $\text{dom } f$ is complex and not known to intersect $\{z \mid Az = b\}$, is to use a phase I method (described in §11.4) to compute such a point (or verify that $\text{dom } f$ does not intersect $\{z \mid Az = b\}$). But when $\text{dom } f$ is relatively simple, and known to contain a point satisfying $Ax = b$, the infeasible start Newton method gives a simple alternative.

One common example occurs when $\text{dom } f = \mathbb{R}^n_{++}$, as in the equality constrained analytic centering problem described in example 10.2. To initialize Newton’s method for the problem

\[
\begin{align*}
\text{minimize} & \quad -\sum_{i=1}^{n} \log x_i \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

(10.25)

requires finding a point $x^{(0)} > 0$ with $Ax = b$, which is equivalent to solving a standard form LP feasibility problem. This can be carried out using a phase I method, or alternatively, using the infeasible start Newton method, with any positive initial point, e.g., $x^{(0)} = 1$.

The same trick can be used to initialize unconstrained problems where a starting point in $\text{dom } f$ is not known. As an example, we consider the dual of the equality
constrained analytic centering problem (10.25),

\[
\text{maximize } g(\nu) = -b^T \nu + n + \sum_{i=1}^{n} \log(A^T \nu)_i.
\]

To initialize this problem for the (feasible start) Newton method, we must find a point \( \nu^{(0)} \) that satisfies \( A^T \nu^{(0)} \succ 0 \), i.e., we must solve a set of linear inequalities. This can be done using a phase I method, or using an infeasible start Newton method, after reformulating the problem. We first express it as an equality constrained problem,

\[
\text{maximize } -b^T \nu + n + \sum_{i=1}^{n} \log y_i \\
\text{subject to } y = A^T \nu,
\]

with new variable \( y \in \mathbb{R}^n \). We can now use the infeasible start Newton method, starting with any positive \( y^{(0)} \) (and any \( \nu^{(0)} \)).

The disadvantage of using the infeasible start Newton method to initialize problems for which a strictly feasible starting point is not known is that there is no clear way to detect that there exists no strictly feasible point; the norm of the residual will simply converge, slowly, to some positive value. (Phase I methods, in contrast, can determine this fact unambiguously.) In addition, the convergence of the infeasible start Newton method, before feasibility is achieved, can be slow; see §11.4.2.

10.3.3 Convergence analysis

In this section we show that the infeasible start Newton method converges to the optimal point, provided certain assumptions hold. The convergence proof is very similar to those for the standard Newton method, or the standard Newton method with equality constraints. We show that once the norm of the residual is small enough, the algorithm takes full steps (which implies that feasibility is achieved), and convergence is subsequently quadratic. We also show that the norm of the residual is reduced by at least a fixed amount in each iteration before the region of quadratic convergence is reached. Since the norm of the residual cannot be negative, this shows that within a finite number of steps, the residual will be small enough to guarantee full steps, and quadratic convergence.

Assumptions

We make the following assumptions.

- The sublevel set

\[
S = \{ (x, \nu) \mid x \in \text{dom } f, \| r(x, \nu) \|_2 \leq \| r(x^{(0)}, \nu^{(0)}) \|_2 \} \tag{10.26}
\]

is closed. If \( f \) is closed, then \( \| r \|_2 \) is a closed function, and therefore this condition is satisfied for any \( x^{(0)} \in \text{dom } f \) and any \( \nu^{(0)} \in \mathbb{R}^p \) (see exercise 10.7).

- On the set \( S \), we have

\[
\| Dr(x, \nu)^{-1} \|_2 = \left\| \begin{bmatrix} \nabla^2 f(x) & A^T \\ A & 0 \end{bmatrix}^{-1} \right\|_2 \leq K, \tag{10.27}
\]
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for some $K$.

- For $(x, \nu)$, $(\bar{x}, \bar{\nu}) \in S$, $Dr$ satisfies the Lipschitz condition
  
  \[
  \|Dr(x, \nu) - Dr(\bar{x}, \bar{\nu})\|_2 \leq L \| (x, \nu) - (\bar{x}, \bar{\nu}) \|_2.
  \]

  (This is equivalent to $\nabla^2 f(x)$ satisfying a Lipschitz condition; see exercise 10.7.)

As we will see below, these assumptions imply that $\text{dom } f$ and $\{z \mid Az = b\}$ intersect, and that there is an optimal point $(x^*, \nu^*)$.

Comparison with standard Newton method

The assumptions above are very similar to the ones made in §10.2.4 (page 529) for the analysis of the standard Newton method. The second and third assumptions, the bounded inverse KKT matrix and Lipschitz condition, are essentially the same. The sublevel set condition (10.26) for the infeasible start Newton method is, however, more general than the sublevel set condition made in §10.2.4.

As an example, consider the equality constrained maximum entropy problem

\[
\text{minimize } f(x) = \sum_{i=1}^{n} x_i \log x_i \quad \text{subject to } Ax = b,
\]

with $\text{dom } f = \mathbb{R}^n_{++}$. The objective $f$ is not closed; it has sublevel sets that are not closed, so the assumptions made in the standard Newton method may not hold, at least for some initial points. The problem here is that the negative entropy function does not converge to $\infty$ as $x_i \to 0$. On the other hand the sublevel set condition (10.26) for the infeasible start Newton method does hold for this problem, since the norm of the gradient of the negative entropy function does converge to $\infty$ as $x_i \to 0$. Thus, the infeasible start Newton method is guaranteed to solve the equality constrained maximum entropy problem. (We do not know whether the standard Newton method can fail for this problem; we are only observing here that our convergence analysis does not hold.) Note that if the initial point satisfies the equality constraints, the only difference between the standard and infeasible start Newton methods is in the line searches, which differ only during the damped stage.

A basic inequality

We start by deriving a basic inequality. Let $y = (x, \nu) \in S$ with $\|r(y)\|_2 \neq 0$, and let $\Delta y_{\text{nat}} = (\Delta x_{\text{nat}}, \Delta \nu_{\text{nat}})$ be the Newton step at $y$. Define

\[
t_{\text{max}} = \inf \{ t > 0 \mid y + t\Delta y_{\text{nat}} \notin S \}.
\]

If $y + t\Delta y_{\text{nat}} \in S$ for all $t \geq 0$, we follow the usual convention and define $t_{\text{max}} = \infty$.

Otherwise, $t_{\text{max}}$ is the smallest positive value of $t$ such that $\| r(y + t\Delta y_{\text{nat}}) \|_2 = \| r(y_{(0)}) \|_2$. In particular, it follows that $y + t\Delta y_{\text{nat}} \in S$ for $0 \leq t \leq t_{\text{max}}$.

We will show that

\[
\| r(y + t\Delta y_{\text{nat}}) \|_2 \leq (1 - t)\| r(y) \|_2 + (K^2 L/2)t^2\| r(y) \|_2^2 \quad (10.28)
\]
for $0 \leq t \leq \min\{1, t_{\text{max}}\}$.

We have

$$r(y + t\Delta y_{\text{in}}) = r(y) + \int_0^1 Dr(y + \tau t\Delta y_{\text{in}}) t\Delta y_{\text{in}} \, d\tau$$

$$= r(y) + tDr(y)\Delta y_{\text{in}} + \int_0^1 (Dr(y + \tau t\Delta y_{\text{in}}) - Dr(y)) t\Delta y_{\text{in}} \, d\tau$$

$$= r(y) + tDr(y)\Delta y_{\text{in}} + e$$

$$= (1 - t)r(y) + e,$$

using $Dr(y)\Delta y_{\text{in}} = -r(y)$, and defining

$$e = \int_0^1 (Dr(y + \tau t\Delta y_{\text{in}}) - Dr(y)) t\Delta y_{\text{in}} \, d\tau.$$

Now suppose $0 \leq t \leq t_{\text{max}}$, so $y + \tau t\Delta y_{\text{in}} \in S$ for $0 \leq \tau \leq 1$. We can bound $\|e\|_2$ as follows:

$$\|e\|_2 \leq \|\Delta y_{\text{in}}\|_2 \int_0^1 \|Dr(y + \tau t\Delta y_{\text{in}}) - Dr(y)\|_2 \, d\tau$$

$$\leq \|\Delta y_{\text{in}}\|_2 \int_0^1 L\|\tau t\Delta y_{\text{in}}\|_2 \, d\tau$$

$$= (L/2)t^2\|\Delta y_{\text{in}}\|_2^2$$

$$= (L/2)t^2\|Dr(y)^{-1}r(y)\|_2^2$$

$$\leq (K^2L/2)t^2\|r(y)\|_2^2,$$

using the Lipschitz condition on the second line, and the bound $\|Dr(y)^{-1}\|_2 \leq K$ on the last. Now we can derive the bound (10.28): For $0 \leq t \leq \min\{1, t_{\text{max}}\}$,

$$\|r(y + t\Delta y_{\text{in}})\|_2 = \|(1 - t)r(y) + e\|_2$$

$$\leq (1 - t)\|r(y)\|_2 + \|e\|_2$$

$$\leq (1 - t)\|r(y)\|_2 + (K^2L/2)t^2\|r(y)\|_2^2.$$

**Damped Newton phase**

We first show that if $\|r(y)\|_2 > 1/(K^2L)$, one iteration of the infeasible start Newton method reduces $\|r\|_2$ by at least a certain minimum amount.

The righthand side of the basic inequality (10.28) is quadratic in $t$, and monotonically decreasing between $t = 0$ and its minimizer

$$\tilde{t} = \frac{1}{K^2L\|r(y)\|_2} < 1.$$

We must have $t_{\text{max}} > \tilde{t}$, because the opposite would imply $\|r(y + t_{\text{max}}\Delta y_{\text{in}})\|_2 < \|r(y)\|_2$, which is false. The basic inequality is therefore valid at $t = \tilde{t}$, and therefore

$$\|r(y + \tilde{t}\Delta y_{\text{in}})\|_2 \leq \|r(y)\|_2 - 1/(2K^2L)$$

$$\leq \|r(y)\|_2 - \alpha/(K^2L)$$

$$= (1 - \alpha\tilde{t})\|r(y)\|_2,$$
which shows that the step length $\bar{t}$ satisfies the line search exit condition. Therefore we have $t \geq \beta \bar{t}$, where $t$ is the step length chosen by the backtracking algorithm. From $t \geq \beta \bar{t}$ we have (from the exit condition in the backtracking line search)

\[
\|r(y + t\Delta y_{\text{int}})\|_2 \leq (1 - \alpha t) \|r(y)\|_2 \\
\leq (1 - \alpha \beta \bar{t}) \|r(y)\|_2 \\
= \left(1 - \frac{\alpha \beta}{K^2 L \|r(y)\|_2}\right) \|r(y)\|_2 \\
= \|r(y)\|_2 - \frac{\alpha \beta}{K^2 L}.
\]

Thus, as long as we have $\|r(y)\|_2 > 1/(K^2 L)$, we obtain a minimum decrease in $\|r\|_2$, per iteration, of $\alpha \beta/(K^2 L)$. It follows that a maximum of

\[
\frac{\|r(y(0))\|_2 K^2 L}{\alpha \beta}
\]

iterations can be taken before we have $\|r(y(k))\|_2 \leq 1/(K^2 L)$.

**Quadratically convergent phase**

Now suppose $\|r(y)\|_2 \leq 1/(K^2 L)$. The basic inequality gives

\[
\|r(y + t\Delta y_{\text{int}})\|_2 \leq (1 - t + (1/2)t^2) \|r(y)\|_2 \tag{10.29}
\]

for $0 \leq t \leq \min\{1, t_{\text{max}}\}$. We must have $t_{\text{max}} > 1$, because otherwise it would follow from (10.29) that $\|r(y + t_{\text{max}}\Delta y_{\text{int}})\|_2 < \|r(y)\|_2$, which contradicts the definition of $t_{\text{max}}$. The inequality (10.29) therefore holds with $t = 1$, i.e., we have

\[
\|r(y + \Delta y_{\text{int}})\|_2 \leq (1/2) \|r(y)\|_2 \leq (1 - \alpha) \|r(y)\|_2.
\]

This shows that the backtracking line search exit criterion is satisfied for $t = 1$, so a full step will be taken. Moreover, for all future iterations we have $\|r(y)\|_2 \leq 1/(K^2 L)$, so a full step will be taken for all following iterations.

We can write the inequality (10.28) (for $t = 1$) as

\[
\frac{K^2 L \|r(y^+)\|_2}{2} \leq \left(\frac{K^2 L \|r(y)\|_2}{2}\right)^2,
\]

where $y^+ = y + \Delta y_{\text{int}}$. Therefore, if $r(y^{+k})$ denotes the residual $k$ steps after an iteration in which $\|r(y)\|_2 \leq 1/K^2 L$, we have

\[
\frac{K^2 L \|r(y^{+k})\|_2}{2} \leq \left(\frac{K^2 L \|r(y)\|_2}{2}\right)^{2^k} \leq \left(\frac{1}{2}\right)^{2^k},
\]

i.e., we have quadratic convergence of $\|r(y)\|_2$ to zero.

To show that the sequence of iterates converges, we will show that it is a Cauchy sequence. Suppose $y$ is an iterate satisfying $\|r(y)\|_2 \leq 1/(K^2 L)$, and $y^{+k}$ denotes
the $k$th iterate after $y$. Since these iterates are in the region of quadratic convergence, the step size is one, so we have

$$
\|y^k - y\|_2 \leq \|y^k - y^{(k-1)}\|_2 + \cdots + \|y^k - y\|_2
$$

$$
\leq K \left( \|y^{(k-1)}\|_2 + \cdots + \|r(y)\|_2 \right)
$$

$$
\leq K \|r(y)\|_2 \sum_{i=0}^{k-1} \left( \frac{K^2 L \|r(y)\|_2}{2} \right)^{2^i-1}
$$

$$
\leq K \|r(y)\|_2 \sum_{i=0}^{k-1} \left( \frac{1}{2} \right)^{2^i-1}
$$

$$
\leq 2K \|r(y)\|_2
$$

where in the third line we use the assumption that $\|Dr^{-1}\|_2 \leq K$ for all iterates. Since $\|r(y^{(k)})\|_2$ converges to zero, we conclude $y^{(k)}$ is a Cauchy sequence, and therefore converges. By continuity of $r$, the limit point $y^*$ satisfies $r(y^*) = 0$. This establishes our earlier claim that the assumptions at the beginning of this section imply that there is an optimal point $(x^*, \nu^*)$.

### 10.3.4 Convex-concave games

The proof of convergence for the infeasible start Newton method reveals that the method can be used for a larger class of problems than equality constrained convex optimization problems. Suppose $r : \mathbb{R}^n \to \mathbb{R}^n$ is differentiable, its derivative satisfies a Lipschitz condition on $S$, and $\|Dr(x)^{-1}\|_2$ is bounded on $S$, where

$$
S = \{ x \in \text{dom} r \mid \|r(x)\|_2 \leq \|r(x^{(0)})\|_2 \}
$$

is a closed set. Then the infeasible start Newton method, started at $x^{(0)}$, converges to a solution of $r(x) = 0$ in $S$. In the infeasible start Newton method, we apply this to the specific case in which $r$ is the residual for the equality constrained convex optimization problem. But it applies in several other interesting cases. One interesting example is solving a convex-concave game. (See §5.4.3 and exercise 5.25 for discussion of other, related games).

An unconstrained (zero-sum, two-player) game on $\mathbb{R}^p \times \mathbb{R}^q$ is defined by its payoff function $f : \mathbb{R}^{p+q} \to \mathbb{R}$. The meaning is that player 1 chooses a value (or move) $u \in \mathbb{R}^p$, and player 2 chooses a value (or move) $v \in \mathbb{R}^q$; based on these choices, player 1 makes a payment to player 2, in the amount $f(u, v)$. The goal of player 1 is to minimize this payment, while the goal of player 2 is to maximize it.

If player 1 makes his choice $u$ first, and player 2 knows the choice, then player 2 will choose $v$ to maximize $f(u, v)$, which results in a payoff of $\sup_v f(u, v)$ (assuming the supremum is achieved). If player 1 assumes that player 2 will make this choice, he should choose $u$ to minimize $\sup_v f(u, v)$. The resulting payoff, from player 1 to player 2, will then be

$$
\inf_u \sup_v f(u, v)
$$

(10.30)
(assuming that the supremum is achieved). On the other hand if player 2 makes
the first choice, the strategies are reversed, and the resulting payoff from player 1
to player 2 is
\[
\sup_v \inf_u f(u, v).
\]
(10.31)
The payoff (10.30) is always greater than or equal to the payoff (10.31); the
difference between the two payoffs can be interpreted as the advantage afforded the
player who makes the second move, with knowledge of the other player’s move. We
say that \((u^*, v^*)\) is a solution of the game, or a saddle-point for the game, if for all
\(u, v\),
\[
f(u^*, v) \leq f(u^*, v^*) \leq f(u, v^*).\]
When a solution exists, there is no advantage to making the second move; \(f(u^*, v^*)\)
is the common value of both payoffs (10.30) and (10.31). (See exercise 3.14.)
The game is called convex-concave if for each \(v\), \(f(u, v)\) is a convex function of \(u\), and for each \(u\), \(f(u, v)\) is a concave function of \(v\). When \(f\) is differentiable (and convex-concave), a saddle-point for the game is characterized by \(\nabla f(u^*, v^*) = 0\).

Solution via infeasible start Newton method
We can use the infeasible start Newton method to compute a solution of a convex-
concave game with twice differentiable payoff function. We define the residual as
\[
r(u, v) = \nabla f(u, v) = \begin{bmatrix} \nabla_u f(u, v) \\ \nabla_v f(u, v) \end{bmatrix},
\]
and apply the infeasible start Newton method. In the context of games, the infe-
sible start Newton method is simply called Newton’s method (for convex-concave
games).
We can guarantee convergence of the (infeasible start) Newton method provided
\(Dr = \nabla^2 f\) has bounded inverse, and satisfies a Lipschitz condition on the sublevel
set
\[
S = \{(u, v) \in \text{dom} f \mid \|r(u, v)\|_2 \leq \|r(u^{(0)}, v^{(0)})\|_2\},
\]
where \(u^{(0)}, v^{(0)}\) are the starting players’ choices.
There is a simple analog of the strong convexity condition in an unconstrained
minimization problem. We say the game with payoff function \(f\) is strongly convex-
concave if for some \(m > 0\), we have \(\nabla^2_{uu} f(u, v) \geq m I\) and \(\nabla^2_{vv} f(u, v) \leq -m I\), for
all \((u, v) \in S\). Not surprisingly, this strong convex-concave assumption implies the
bounded inverse condition (exercise 10.10).

10.3.5 Examples

A simple example
We illustrate the infeasible start Newton method on the equality constrained an-
talytic center problem (10.25). Our first example is an instance with dimensions
\(n = 100\) and \(m = 50\), generated randomly, for which the problem is feasible and
bounded below. The infeasible start Newton method is used, with initial primal
and dual points $x^{(0)} = 1$, $\nu^{(0)} = 0$, and backtracking parameters $\alpha = 0.01$ and $\beta = 0.5$. The plot in figure 10.1 shows the norms of the primal and dual residuals separately, versus iteration number, and the plot in figure 10.2 shows the step lengths. A full Newton step is taken in iteration 8, so the primal residual becomes (almost) zero, and remains (almost) zero. After around iteration 9 or so, the (dual) residual converges quadratically to zero.

An infeasible example

We also consider a problem instance, of the same dimensions as the example above, for which $\text{dom } f$ does not intersect $\{ z \mid Az = b \}$, i.e., the problem is infeasible. (This violates the basic assumption in the chapter that problem (10.1) is solvable, as well as the assumptions made in §10.2.4; the example is meant only to show what happens to the infeasible start Newton method when $\text{dom } f$ does not intersect $\{ z \mid Az = b \}$.) The norm of the residual for this example is shown in figure 10.3, and the step length in figure 10.4. Here, of course, the step lengths are never one, and the residual does not converge to zero.

A convex-concave game

Our final example involves a convex-concave game on $\mathbb{R}^{100} \times \mathbb{R}^{100}$, with payoff function

$$f(u, v) = u^T Av + b^T u + c^T v - \log(1 - u^T u) + \log(1 - v^T v), \quad (10.32)$$

defined on

$$\text{dom } f = \{ (u, v) \mid u^T u < 1, \ v^T v < 1 \}.$$ 

The problem data $A$, $b$, and $c$ were randomly generated. The progress of the (infeasible start) Newton method, started at $u^{(0)} = v^{(0)} = 0$, with backtracking parameters $\alpha = 0.01$ and $\beta = 0.5$, is shown in figure 10.5.

10.4 Implementation

10.4.1 Elimination

To implement the elimination method, we have to calculate a full rank matrix $F$ and an $\hat{x}$ such that

$$\{ x \mid Ax = b \} = \{ Fz + \hat{x} \mid z \in \mathbb{R}^{n-p} \}.$$ 

Several methods for this are described in §C.5.

10.4.2 Solving KKT systems

In this section we describe methods that can be used to compute the Newton step or infeasible Newton step, both of which involve solving a set of linear equations
Figure 10.1 Progress of infeasible start Newton method on an equality constrained analytic centering problem with 100 variables and 50 constraints. The figure shows $\|r_{pri}\|_2$ (solid line), and $\|r_{dual}\|_2$ (dashed line). Note that feasibility is achieved (and maintained) after 8 iterations, and convergence is quadratic, starting from iteration 9 or so.

Figure 10.2 Step length versus iteration number for the same example problem. A full step is taken in iteration 8, which results in feasibility from iteration 8 on.
Figure 10.3 Progress of infeasible start Newton method on an equality constrained analytic centering problem with 100 variables and 50 constraints, for which $\text{dom } f = \mathbb{R}_{++}^{100}$ does not intersect $\{ z \mid Az = b \}$. The figure shows $\|r_{\text{pri}}\|_2$ (solid line), and $\|r_{\text{dual}}\|_2$ (dashed line). In this case, the residuals do not converge to zero.

Figure 10.4 Step length versus iteration number for the infeasible example problem. No full steps are taken, and the step lengths converge to zero.
with KKT form
\[
\begin{bmatrix}
H & A^T \\
A & 0 \\
\end{bmatrix}
\begin{bmatrix}
v \\
w \\
\end{bmatrix} =
\begin{bmatrix}
g \\
h \\
\end{bmatrix}.
\]
(10.33)

Here we assume \( H \in \mathbf{S}^n_+ \), and \( A \in \mathbf{R}^{p \times n} \) with rank \( A = p < n \). Similar methods can be used to compute the Newton step for a convex-concave game, in which the bottom right entry of the coefficient matrix is negative semidefinite (see exercise 10.13).

**Solving full KKT system**

One straightforward approach is to simply solve the KKT system (10.33), which is a set of \( n + p \) linear equations in \( n + p \) variables. The KKT matrix is symmetric, but not positive definite, so a good way to do this is to use an LDL^T factorization (see §C.3.3). If no structure of the matrix is exploited, the cost is \((1/3)(n+p)^3\) flops. This can be a reasonable approach when the problem is small (i.e., \( n \) and \( p \) are not too large), or when \( A \) and \( H \) are sparse.

**Solving KKT system via elimination**

A method that is often better than directly solving the full KKT system is based on eliminating the variable \( v \) (see §C.4). We start by describing the simplest case, in which \( H > 0 \). Starting from the first of the KKT equations
\[
Hv + A^T w = -g, \quad Av = -h,
\]
we solve for \( v \) to obtain
\[
v = -H^{-1}(g + A^T w).
\]
Substituting this into the second KKT equation yields \( AH^{-1}(g + A^T w) = h \), so we have
\[
  w = (AH^{-1}A^T)^{-1}(h - AH^{-1}g).
\]
These formulas give us a method for computing \( v \) and \( w \).

The matrix appearing in the formula for \( w \) is the Schur complement \( S \) of \( H \) in the KKT matrix:
\[
  S = -AH^{-1}A^T.
\]
Because of the special structure of the KKT matrix, and our assumption that \( A \) has rank \( p \), the matrix \( S \) is negative definite.

**Algorithm 10.3** Solving KKT system by block elimination.

given KKT system with \( H \succ 0 
\)

1. Form \( H^{-1}A^T \) and \( H^{-1}g \).
2. Form Schur complement \( S = -AH^{-1}A^T \).
3. Determine \( w \) by solving \( Sw = AH^{-1}g - h \).
4. Determine \( v \) by solving \( Hv = -A^Tw - g \).

Step 1 can be done by a Cholesky factorization of \( H \), followed by \( p + 1 \) solves, which costs \( f + (p + 1)s \), where \( f \) is the cost of factoring \( H \) and \( s \) is the cost of an associated solve. Step 2 requires a \( p \times n \) by \( n \times p \) matrix multiplication. If we exploit no structure in this calculation, the cost is \( p^2n \) flops. (Since the result is symmetric, we only need to compute the upper triangular part of \( S \).) In some cases special structure in \( A \) and \( H \) can be exploited to carry out step 2 more efficiently. Step 3 can be carried out by Cholesky factorization of \( -S \), which costs \( (1/3)p^3 \) flops if no further structure of \( S \) is exploited. Step 4 can be carried out using the factorization of \( H \) already calculated in step 1, so the cost is \( 2np + s \) flops. The total flop count, assuming that no structure is exploited in forming or factoring the Schur complement, is
\[
  f + ps + p^2n + (1/3)p^3
\]
flops (keeping only dominant terms). If we exploit structure in forming or factoring \( S \), the last two terms are even smaller.

If \( H \) can be factored efficiently, then block elimination gives us a flop count advantage over directly solving the KKT system using an \( LDL^T \) factorization. For example, if \( H \) is diagonal (which corresponds to a separable objective function), we have \( f = 0 \) and \( s = n \), so the total cost is \( p^2n + (1/3)p^3 \) flops, which grows only linearly with \( n \). If \( H \) is banded with bandwidth \( k \ll n \), then \( f = nk^2 \), \( s = 4nk \), so the total cost is around \( nk^2 + 4nkp + p^2n + (1/3)p^3 \) which still grows only linearly with \( n \). Other structures of \( H \) that can be exploited are block diagonal (which corresponds to block separable objective function), sparse, or diagonal plus low rank; see appendix C and §9.7 for more details and examples.

**Example 10.3** Equality constrained analytic center. We consider the problem

\[
\begin{align*}
  \text{minimize} & \quad -\sum_{i=1}^n \log x_i \\
  \text{subject to} & \quad Ax = b.
\end{align*}
\]
Here the objective is separable, so the Hessian at $x$ is diagonal:

$$H = \text{diag}(x_1^{-2}, \ldots, x_n^{-2})$$

If we compute the Newton direction using a generic method such as an LDLᵀ factorization of the KKT matrix, the cost is $(1/3)(n + p)³$ flops.

If we compute the Newton step using block elimination, the cost is $np² + (1/3)p³$ flops. This is much smaller than the cost of the generic method.

In fact this cost is the same as that of computing the Newton step for the dual problem, described in example 10.2 on page 525. For the (unconstrained) dual problem, the Hessian is

$$H_{\text{dual}} = -ADAᵀ,$$

where $D$ is diagonal, with $D_{ii} = (Aᵀν)^{-2}$. Forming this matrix costs $np²$ flops, and solving for the Newton step by a Cholesky factorization of $-H_{\text{dual}}$ costs $(1/3)p³$ flops.

---

**Example 10.4** Minimum length piecewise-linear curve subject to equality constraints.

We consider a piecewise-linear curve in $\mathbb{R}^2$ with knot points $(0, 0), (1, x_1), \ldots, (n, x_n)$. To find the minimum length curve that satisfies the equality constraints $Ax = b$, we form the problem

$$\begin{aligned}
\text{minimize} & \quad \left(1 + x_1^2\right)^{1/2} + \sum_{i=1}^{n-1} \left(1 + (x_{i+1} - x_i)^2\right)^{1/2} \\
\text{subject to} & \quad Ax = b,
\end{aligned}$$

with variable $x \in \mathbb{R}^n$, and $A \in \mathbb{R}^{p \times n}$. In this problem, the objective is a sum of functions of pairs of adjacent variables, so the Hessian $H$ is tridiagonal. Using block elimination, we can compute the Newton step in around $p²n + (1/3)p³$ flops.

---

### Elimination with singular $H$

The block elimination method described above obviously does not work when $H$ is singular, but a simple variation on the method can be used in this more general case. The more general method is based on the following result: The KKT matrix is nonsingular if and only if $H + AᵀQA > 0$ for some $Q \succeq 0$, in which case, $H + AᵀQA > 0$ for all $Q > 0$. (See exercise 10.1.) We conclude, for example, that if the KKT matrix is nonsingular, then $H + AᵀA > 0$.

Let $Q \succeq 0$ be a matrix for which $H + AᵀQA > 0$. Then the KKT system (10.33) is equivalent to

$$\begin{bmatrix}
H + AᵀQA & Aᵀ \\
A & 0
\end{bmatrix}
\begin{bmatrix}
v \\
w
\end{bmatrix}
= -
\begin{bmatrix}
g + AᵀQh \\
h
\end{bmatrix},$$

which can be solved using elimination since $H + AᵀQA > 0$.

---

### 10.4.3 Examples

In this section we describe some longer examples, showing how structure can be exploited to efficiently compute the Newton step. We also include some numerical results.
Equality constrained analytic centering

We consider the equality constrained analytic centering problem

\[
\begin{align*}
\text{minimize} & \quad f(x) = -\sum_{i=1}^{n} \log x_i \\
\text{subject to} & \quad Ax = b.
\end{align*}
\]

(See examples 10.2 and 10.3.) We compare three methods, for a problem of size \( p = 100, \ n = 500 \).

The first method is Newton’s method with equality constraints (§10.2). The Newton step \( \Delta x_{nt} \) is defined by the KKT system (10.11):

\[
\begin{bmatrix}
H & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x_{nt} \\
w
\end{bmatrix}
= 
\begin{bmatrix}
-g \\
0
\end{bmatrix},
\]

where \( H = \text{diag}(1/x_1^2, \ldots, 1/x_n^2) \), and \( g = -(1/x_1, \ldots, 1/x_n) \). As explained in example 10.3, page 546, the KKT system can be efficiently solved by elimination, i.e., by solving

\[
AH^{-1}A^Tw = -AH^{-1}g,
\]

and setting \( \Delta x_{nt} = -H^{-1}(A^Tw + g) \). In other words,

\[
\Delta x_{nt} = -\text{diag}(x)^2A^Tw + x,
\]

where \( w \) is the solution of

\[
A\text{diag}(x)^2A^Tw = b. \tag{10.34}
\]

Figure 10.6 shows the error versus iteration. The different curves correspond to four different starting points. We use a backtracking line search with \( \alpha = 0.1, \beta = 0.5 \).

The second method is Newton’s method applied to the dual

\[
\begin{align*}
\text{maximize} & \quad g(\nu) = -b^T\nu + \sum_{i=1}^{n} \log(A^T\nu)_i + n
\end{align*}
\]

(see example 10.2, page 525). Here the Newton step is obtained from solving

\[
A\text{diag}(y)^2A^T\Delta\nu_{nt} = -b + Ay \tag{10.35}
\]

where \( y = (1/(A^T\nu)_1, \ldots, 1/(A^T\nu)_n) \). Comparing (10.35) and (10.34) we see that both methods have the same complexity. In figure 10.7 we show the error for four different starting points. We use a backtracking line search with \( \alpha = 0.1, \beta = 0.5 \).

The third method is the infeasible start Newton method of §10.3, applied to the optimality conditions

\[
\nabla f(x^*) + A^T\nu^* = 0, \quad Ax^* = b.
\]

The Newton step is obtained by solving

\[
\begin{bmatrix}
H & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x_{nt} \\
\Delta\nu_{nt}
\end{bmatrix}
= 
\begin{bmatrix}
g + A^T\nu \\
Ax - b
\end{bmatrix},
\]
Figure 10.6 Error $f(x^{(k)}) - p^*$ in Newton’s method, applied to an equality constrained analytic centering problem of size $p = 100$, $n = 500$. The different curves correspond to four different starting points. Final quadratic convergence is clearly evident.

Figure 10.7 Error $|g(\nu^{(k)}) - p^*|$ in Newton’s method, applied to the dual of the equality constrained analytic centering problem.
where $H = \text{diag}(1/x_1^2, \ldots, 1/x_n^2)$, and $g = -(1/x_1, \ldots, 1/x_n)$. This KKT system can be efficiently solved by elimination, at the same cost as (10.34) or (10.35). For example, if we first solve

$$A \text{diag}(x)^2 A^T w = 2Ax - b,$$

then $\Delta \nu_{nt}$ and $\Delta x_{nt}$ follow from

$$\Delta \nu_{nt} = w - \nu, \quad \Delta x_{nt} = x - \text{diag}(x)^2 A^T w.$$

Figure 10.8 shows the norm of the residual $r(x^{(k)}, \nu^{(k)})$ versus iteration, for four different starting points. We use a backtracking line search with $\alpha = 0.1$, $\beta = 0.5$.

The figures show that for this problem, the dual method appears to be faster, but only by a factor of two or three. It takes about six iterations to reach the region of quadratic convergence, as opposed to 12–15 in the primal method and 10–20 in the infeasible start Newton method.

The methods also differ in the initialization they require. The primal method requires knowledge of a primal feasible point, i.e., satisfying $Ax^{(0)} = b$, $x^{(0)} \succ 0$. The dual method requires a dual feasible point, i.e., $A^T \nu^{(0)} > 0$. Depending on the problem, one or the other might be more readily available. The infeasible start Newton method requires no initialization; the only requirement is that $x^{(0)} > 0$.

**Optimal network flow**

We consider a connected directed graph or network with $n$ edges and $p + 1$ nodes. We let $x_j$ denote the flow or traffic on arc $j$, with $x_j > 0$ meaning flow in the
direction of the arc, and \( x_j < 0 \) meaning flow in the direction opposite the arc. There is also a given external source (or sink) flow \( s_i \) that enters (if \( s_i > 0 \)) or leaves (if \( s_i < 0 \)) node \( i \). The flow must satisfy a conservation equation, which states that at each node, the total flow entering the node, including the external sources and sinks, is zero. This conservation equation can be expressed as \( \hat{A}x = s \) where \( \hat{A} \in \mathbb{R}^{(p+1) \times n} \) is the node incidence matrix of the graph,

\[
\hat{A}_{ij} = \begin{cases} 
1 & \text{arc } j \text{ leaves node } i \\
-1 & \text{arc } j \text{ enters node } i \\
0 & \text{otherwise.}
\end{cases}
\]

The flow conservation equation \( \hat{A}x = s \) is inconsistent unless \( 1^T s = 0 \), which we assume is the case. (In other words, the total of the source flows must equal the total of the sink flows.) The flow conservation equations \( \hat{A}x = s \) are also redundant, since \( 1^T \hat{A} = 0 \). To obtain an independent set of equations we can delete any one equation, to obtain \( Ax = b \), where \( A \in \mathbb{R}^{p \times n} \) is the reduced node incidence matrix of the graph (i.e., the node incidence matrix with one row removed) and \( b \in \mathbb{R}^p \) is reduced source vector (i.e., \( s \) with the associated entry removed).

In summary, flow conservation is given by \( Ax = b \), where \( A \) is the reduced node incidence matrix of the graph and \( b \) is the reduced source vector. The matrix \( A \) is very sparse, since each column has at most two nonzero entries (which can only be +1 or -1).

We will take traffic flows \( x \) as the variables, and the sources as given. We introduce the objective function

\[
f(x) = \sum_{i=1}^{n} \phi_i(x_i),
\]

where \( \phi_i : \mathbb{R} \to \mathbb{R} \) is the flow cost function for arc \( i \). We assume that the flow cost functions are strictly convex and twice differentiable.

The problem of choosing the best flow, that satisfies the flow conservation requirement, is

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} \phi_i(x_i) \\
\text{subject to} & \quad Ax = b.
\end{align*}
\] (10.36)

Here the Hessian \( H \) is diagonal, since the objective is separable.

We have several choices for computing the Newton step for the optimal network flow problem (10.36). The most straightforward is to solve the full KKT system, using a sparse LDL\(^T\) factorization.

For this problem it is probably better to compute the Newton step using block elimination. We can characterize the sparsity pattern of the Schur complement \( S = -AH^{-1}A^T \) in terms of the graph: We have \( S_{ij} \neq 0 \) if and only if node \( i \) and node \( j \) are connected by an arc. It follows that if the network is sparse, i.e., if each node is connected by an arc to only a few other nodes, then the Schur complement \( S \) is sparse. In this case, we can exploit sparsity in forming \( S \), and in the associated factorization and solve steps, as well. We can expect the computational complexity of computing the Newton step to grow approximately linearly with the number of arcs (which is the number of variables).
Optimal control

We consider the problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^{N} \phi_t(z(t)) + \sum_{t=0}^{N-1} \psi_t(u(t)) \\
\text{subject to} & \quad z(t+1) = A_t z(t) + B_t u(t), \quad t = 0, \ldots, N - 1.
\end{align*}
\]

Here

- \(z(t) \in \mathbb{R}^k\) is the system state at time \(t\)
- \(u(t) \in \mathbb{R}^l\) is the input or control action at time \(t\)
- \(\phi_t : \mathbb{R}^k \to \mathbb{R}\) is the state cost function
- \(\psi_t : \mathbb{R}^l \to \mathbb{R}\) is the input cost function
- \(N\) is called the time horizon for the problem.

We assume that the input and state cost functions are strictly convex and twice differentiable. The variables in the problem are \(u(0), \ldots, u(N-1)\), and \(z(1), \ldots, z(N)\). The initial state \(z(0)\) is given. The linear equality constraints are called the state equations or dynamic evolution equations. We define the overall optimization variable \(x\) as

\[
x = (u(0), z(1), u(1), \ldots, u(N - 1), z(N)) \in \mathbb{R}^{N(k+l)}.
\]

Since the objective is block separable (i.e., a sum of functions of \(z(t)\) and \(u(t)\)), the Hessian is block diagonal:

\[
H = \text{diag}(R_0, Q_1, \ldots, R_{N-1}, Q_N),
\]

where

\[
R_t = \nabla^2 \psi_t(u(t)), \quad t = 0, \ldots, N - 1, \quad Q_t = \nabla^2 \phi_t(z(t)), \quad t = 1, \ldots, N.
\]

We can collect all the equality constraints (i.e., the state equations) and express them as \(Ax = b\) where

\[
A = \begin{bmatrix}
-B_0 & I & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & -A_1 & -B_1 & I & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & -A_2 & -B_2 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & -A_{N-1} & -B_{N-1} & I \\
\end{bmatrix}
\]

\[
b = \begin{bmatrix}
A_0 z(0) \\
0 \\
0 \\
\vdots \\
0 \\
0 \\
\end{bmatrix}.
\]
The number of rows of $A$ (i.e., equality constraints) is $Nk$.

Directly solving the KKT system for the Newton step, using a dense $\text{LDL}^T$ factorization, would cost

$$(1/3)(2Nk + Nl)^3 = (1/3)N^3(2k + l)^3$$

flops. Using a sparse $\text{LDL}^T$ factorization would give a large improvement, since the method would exploit the many zero entries in $A$ and $H$.

In fact we can do better by exploiting the special block structure of $H$ and $A$, using block elimination to compute the Newton step. The Schur complement $S = -AH^{-1}A^T$ turns out to be block tridiagonal, with $k \times k$ blocks:

$$S = -AH^{-1}A^T = \begin{bmatrix}
S_{11} & Q_{11}^{-1}A_1^T & 0 & \cdots & 0 & 0 \\
A_1Q_{11}^{-1} & S_{22} & Q_{22}^{-1}A_2^T & \cdots & 0 & 0 \\
0 & A_2Q_{22}^{-1} & S_{33} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & S_{N-1,N-1} & Q_{N-1}^{-1}A_{N-1}^T \\
0 & 0 & 0 & \cdots & A_{N-1}Q_{N-1}^{-1} & S_{NN}
\end{bmatrix}$$

where

$$S_{11} = -B_0R_0^{-1}B_0^T - Q_1^{-1},$$

$$S_{ii} = -A_{i-1}Q_{i-1}^{-1}A_{i-1}^T - B_{i-1}R_{i-1}^{-1}B_{i-1}^T - Q_i^{-1}, \quad i = 2, \ldots, N.$$ 

In particular, $S$ is banded, with bandwidth $2k - 1$, so we can factor it in order $k^3N$ flops. Therefore we can compute the Newton step in order $k^3N$ flops, assuming $k \ll N$. Note that this grows linearly with the time horizon $N$, whereas for a generic method, the flop count grows like $N^3$.

For this problem we could go one step further and exploit the block tridiagonal structure of $S$. Applying a standard block tridiagonal factorization method would result in the classic Riccati recursion for solving a quadratic optimal control problem. Still, using only the banded nature of $S$ yields an algorithm that is the same order.

**Analytic center of a linear matrix inequality**

We consider the problem

$$\begin{align*}
\text{minimize} & \quad f(X) = -\log \det X \\
\text{subject to} & \quad \text{tr}(A_i X) = b_i, \quad i = 1, \ldots, p,
\end{align*}$$

(10.37)

where $X \in \mathbb{S}^n$ is the variable, $A_i \in \mathbb{S}^n$, $b_i \in \mathbb{R}$, and $\text{dom} f = \mathbb{S}^n_{++}$. The KKT conditions for this problem are

$$-X^{-1} + \sum_{i=1}^m \nu_i A_i = 0, \quad \text{tr}(A_i X^*) = b_i, \quad i = 1, \ldots, p.$$  

(10.38)

The dimension of the variable $X$ is $n(n+1)/2$. We could simply ignore the special matrix structure of $X$, and consider it as (vector) variable $x \in \mathbb{R}^{n(n+1)/2}$,
and solve the problem (10.37) using a generic method for a problem with \( n(n + 1)/2 \) variables and \( p \) equality constraints. The cost for computing a Newton step would then be at least
\[
(1/3)(n(n + 1)/2 + p)^3
\]
flops, which is order \( n^6 \) in \( n \). We will see that there are a number of far more attractive alternatives.

A first option is to solve the dual problem. The conjugate of \( f \) is
\[
f^*(Y) = \log \det(-Y)^{-1} - n
\]
with \( \text{dom} f^* = \mathbf{S}^n_+ \) (see example 3.23, page 92), so the dual problem is
\[
\begin{align*}
\text{maximize} & \quad -b^T \nu + \log \det(\sum_{i=1}^{p} \nu_i A_i) + n, \\
\end{align*}
\]
with domain \( \{ \nu \mid \sum_{i=1}^{p} \nu_i A_i > 0 \} \). This is an unconstrained problem with variable \( \nu \in \mathbb{R}^p \). The optimal \( X^* \) can be recovered from the optimal \( \nu^* \) by solving the first (dual feasibility) equation in (10.38), i.e., \( X^* = (\sum_{i=1}^{p} \nu^*_i A_i)^{-1} \).

To derive the KKT system for the Newton step, we replace \( \nu \) by \( \Delta X_{nt} \) in the first equation using the first-order approximation
\[
\frac{\partial}{\partial \nu} g(\nu) = \nabla^2 g(\nu) = \text{tr}(A^{-1}A_i A^{-1}A_j), \quad i, j = 1, \ldots, p,
\]
and the gradient and Hessian are given by
\[
\begin{align*}
\nabla^2 g(\nu)_{ij} &= -\text{tr}(A^{-1}A_i A^{-1}A_j), \quad i, j = 1, \ldots, p, \\
\nabla g(\nu)_i &= \text{tr}(A^{-1}A_i) - b_i, \quad i = 1, \ldots, p,
\end{align*}
\]
where \( A = \sum_{i=1}^{p} \nu_i A_i \). To form \( \nabla^2 g(\nu) \) and \( \nabla g(\nu) \) we proceed as follows. We first form \( A \) \((pn^2\text{ flops})\), and \( A^{-1}A_i \) for each \( j \) \((2pn^3\text{ flops})\). Then we form the matrix \( \nabla^2 g(\nu) \). Each of the \( p(p + 1)/2 \) entries of \( \nabla^2 g(\nu) \) is the inner product of two matrices in \( \mathbf{S}^n \), each of which costs \( n(n + 1) \) flops, so the total is \( \text{dropping dominated terms} \ (1/2)p^2n^2 \) flops. Forming \( \nabla g(\nu) \) is cheap since we already have the matrices \( A^{-1}A_i \). Finally, we solve for the Newton step \( -\nabla^2 g(\nu)^{-1} \nabla g(\nu) \), which costs \((1/3)p^3\) flops. All together, and keeping only the leading terms, the total cost of computing the Newton step is \( 2pn^3 + (1/2)p^2n^2 + (1/3)p^3 \). Note that this is order \( n^3 \) in \( n \), which is far better than the simple primal method described above, which is order \( n^6 \).

We can also solve the primal problem more efficiently, by exploiting its special matrix structure. To derive the KKT system for the Newton step \( \Delta X_{nt} \) at a feasible \( X \), we replace \( X^* \) in the KKT conditions by \( X + \Delta X_{nt} \) and \( \nu^* \) by \( w \), and linearize the first equation using the first-order approximation
\[
(X + \Delta X_{nt})^{-1} \approx X^{-1} - X^{-1} \Delta X_{nt} X^{-1}.
\]
This gives the KKT system
\[
\begin{align*}
-X^{-1} + X^{-1} \Delta X_{nt} X^{-1} + \sum_{i=1}^{p} w_i A_i &= 0, \\
\text{tr}(A_i \Delta X_{nt}) &= 0, \quad i = 1, \ldots, p.
\end{align*}
\]
This is a set of \( n(n + 1)/2 + p \) linear equations in the variables \( \Delta X_{nt} \in \mathbf{S}^n \) and \( w \in \mathbb{R}^p \). If we solved these equations using a generic method, the cost would be order \( n^6 \).
10.4 Implementation

We can use block elimination to solve the KKT system (10.40) far more efficiently. We eliminate the variable \( \Delta X_{nt} \), by solving the first equation to get

\[
\Delta X_{nt} = X - X \left( \sum_{i=1}^{p} w_i A_i \right) X = X - \sum_{i=1}^{p} w_i X A_i X.
\]

(10.41)

Substituting this expression for \( \Delta X_{nt} \) into the other equation gives

\[
\text{tr}(A_j \Delta X_{nt}) = \text{tr}(A_j X) - \sum_{i=1}^{p} w_i \text{tr}(A_j X A_i X) = 0, \quad j = 1, \ldots, p.
\]

This is a set of \( p \) linear equations in \( w \):

\[
Cw = d
\]

where \( C_{ij} = \text{tr}(A_i X A_j X) \), \( d_i = \text{tr}(A_i X) \). The coefficient matrix \( C \) is symmetric and positive definite, so a Cholesky factorization can be used to find \( w \). Once we have \( w \), we can compute \( \Delta X_{nt} \) from (10.41).

The cost of this method is as follows. We form the products \( A_i X \) (\( 2pn^3 \) flops), and then form the matrix \( C \). Each of the \( p(p+1)/2 \) entries of \( C \) is the inner product of two matrices in \( \mathbb{R}^{n \times n} \), so forming \( C \) costs \( p^2 n^2 \) flops. Then we solve for \( w = C^{-1}d \), which costs \( (1/3)p^3 \). Finally we compute \( \Delta X_{nt} \). If we use the first expression in (10.41), \( i.e., \) first compute the sum and then pre- and post-multiply with \( X \), the cost is approximately \( pn^2 + 3n^3 \). All together, the total cost is \( 2pn^3 + p^2 n^2 + (1/3)p^3 \) flops to form the Newton step for the primal problem, using block elimination. This is far better than the simple method, which is order \( n^6 \). Note also that the cost is the same as that of computing the Newton step for the dual problem.
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Exercises

Equality constrained minimization

10.1 Nonsingularity of the KKT matrix. Consider the KKT matrix

\[
\begin{bmatrix}
P & A^T \\
A & 0
\end{bmatrix},
\]

where \(P \in S^n_+, A \in \mathbb{R}^{p \times n}\), and \(\text{rank } A = p < n\).

(a) Show that each of the following statements is equivalent to nonsingularity of the KKT matrix.

- \(\mathcal{N}(P) \cap \mathcal{N}(A) = \{0\}\).
- \(Ax = 0, x \neq 0 \implies x^T Px > 0\).
- \(F^T PF \succ 0\), where \(F \in \mathbb{R}^{n \times (n-p)}\) is a matrix for which \(\mathcal{R}(F) = \mathcal{N}(A)\).
- \(P + A^T QA \succ 0\) for some \(Q \succeq 0\).

(b) Show that if the KKT matrix is nonsingular, then it has exactly \(n\) positive and \(p\) negative eigenvalues.

10.2 Projected gradient method. In this problem we explore an extension of the gradient method to equality constrained minimization problems. Suppose \(f\) is convex and differentiable, and \(x \in \text{dom } f\) satisfies \(Ax = b\), where \(A \in \mathbb{R}^{p \times n}\) with \(\text{rank } A = p < n\). The Euclidean projection of the negative gradient \(-\nabla f(x)\) on \(\mathcal{N}(A)\) is given by

\[
\Delta x_{\text{pg}} = \arg\min_{Au = 0} \| -\nabla f(x) - u \|_2.
\]

(a) Let \((v, w)\) be the unique solution of

\[
\begin{bmatrix}
I & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
v \\
w
\end{bmatrix} = \begin{bmatrix}
-\nabla f(x) \\
0
\end{bmatrix}.
\]

Show that \(v = \Delta x_{\text{pg}}\) and \(w = \arg\min_y \| \nabla f(x) + A^T y \|_2\).

(b) What is the relation between the projected negative gradient \(\Delta x_{\text{pg}}\) and the negative gradient of the reduced problem (10.5), assuming \(F^T F = I\)?

(c) The projected gradient method for solving an equality constrained minimization problem uses the step \(\Delta x_{\text{pg}}\), and a backtracking line search on \(f\). Use the results of part (b) to give some conditions under which the projected gradient method converges to the optimal solution, when started from a point \(x^{(0)} \in \text{dom } f\) with \(Ax^{(0)} = b\).

Newton’s method with equality constraints

10.3 Dual Newton method. In this problem we explore Newton’s method for solving the dual of the equality constrained minimization problem (10.1). We assume that \(f\) is twice differentiable, \(\nabla^2 f(x) \succ 0\) for all \(x \in \text{dom } f\), and that for each \(\nu \in \mathbb{R}^n\), the Lagrangian \(L(x, \nu) = f(x) + \nu^T (Ax - b)\) has a unique minimizer, which we denote \(x(\nu)\).

(a) Show that the dual function \(g\) is twice differentiable. Find an expression for the Newton step for the dual function \(g\), evaluated at \(\nu\), in terms of \(f\), \(\nabla f\), and \(\nabla^2 f\), evaluated at \(x = x(\nu)\). You can use the results of exercise 3.40.
(b) Suppose there exists a $K$ such that

$$\left\| \begin{bmatrix} \nabla^2 f(x) & A^T \\ A & 0 \end{bmatrix}^{-1} \right\|_2 \leq K$$

for all $x \in \text{dom} f$. Show that $g$ is strongly concave, with $\nabla^2 g(\nu) \preceq -\frac{1}{K} I$.

10.4 Strong convexity and Lipschitz constant of the reduced problem. Suppose $f$ satisfies the assumptions given on page 529. Show that the reduced objective function $\hat{f}(z) = f(Fz + \hat{x})$ is strongly convex, and that its Hessian is Lipschitz continuous (on the associated sublevel set $\hat{S}$). Express the strong convexity and Lipschitz constants of $\hat{f}$ in terms of $K, M, L$, and the maximum and minimum singular values of $F$.

10.5 Adding a quadratic term to the objective. Suppose $Q \succeq 0$. The problem

$$\minimize \quad f(x) + (Ax - b)^T Q (Ax - b)$$

subject to $Ax = b$ is equivalent to the original equality constrained optimization problem (10.1). Is the Newton step for this problem the same as the Newton step for the original problem?

10.6 The Newton decrement. Show that (10.13) holds, i.e.,

$$f(x) - \inf \{f(x + v) \mid A(x + v) = b\} = \lambda(x)^2 / 2.$$

Infeasible start Newton method

10.7 Assumptions for infeasible start Newton method. Consider the set of assumptions given on page 536.

(a) Suppose that the function $f$ is closed. Show that this implies that the norm of the residual, $\|r(x, \nu)\|_2$, is closed.

(b) Show that $Dr$ satisfies a Lipschitz condition if and only if $\nabla^2 f$ does.

10.8 Infeasible start Newton method and initially satisfied equality constraints. Suppose we use the infeasible start Newton method to minimize $f(x)$ subject to $a_i^T x = b_i$, $i = 1, \ldots, p$.

(a) Suppose the initial point $x^{(0)}$ satisfies the linear equality $a_i^T x = b_i$. Show that the linear equality will remain satisfied for future iterates, i.e., if $a_i^T x^{(k)} = b_i$ for all $k$.

(b) Suppose that one of the equality constraints becomes satisfied at iteration $k$, i.e., we have $a_i^T x^{(k-1)} \neq b_i$, $a_i^T x^{(k)} = b_i$. Show that at iteration $k$, all the equality constraints are satisfied.

10.9 Equality constrained entropy maximization. Consider the equality constrained entropy maximization problem

$$\minimize \quad f(x) = \sum_{i=1}^{n} x_i \log x_i$$

subject to $Ax = b$, \hfill (10.42)

with $\text{dom} f = \mathbb{R}^n_{++}$ and $A \in \mathbb{R}^{p \times n}$. We assume the problem is feasible and that $\text{rank} A = p < n$.

(a) Show that the problem has a unique optimal solution $x^*$.

(b) Find $A$, $b$, and feasible $x^{(0)}$ for which the sublevel set

$$\{x \in \mathbb{R}^n_{++} \mid Ax = b, \quad f(x) \leq f(x^{(0)})\}$$

is not closed. Thus, the assumptions listed in §10.2.4, page 529, are not satisfied for some feasible initial points.
(c) Show that the problem (10.42) satisfies the assumptions for the infeasible start Newton method listed in §10.3.3, page 536, for any feasible starting point.

(d) Derive the Lagrange dual of (10.42), and explain how to find the optimal solution of (10.42) from the optimal solution of the dual problem. Show that the dual problem satisfies the assumptions listed in §10.2.4, page 529, for any starting point.

The results of part (b), (c), and (d) do not mean the standard Newton method will fail, or that the infeasible start Newton method or dual method will work better in practice. It only means our convergence analysis for the standard Newton method does not apply, while our convergence analysis does apply to the infeasible start and dual methods. (See exercise 10.15.)

10.10 Bounded inverse derivative condition for strongly convex-concave game. Consider a convex-concave game with payoff function $f$ (see page 541). Suppose $\nabla_{uu}^2 f(u,v) \succeq mI$ and $\nabla_{vv}^2 f(u,v) \preceq -mI$, for all $(u,v) \in \text{dom } f$. Show that

$$\|D\tau(u,v)^{-1}\|_2 = \|\nabla^2 f(u,v)^{-1}\|_2 \leq 1/m.$$  

Implementation

10.11 Consider the resource allocation problem described in example 10.1. You can assume the $f_i$ are strongly convex, i.e., $f''_i(z) \geq m > 0$ for all $z$.

(a) Find the computational effort required to compute a Newton step for the reduced problem. Be sure to exploit the special structure of the Newton equations.

(b) Explain how to solve the problem via the dual. You can assume that the conjugate functions $f^*_i$, and their derivatives, are readily computable, and that the equation $f'_i(x) = v$ is readily solved for $x$, given $v$. What is the computational complexity of finding a Newton step for the dual problem?

(c) What is the computational complexity of computing a Newton step for the resource allocation problem? Be sure to exploit the special structure of the KKT equations.

10.12 Describe an efficient way to compute the Newton step for the problem

$$\text{minimize } \text{tr}(X^{-1})$$

subject to $\text{tr}(A_iX) = b_i, \ i = 1, \ldots, p$

with domain $S_{++}^n$, assuming $p$ and $n$ have the same order of magnitude. Also derive the Lagrange dual problem and give the complexity of finding the Newton step for the dual problem.

10.13 Elimination method for computing Newton step for convex-concave game. Consider a convex-concave game with payoff function $f : \mathbb{R}^p \times \mathbb{R}^q \rightarrow \mathbb{R}$ (see page 541). We assume that $f$ is strongly convex-concave, i.e., for all $(u,v) \in \text{dom } f$ and some $m > 0$, we have $\nabla_{uu}^2 f(u,v) \succeq mI$ and $\nabla_{vv}^2 f(u,v) \preceq -mI$.

(a) Show how to compute the Newton step using Cholesky factorizations of $\nabla_{uu}^2 f(u,v)$ and $-\nabla_{vv}^2 f(u,v)$. Compare the cost of this method with the cost of using an LDL$^T$ factorization of $\nabla f(u,v)$, assuming $\nabla^2 f(u,v)$ is dense.

(b) Show how you can exploit diagonal or block diagonal structure in $\nabla_{uu}^2 f(u,v)$ and/or $\nabla_{vv}^2 f(u,v)$. How much do you save, if you assume $\nabla_{uv}^2 f(u,v)$ is dense?

Numerical experiments

10.14 Log-optimal investment. Consider the log-optimal investment problem described in exercise 4.60, without the constraint $x \succeq 0$. Use Newton’s method to compute the solution,
with the following problem data: there are \( n = 3 \) assets, and \( m = 4 \) scenarios, with returns

\[
p_1 = \begin{bmatrix} 2 \\ 1.3 \\ 1 \end{bmatrix}, \quad p_2 = \begin{bmatrix} 2 \\ 0.5 \\ 1 \end{bmatrix}, \quad p_3 = \begin{bmatrix} 0.5 \\ 1.3 \\ 1 \end{bmatrix}, \quad p_4 = \begin{bmatrix} 0.5 \\ 1 \end{bmatrix}.
\]

The probabilities of the four scenarios are given by \( \pi = (1/3, 1/6, 1/3, 1/6) \).

10.15 \textit{Equality constrained entropy maximization.} Consider the equality constrained entropy maximization problem

\[
\begin{align*}
\text{minimize} & \quad f(x) = \sum_{i=1}^{n} x_i \log x_i \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

with \( \text{dom} f = \mathbb{R}_{++}^n \) and \( A \in \mathbb{R}^{p \times n} \), with \( p < n \). (See exercise 10.9 for some relevant analysis.)

Generate a problem instance with \( n = 100 \) and \( p = 30 \) by choosing \( A \) randomly (checking that it has full rank), choosing \( \hat{x} \) as a random positive vector (e.g., with entries uniformly distributed on \([0, 1]\)) and then setting \( b = A\hat{x} \). (Thus, \( \hat{x} \) is feasible.)

Compute the solution of the problem using the following methods.

(a) \textit{Standard Newton method.} You can use initial point \( x^{(0)} = \hat{x} \).

(b) \textit{Infeasible start Newton method.} You can use initial point \( x^{(0)} = \hat{x} \) (to compare with the standard Newton method), and also the initial point \( x^{(0)} = 1 \).

(c) \textit{Dual Newton method, i.e.,} the standard Newton method applied to the dual problem.

Verify that the three methods compute the same optimal point (and Lagrange multiplier). Compare the computational effort per step for the three methods, assuming relevant structure is exploited. (Your implementation, however, does not need to exploit structure to compute the Newton step.)

10.16 \textit{Convex-concave game.} Use the infeasible start Newton method to solve convex-concave games of the form (10.32), with randomly generated data. Plot the norm of the residual and step length versus iteration. Experiment with the line search parameters and initial point (which must satisfy \( \|u\|_2 < 1, \|v\|_2 < 1 \), however).
Chapter 11

Interior-point methods

11.1 Inequality constrained minimization problems

In this chapter we discuss interior-point methods for solving convex optimization problems that include inequality constraints,

\[
\begin{align*}
\text{minimize} \quad & f_0(x) \\
\text{subject to} \quad & f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& Ax = b, 
\end{align*}
\]

where \( f_0, \ldots, f_m : \mathbb{R}^n \to \mathbb{R} \) are convex and twice continuously differentiable, and \( A \in \mathbb{R}^{p \times n} \) with \( \text{rank} \ A = p < n \). We assume that the problem is solvable, i.e., an optimal \( x^* \) exists. We denote the optimal value \( f_0(x^*) \) as \( p^* \).

We also assume that the problem is strictly feasible, i.e., there exists \( x \in \mathcal{D} \) that satisfies \( Ax = b \) and \( f_i(x) < 0 \) for \( i = 1, \ldots, m \). This means that Slater’s constraint qualification holds, so there exist dual optimal \( \lambda^* \in \mathbb{R}^m, \nu^* \in \mathbb{R}^p \), which together with \( x^* \) satisfy the KKT conditions

\[
\begin{align*}
Ax^* &= b, \\
f_i(x^*) &\leq 0, \quad i = 1, \ldots, m \\
\lambda^* &\succeq 0 \\
\nabla f_0(x^*) + \sum_{i=1}^m \lambda_i^* \nabla f_i(x^*) + A^T \nu^* &= 0 \\
\lambda_i^* f_i(x^*) &= 0, \quad i = 1, \ldots, m.
\end{align*}
\]

Interior-point methods solve the problem (11.1) (or the KKT conditions (11.2)) by applying Newton’s method to a sequence of equality constrained problems, or to a sequence of modified versions of the KKT conditions. We will concentrate on a particular interior-point algorithm, the barrier method, for which we give a proof of convergence and a complexity analysis. We also describe a simple primal-dual interior-point method (in §11.7), but do not give an analysis.

We can view interior-point methods as another level in the hierarchy of convex optimization algorithms. Linear equality constrained quadratic problems are the simplest. For these problems the KKT conditions are a set of linear equations, which can be solved analytically. Newton’s method is the next level in the hierarchy. We can think of Newton’s method as a technique for solving a linear equality
constrained optimization problem, with twice differentiable objective, by reducing it to a sequence of linear equality constrained quadratic problems. Interior-point methods form the next level in the hierarchy: They solve an optimization problem with linear equality and inequality constraints by reducing it to a sequence of linear equality constrained problems.

### Examples

Many problems are already in the form (11.1), and satisfy the assumption that the objective and constraint functions are twice differentiable. Obvious examples are LPs, QPs, QCQPs, and GPs in convex form; another example is linear inequality constrained entropy maximization,

\[
\begin{align*}
\min_{x} & \quad \sum_{i=1}^{n} x_i \log x_i \\
\text{subject to} & \quad Fx \leq g \\
& \quad Ax = b,
\end{align*}
\]

with domain \( D = \mathbb{R}_+^n \).

Many other problems do not have the required form (11.1), with twice differentiable objective and constraint functions, but can be reformulated in the required form. We have already seen many examples of this, such as the transformation of an unconstrained convex piecewise-linear minimization problem

\[
\begin{align*}
\min_{x} & \quad \max_{i=1,\ldots,m} (a_i^T x + b_i) \\
\text{subject to} & \quad a_i^T x + b_i \leq t, \quad i = 1,\ldots,m
\end{align*}
\]

(with nondifferentiable objective), to the LP

\[
\begin{align*}
\min_{x} & \quad t \\
\text{subject to} & \quad a_i^T x + b_i \leq t, \quad i = 1,\ldots,m
\end{align*}
\]

(which has twice differentiable objective and constraint functions).

Other convex optimization problems, such as SOCPs and SDPs, are not readily recast in the required form, but can be handled by extensions of interior-point methods to problems with generalized inequalities, which we describe in §11.6.

### 11.2 Logarithmic barrier function and central path

Our goal is to approximately formulate the inequality constrained problem (11.1) as an equality constrained problem to which Newton’s method can be applied. Our first step is to rewrite the problem (11.1), making the inequality constraints implicit in the objective:

\[
\begin{align*}
\min_{x} & \quad f_0(x) + \sum_{i=1}^{m} I_-(f_i(x)) \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

where \( I_- : \mathbb{R} \to \mathbb{R} \) is the indicator function for the nonpositive reals,

\[
I_-(u) = \begin{cases} 
0 & u \leq 0 \\
\infty & u > 0.
\end{cases}
\]
The problem (11.3) has no inequality constraints, but its objective function is not (in general) differentiable, so Newton’s method cannot be applied.

11.2.1 Logarithmic barrier

The basic idea of the barrier method is to approximate the indicator function $I_-$ by the function

$$
\hat{I}_-(u) = -(1/t) \log(-u), \quad \text{dom} \hat{I}_- = \mathbb{R}_{++},
$$

where $t > 0$ is a parameter that sets the accuracy of the approximation. Like $I_-$, the function $\hat{I}_-$ is convex and nondecreasing, and (by our convention) takes on the value $\infty$ for $u > 0$. Unlike $I_-$, however, $\hat{I}_-$ is differentiable and closed: it increases to $\infty$ as $u$ increases to 0. Figure 11.1 shows the function $I_-$, and the approximation $\hat{I}_-$, for several values of $t$. As $t$ increases, the approximation becomes more accurate.

Substituting $\hat{I}_-$ for $I_-$ in (11.3) gives the approximation

$$
\begin{align*}
\text{minimize} & \quad f_0(x) + \sum_{i=1}^m -(1/t) \log(-f_i(x)) \\
\text{subject to} & \quad Ax = b.
\end{align*}
$$

The objective here is convex, since $-(1/t) \log(-u)$ is convex and increasing in $u$, and differentiable. Assuming an appropriate closedness condition holds, Newton’s method can be used to solve it.

The function

$$
\phi(x) = -\sum_{i=1}^m \log(-f_i(x)),
$$

Figure 11.1 The dashed lines show the function $I_-(u)$, and the solid curves show $\hat{I}_-(u) = -(1/t) \log(-u)$, for $t = 0.5, 1, 2$. The curve for $t = 2$ gives the best approximation.
with \(
\text{dom} \phi = \{ x \in \mathbb{R}^n \mid f_i(x) < 0, \ i = 1, \ldots, m \}\), is called the logarithmic barrier or log barrier for the problem (11.1). Its domain is the set of points that satisfy the inequality constraints of (11.1) strictly. No matter what value the positive parameter \(t\) has, the logarithmic barrier grows without bound if \(f_i(x) \to 0\), for any \(i\).

Of course, the problem (11.4) is only an approximation of the original problem (11.3), so one question that arises immediately is how well a solution of (11.4) approximates a solution of the original problem (11.3). Intuition suggests, and we will soon confirm, that the quality of the approximation improves as the parameter \(t\) grows.

On the other hand, when the parameter \(t\) is large, the function \(f_0 + (1/t)\phi\) is difficult to minimize by Newton’s method, since its Hessian varies rapidly near the boundary of the feasible set. We will see that this problem can be circumvented by solving a sequence of problems of the form (11.4), increasing the parameter \(t\) (and therefore the accuracy of the approximation) at each step, and starting each Newton minimization at the solution of the problem for the previous value of \(t\).

For future reference, we note that the gradient and Hessian of the logarithmic barrier function \(\phi\) are given by

\[
\nabla \phi(x) = \sum_{i=1}^{m} \frac{1}{-f_i(x)} \nabla f_i(x),
\]

\[
\nabla^2 \phi(x) = \sum_{i=1}^{m} \frac{1}{f_i(x)^2} \nabla f_i(x) \nabla f_i(x)^T + \sum_{i=1}^{m} \frac{1}{-f_i(x)} \nabla^2 f_i(x)
\]

(see §A.4.2 and §A.4.4).

### 11.2.2 Central path

We now consider in more detail the minimization problem (11.4). It will simplify notation later on if we multiply the objective by \(t\), and consider the equivalent problem

\[
\begin{align*}
\text{minimize} & \quad tf_0(x) + \phi(x) \\
\text{subject to} & \quad Ax = b,
\end{align*}
\]

which has the same minimizers. We assume for now that the problem (11.6) can be solved via Newton’s method, and, in particular, that it has a unique solution for each \(t > 0\). (We will discuss this assumption in more detail in §11.3.3.)

For \(t > 0\) we define \(x^*(t)\) as the solution of (11.6). The central path associated with problem (11.1) is defined as the set of points \(x^*(t), \ t > 0\), which we call the central points. Points on the central path are characterized by the following necessary and sufficient conditions: \(x^*(t)\) is strictly feasible, \(i.e.,\) satisfies

\[
Ax^*(t) = b, \quad f_i(x^*(t)) < 0, \quad i = 1, \ldots, m,
\]

and there exists a \(\hat{\nu} \in \mathbb{R}^p\) such that

\[
0 = t \nabla f_0(x^*(t)) + \nabla \phi(x^*(t)) + A^T \hat{\nu}
\]
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\[ t \nabla f_0(x^*(t)) + \sum_{i=1}^{m} \frac{1}{-f_i(x^*(t))} \nabla f_i(x^*(t)) + A^T \dot{\nu} \]  

(11.7)

holds.

Example 11.1 Inequality form linear programming. The logarithmic barrier function for an LP in inequality form,

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \preceq b,
\end{align*}
\]

(11.8)
is given by

\[
\phi(x) = -\sum_{i=1}^{m} \log(b_i - a_i^T x), \quad \text{dom} \phi = \{ x \mid Ax \prec b \},
\]

where \(a_1^T, \ldots, a_m^T\) are the rows of \(A\). The gradient and Hessian of the barrier function are

\[
\begin{align*}
\nabla \phi(x) &= \sum_{i=1}^{m} \frac{1}{b_i - a_i^T x} a_i, \\
\nabla^2 \phi(x) &= \sum_{i=1}^{m} \frac{1}{(b_i - a_i^T x)^2} a_i a_i^T,
\end{align*}
\]

or, more compactly,

\[
\nabla \phi(x) = A^T d, \quad \nabla^2 \phi(x) = A^T \text{diag}(d)^2 A,
\]

where the elements of \(d \in \mathbb{R}^m\) are given by \(d_i = 1/(b_i - a_i^T x)\). Since \(x\) is strictly feasible, we have \(d \succ 0\), so the Hessian of \(\phi\) is nonsingular if and only if \(A\) has rank \(n\).

The centrality condition (11.7) is

\[
tc + \sum_{i=1}^{m} \frac{1}{b_i - a_i^T x} a_i = tc + A^T d = 0. \quad (11.9)
\]

We can give a simple geometric interpretation of the centrality condition. At a point \(x^*(t)\) on the central path the gradient \(\nabla \phi(x^*(t))\), which is normal to the level set of \(\phi\) through \(x^*(t)\), must be parallel to \(-c\). In other words, the hyperplane \(c^T x = c^T x^*(t)\) is tangent to the level set of \(\phi\) through \(x^*(t)\). Figure 11.2 shows an example with \(m = 6\) and \(n = 2\).

Dual points from central path

From (11.7) we can derive an important property of the central path: Every central point yields a dual feasible point, and hence a lower bound on the optimal value \(p^*\). More specifically, define

\[
\lambda^*_i(t) = -\frac{1}{-f_i(x^*(t))}, \quad i = 1, \ldots, m, \quad \nu^*(t) = \dot{\nu}/t. \quad (11.10)
\]

We claim that the pair \(\lambda^*(t), \nu^*(t)\) is dual feasible.

First, it is clear that \(\lambda^*(t) \succ 0\) because \(f_i(x^*(t)) < 0, i = 1, \ldots, m\). By expressing the optimality conditions (11.7) as

\[
\nabla f_0(x^*(t)) + \sum_{i=1}^{m} \lambda^*_i(t) \nabla f_i(x^*(t)) + A^T \nu^*(t) = 0,
\]
Figure 11.2 Central path for an LP with $n = 2$ and $m = 6$. The dashed curves show three contour lines of the logarithmic barrier function $\phi$. The central path converges to the optimal point $x^*$ as $t \to \infty$. Also shown is the point on the central path with $t = 10$. The optimality condition (11.9) at this point can be verified geometrically: The line $c^T x = c^T x^*(10)$ is tangent to the contour line of $\phi$ through $x^*(10)$.

we see that $x^*(t)$ minimizes the Lagrangian

$$L(x, \lambda, \nu) = f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x) + \nu^T (Ax - b),$$

for $\lambda = \lambda^*(t)$ and $\nu = \nu^*(t)$, which means that $\lambda^*(t), \nu^*(t)$ is a dual feasible pair. Therefore the dual function $g(\lambda^*(t), \nu^*(t))$ is finite, and

$$g(\lambda^*(t), \nu^*(t)) = f_0(x^*(t)) + \sum_{i=1}^{m} \lambda_i^*(t) f_i(x^*(t)) + \nu^*(t)^T (Ax^*(t) - b) = f_0(x^*(t)) - m/t.$$ 

In particular, the duality gap associated with $x^*(t)$ and the dual feasible pair $\lambda^*(t), \nu^*(t)$ is simply $m/t$. As an important consequence, we have

$$f_0(x^*(t)) - p^* \leq m/t,$$

i.e., $x^*(t)$ is no more than $m/t$-suboptimal. This confirms the intuitive idea that $x^*(t)$ converges to an optimal point as $t \to \infty$.

**Example 11.2 Inequality form linear programming.** The dual of the inequality form LP (11.8) is

$$\begin{align*}
\text{maximize} & \quad -b^T \lambda \\
\text{subject to} & \quad A^T \lambda + c = 0 \\
& \quad \lambda \succeq 0.
\end{align*}$$

From the optimality conditions (11.9), it is clear that

$$\lambda_i^*(t) = \frac{1}{t(b_i - a_i^T x^*(t))}, \quad i = 1, \ldots, m.$$
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is dual feasible, with dual objective value
\[-b^T \lambda^* (t) = c^T x^* (t) + (Ax^* (t) - b)^T \lambda^* (t) = c^T x^* (t) - m/t.\]

**Interpretation via KKT conditions**

We can also interpret the central path conditions (11.7) as a continuous deformation of the KKT optimality conditions (11.2). A point \(x\) is equal to \(x^* (t)\) if and only if there exists \(\lambda, \nu\) such that

\[
\begin{align*}
Ax &= b, \quad f_i (x) \leq 0, \quad i = 1, \ldots, m \\
\lambda &\succeq 0 \\
\nabla f_0 (x) + \sum_{i=1}^m \lambda_i \nabla f_i (x) + A^T \nu &= 0 \\
-\lambda_i f_i (x) &= 1/t, \quad i = 1, \ldots, m.
\end{align*}
\]

The only difference between the KKT conditions (11.2) and the centrality conditions (11.11) is that the complementarity condition \(-\lambda_i f_i (x) = 0\) is replaced by the condition \(-\lambda_i f_i (x) = 1/t\). In particular, for large \(t\), \(x^* (t)\) and the associated dual point \(\lambda^* (t), \nu^* (t)\) ‘almost’ satisfy the KKT optimality conditions for (11.1).

**Force field interpretation**

We can give a simple mechanics interpretation of the central path in terms of potential forces acting on a particle in the strictly feasible set \(C\). For simplicity we assume that there are no equality constraints.

We associate with each constraint the force

\[F_i (x) = -\nabla (\log (-f_i (x))) = \frac{1}{f_i (x)} \nabla f_i (x)\]

acting on the particle when it is at position \(x\). The potential associated with the total force field generated by the constraints is the logarithmic barrier \(\phi\). As the particle moves toward the boundary of the feasible set, it is strongly repelled by the forces generated by the constraints.

Now we imagine another force acting on the particle, given by

\[F_0 (x) = -t \nabla f_0 (x),\]

when the particle is at position \(x\). This objective force field acts to pull the particle in the negative gradient direction, i.e., toward smaller \(f_0\). The parameter \(t\) scales the objective force, relative to the constraint forces.

The central point \(x^* (t)\) is the point where the constraint forces exactly balance the objective force felt by the particle. As the parameter \(t\) increases, the particle is more strongly pulled toward the optimal point, but it is always trapped in \(C\) by the barrier potential, which becomes infinite as the particle approaches the boundary.

**Example 11.3** Force field interpretation for inequality form LP. The force field associated with the \(i\)th constraint of the LP (11.8) is

\[F_i (x) = \frac{-a_i}{b_i - a_i^T x}.\]
This force is in the direction of the inward pointing normal to the constraint plane \( \mathcal{H}_i = \{ x \mid a_i^T x = b_i \} \), and has magnitude inversely proportional to the distance to \( \mathcal{H}_i \), i.e.,

\[
\|F_i(x)\|_2 = \frac{\|a_i\|_2}{b_i - a_i^T x} = \frac{1}{\text{dist}(x, \mathcal{H}_i)}.
\]

In other words, each constraint hyperplane has an associated repulsive force, given by the inverse distance to the hyperplane.

The term \( tc^T x \) is the potential associated with a constant force \( -tc \) on the particle. This ‘objective force’ pushes the particle in the direction of low cost. Thus, \( x^*(t) \) is the equilibrium position of the particle when it is subject to the inverse-distance constraint forces, and the objective force \( -tc \). When \( t \) is very large, the particle is pushed almost to the optimal point. The strong objective force is balanced by the opposing constraint forces, which are large because we are near the feasible boundary.

Figure 11.3 illustrates this interpretation for a small LP with \( n = 2 \) and \( m = 5 \). The lefthand plot shows \( x^*(t) \) for \( t = 1 \), as well as the constraint forces acting on it, which balance the objective force. The righthand plot shows \( x^*(t) \) and the associated forces for \( t = 3 \). The larger value of objective force moves the particle closer to the optimal point.

### 11.3 The barrier method

We have seen that the point \( x^*(t) \) is \( m/t \)-suboptimal, and that a certificate of this accuracy is provided by the dual feasible pair \( \lambda^*(t) \), \( \nu^*(t) \). This suggests a very straightforward method for solving the original problem (11.1) with a guaranteed specified accuracy \( \epsilon \): We simply take \( t = m/\epsilon \) and solve the equality constrained
problem
\[
\begin{align*}
\text{minimize} & \quad (m/\epsilon)f_0(x) + \phi(x) \\
\text{subject to} & \quad Ax = b
\end{align*}
\]
using Newton’s method. This method could be called the \textit{unconstrained minimization method}, since it allows us to solve the inequality constrained problem (11.1) to a guaranteed accuracy by solving an unconstrained, or linearly constrained, problem. Although this method can work well for small problems, good starting points, and moderate accuracy (i.e., \( \epsilon \) not too small), it does not work well in other cases. As a result it is rarely, if ever, used.

11.3.1 The barrier method

A simple extension of the unconstrained minimization method does work well. It is based on solving a sequence of unconstrained (or linearly constrained) minimization problems, using the last point found as the starting point for the next unconstrained minimization problem. In other words, we compute \( x^*(t) \) for a sequence of increasing values of \( t \), until \( t \geq \frac{m}{\epsilon} \), which guarantees that we have an \( \epsilon \)-suboptimal solution of the original problem. When the method was first proposed by Fiacco and McCormick in the 1960s, it was called the \textit{sequential unconstrained minimization technique} (SUMT). Today the method is usually called the \textit{barrier method} or \textit{path-following method}. A simple version of the method is as follows.

\begin{algorithm}
\begin{enumerate}
\item \textbf{given} strictly feasible \( x, t := t^{(0)} > 0, \mu > 1, \) tolerance \( \epsilon > 0 \).
\item \textbf{repeat}
\begin{enumerate}
\item \textbf{Centering step.}
\begin{enumerate}
\item Compute \( x^*(t) \) by minimizing \( tf_0 + \phi \), subject to \( Ax = b \), starting at \( x \).
\item \textbf{Update.} \( x := x^*(t) \).
\item \textbf{Stopping criterion.} \textbf{quit} if \( m/t < \epsilon \).
\item \textbf{Increase } \( t \). \( t := \mu t \).
\end{enumerate}
\end{enumerate}
\end{enumerate}
\end{algorithm}

At each iteration (except the first one) we compute the central point \( x^*(t) \) starting from the previously computed central point, and then increase \( t \) by a factor \( \mu > 1 \). The algorithm can also return \( \lambda = \lambda^*(t) \), and \( \nu = \nu^*(t) \), a dual \( \epsilon \)-suboptimal point, or certificate for \( x \).

We refer to each execution of step 1 as a \textit{centering step} (since a central point is being computed) or an \textit{outer iteration}, and to the first centering step (the computation of \( x^*(t^{(0)}) \)) as the \textit{initial centering step}. (Thus the simple algorithm with \( t^{(0)} = m/\epsilon \) consists of only the initial centering step.) Although any method for linearly constrained minimization can be used in step 1, we will assume that Newton’s method is used. We refer to the Newton iterations or steps executed during the centering step as \textit{inner iterations}. At each inner step, we have a primal feasible point; we have a dual feasible point, however, only at the end of each outer (centering) step.
Accuracy of centering

We should make some comments on the accuracy to which we solve the centering problems. Computing \( x^*(t) \) exactly is not necessary since the central path has no significance beyond the fact that it leads to a solution of the original problem as \( t \to \infty \); inexact centering will still yield a sequence of points \( x^{(k)} \) that converges to an optimal point. Inexact centering, however, means that the points \( \lambda^*(t), \nu^*(t) \), computed from (11.10), are not exactly dual feasible. This can be corrected by adding a correction term to the formula (11.10), which yields a dual feasible point provided the computed \( x \) is near the central path, \( i.e., x^*(t) \) (see exercise 11.9).

On the other hand, the cost of computing an extremely accurate minimizer of \( tf_0 + \phi \), as compared to the cost of computing a good minimizer of \( tf_0 + \phi \), is only marginally more, \( i.e., \) a few Newton steps at most. For this reason it is not unreasonable to assume exact centering.

Choice of \( \mu \)

The choice of the parameter \( \mu \) involves a trade-off in the number of inner and outer iterations required. If \( \mu \) is small (\( i.e., \) near 1) then at each outer iteration \( t \) increases by a small factor. As a result the initial point for the Newton process, \( i.e., \) the previous iterate \( x \), is a very good starting point, and the number of Newton steps needed to compute the next iterate is small. Thus for small \( \mu \) we expect a small number of Newton steps per outer iteration, but of course a large number of outer iterations since each outer iteration reduces the gap by only a small amount. In this case the iterates (and indeed, the iterates of the inner iterations as well) closely follow the central path. This explains the alternate name path-following method.

On the other hand if \( \mu \) is large we have the opposite situation. After each outer iteration \( t \) increases a large amount, so the current iterate is probably not a very good approximation of the next iterate. Thus we expect many more inner iterations. This ‘aggressive’ updating of \( t \) results in fewer outer iterations, since the duality gap is reduced by the large factor \( \mu \) at each outer iteration, but more inner iterations. With \( \mu \) large, the iterates are widely separated on the central path; the inner iterates veer way off the central path.

This trade-off in the choice of \( \mu \) is confirmed both in practice and, as we will see, in theory. In practice, small values of \( \mu \) (\( i.e., \) near one) result in many outer iterations, with just a few Newton steps for each outer iteration. For \( \mu \) in a fairly large range, from around 3 to 100 or so, the two effects nearly cancel, so the total number of Newton steps remains approximately constant. This means that the choice of \( \mu \) is not particularly critical; values from around 10 to 20 or so seem to work well. When the parameter \( \mu \) is chosen to give the best worst-case bound on the total number of Newton steps required, values of \( \mu \) near one are used.

Choice of \( t^{(0)} \)

Another important issue is the choice of initial value of \( t \). Here the trade-off is simple: If \( t^{(0)} \) is chosen too large, the first outer iteration will require too many iterations. If \( t^{(0)} \) is chosen too small, the algorithm will require extra outer iterations, and possibly too many inner iterations in the first centering step.

Since \( m/t^{(0)} \) is the duality gap that will result from the first centering step, one
reasonable choice is to choose $t(0)$ so that $m/t(0)$ is approximately of the same order as $f_0(x^{(0)}) - p^*$, or $\mu$ times this amount. For example, if a dual feasible point $\lambda, \nu$ is known, with duality gap $\eta = f_0(x^{(0)}) - g(\lambda, \nu)$, then we can take $t(0) = m/\eta$.

Thus, in the first outer iteration we simply compute a pair with the same duality gap as the initial primal and dual feasible points.

Another possibility is suggested by the central path condition (11.7). We can interpret
\[
\inf_\nu \left\| t \nabla f_0(x^{(0)}) + \nabla \phi(x^{(0)}) + A^T \nu \right\|_2
\]
as a measure for the deviation of $x^{(0)}$ from the point $x^*(t)$, and choose for $t^{(0)}$ the value that minimizes (11.12). (This value of $t$ and $\nu$ can be found by solving a least-squares problem.)

A variation on this approach uses an affine-invariant measure of deviation between $x$ and $x^*(t)$ in place of the Euclidean norm. We choose $t$ and $\nu$ that minimize
\[
\alpha(t, \nu) = \left(t \nabla f_0(x^{(0)}) + \nabla \phi(x^{(0)}) + A^T \nu \right)^T H_0^{-1} \left(t \nabla f_0(x^{(0)}) + \nabla \phi(x^{(0)}) + A^T \nu \right),
\]
where
\[
H_0 = t \nabla^2 f_0(x^{(0)}) + \nabla^2 \phi(x^{(0)}).
\]
(It can be shown that $\inf_\nu \alpha(t, \nu)$ is the square of the Newton decrement of $tf_0 + \phi$ at $x^{(0)}$.) Since $\alpha$ is a quadratic-over-linear function of $\nu$ and $t$, it is convex.

### Infeasible start Newton method

In one variation on the barrier method, an infeasible start Newton method (described in §10.3) is used for the centering steps. Thus, the barrier method is initialized with a point $x^{(0)}$ that satisfies $x^{(0)} \in \text{dom} f_0$ and $f_i(x^{(0)}) < 0, i = 1, \ldots, m$, but not necessarily $Ax^{(0)} = b$. Assuming the problem is strictly feasible, a full Newton step is taken at some point during the first centering step, and thereafter, the iterates are all primal feasible, and the algorithm coincides with the (standard) barrier method.

#### 11.3.2 Examples

### Linear programming in inequality form

Our first example is a small LP in inequality form,
\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \leq b
\end{align*}
\]
with $A \in \mathbb{R}^{100 \times 50}$. The data were generated randomly, in such a way that the problem is strictly primal and dual feasible, with optimal value $p^* = 1$.

The initial point $x^{(0)}$ is on the central path, with a duality gap of 100. The barrier method is used to solve the problem, and terminated when the duality gap is less than $10^{-6}$. The centering problems are solved by Newton’s method with backtracking, using parameters $\alpha = 0.01, \beta = 0.5$. The stopping criterion for
Newton’s method is \( \lambda(x)^2/2 \leq 10^{-5} \), where \( \lambda(x) \) is the Newton decrement of the function \( tc^T x + \phi(x) \).

The progress of the barrier method, for three values of the parameter \( \mu \), is shown in figure 11.4. The vertical axis shows the duality gap on a log scale. The horizontal axis shows the cumulative total number of inner iterations, i.e., Newton steps, which is the natural measure of computational effort. Each of the plots has a staircase shape, with each stair associated with one outer iteration. The width of each stair tread (i.e., horizontal portion) is the number of Newton steps required for that outer iteration. The height of each stair riser (i.e., the vertical portion) is exactly equal to (a factor of) \( \mu \), since the duality gap is reduced by the factor \( \mu \) at the end of each outer iteration.

The plots illustrate several typical features of the barrier method. First of all, the method works very well, with approximately linear convergence of the duality gap. This is a consequence of the approximately constant number of Newton steps required to re-center, for each value of \( \mu \). For \( \mu = 50 \) and \( \mu = 150 \), the barrier method solves the problem with a total number of Newton steps between 35 and 40.

The plots in figure 11.4 clearly show the trade-off in the choice of \( \mu \). For \( \mu = 2 \), the treads are short; the number of Newton steps required to re-center is around 2 or 3. But the risers are also short, since the duality gap reduction per outer iteration is only a factor of 2. At the other extreme, when \( \mu = 150 \), the treads are longer, typically around 7 Newton steps, but the risers are also much larger, since the duality gap is reduced by the factor 150 in each outer iteration.

The trade-off in choice of \( \mu \) is further examined in figure 11.5. We use the barrier method to solve the LP, terminating when the duality gap is smaller than \( 10^{-3} \), for 25 values of \( \mu \) between 1.2 and 200. The plot shows the total number of Newton steps required to solve the problem, as a function of the parameter \( \mu \).
11.3 The barrier method

This plot shows that the barrier method performs very well for a wide range of values of $\mu$, from around 3 to 200. As our intuition suggests, the total number of Newton steps rises when $\mu$ is too small, due to the larger number of outer iterations required. One interesting observation is that the total number of Newton steps does not vary much for values of $\mu$ larger than around 3. Thus, as $\mu$ increases over this range, the decrease in the number of outer iterations is offset by an increase in the number of Newton steps per outer iteration. For even larger values of $\mu$, the performance of the barrier method becomes less predictable (i.e., more dependent on the particular problem instance). Since the performance does not improve with larger values of $\mu$, a good choice is in the range $10 - 100$.

Geometric programming

We consider a geometric program in convex form,

$$\begin{align*}
\text{minimize} \quad & \log \left( \sum_{k=1}^{K_0} \exp(a_{0k}^T x + b_{0k}) \right) \\
\text{subject to} \quad & \log \left( \sum_{k=1}^{K_i} \exp(a_{ik}^T x + b_{ik}) \right) \leq 0, \quad i = 1, \ldots, m,
\end{align*}$$

with variable $x \in \mathbb{R}^n$, and associated logarithmic barrier

$$\phi(x) = - \sum_{i=1}^{m} \log \left( - \log \sum_{k=1}^{K_i} \exp(a_{ik}^T x + b_{ik}) \right).$$

The problem instance we consider has $n = 50$ variables and $m = 100$ inequalities (like the small LP considered above). The objective and constraint functions all
have $K_i = 5$ terms. The problem instance was generated randomly, in such a way that it is strictly primal and dual feasible, with optimal value one.

We start with a point $x^{(0)}$ on the central path, with a duality gap of 100. The barrier method is used to solve the problem, with parameters $\mu = 2$, $\mu = 50$, and $\mu = 150$, and terminated when the duality gap is less than $10^{-6}$. The centering problems are solved using Newton’s method, with the same parameter values as in the LP example, i.e., $\alpha = 0.01$, $\beta = 0.5$, and stopping criterion $\lambda(x)^2/2 \leq 10^{-5}$.

Figure 11.6 shows the duality gap versus cumulative number of Newton steps. This plot is very similar to the plot for LP, shown in figure 11.4. In particular, we see an approximately constant number of Newton steps required per centering step, and therefore approximately linear convergence of the duality gap.

The variation of the total number of Newton steps required to solve the problem, versus the parameter $\mu$, is very similar to that in the LP example. For this GP, the total number of Newton steps required to reduce the duality gap below $10^{-3}$ is around 30 (ranging from around 20 to 40 or so) for values of $\mu$ between 10 and 200. So here, too, a good choice of $\mu$ is in the range 10 – 100.

**A family of standard form LPs**

In the examples above we examined the progress of the barrier method, in terms of duality gap versus cumulative number of Newton steps, for a randomly generated instance of an LP and a GP, with similar dimensions. The results for the two examples are remarkably similar; each shows approximately linear convergence of duality gap with the number of Newton steps. We also examined the variation in performance with the parameter $\mu$, and found essentially the same results in the two cases. For $\mu$ above around 10, the barrier method performs very well, requiring around 30 Newton steps to bring the duality gap down from $10^2$ to $10^{-6}$. In both
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In this section we examine the performance of the barrier method as a function of the problem dimensions. We consider LPs in standard form,

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b, \quad x \succeq 0
\end{align*}
\]

with \( A \in \mathbb{R}^{m \times n} \), and explore the total number of Newton steps required as a function of the number of variables \( n \) and number of equality constraints \( m \), for a family of randomly generated problem instances. We take \( n = 2m \), i.e., twice as many variables as constraints.

The problems were generated as follows. The elements of \( A \) are independent and identically distributed, with zero mean, unit variance normal distribution \( \mathcal{N}(0,1) \). We take \( b = Ax^{(0)} \) where the elements of \( x^{(0)} \) are independent, and uniformly distributed in \([0,1]\). This ensures that the problem is strictly primal feasible, since \( x^{(0)} \succ 0 \) is feasible. To construct the cost vector \( c \), we first compute a vector \( z \in \mathbb{R}^m \) with elements distributed according to \( \mathcal{N}(0,1) \) and a vector \( s \in \mathbb{R}^n \) with elements from a uniform distribution on \([0,1]\). We then take \( c = A^T z + s \). This guarantees that the problem is strictly dual feasible, since \( A^T z \prec c \).

The algorithm parameters we use are \( \mu = 100 \), and the same parameters for the centering steps in the examples above: backtracking parameters \( \alpha = 0.01, \beta = 0.5 \), and stopping criterion \( \lambda(x)^2/2 \leq 10^{-5} \). The initial point is on the central path with \( t^{(0)} = 1 \) (i.e., gap \( n \)). The algorithm is terminated when the initial duality gap is reduced by a factor \( 10^4 \), i.e., after completing two outer iterations.

Figure 11.7 shows the duality gap versus iteration number for three problem instances, with dimensions \( m = 50, m = 500, \) and \( m = 1000 \). The plots look very much like the others, with approximately linear convergence of the duality gap. The plots show a small increase in the number of Newton steps required as the problem size grows from 50 constraints (100 variables) to 1000 constraints (2000 variables).

To examine the effect of problem size on the number of Newton steps required, we generate 100 problem instances for each of 20 values of \( m \), ranging from \( m = 10 \) to \( m = 1000 \). We solve each of these 2000 problems using the barrier method, noting the number of Newton steps required. The results are summarized in figure 11.8, which shows the mean and standard deviation in the number of Newton steps, for each value of \( m \). The first comment we make is that the standard deviation is around 2 iterations, and appears to be approximately independent of problem size. Since the average number of steps required is near 25, this means that the number of Newton steps required varies only around \( \pm 10\% \).

The plot shows that the number of Newton steps required grows only slightly, from around 21 to around 27, as the problem dimensions increase by a factor of 100. This behavior is typical for the barrier method in general: The number of Newton steps required grows very slowly with problem dimensions, and is almost always around a few tens. Of course, the computational effort to carry out one Newton step grows with the problem dimensions.
Figure 11.7 Progress of barrier method for three randomly generated standard form LPs of different dimensions, showing duality gap versus cumulative number of Newton steps. The number of variables in each problem is \( n = 2m \). Here too we see approximately linear convergence of the duality gap, with a slight increase in the number of Newton steps required for the larger problems.

Figure 11.8 Average number of Newton steps required to solve 100 randomly generated LPs of different dimensions, with \( n = 2m \). Error bars show standard deviation, around the average value, for each value of \( m \). The growth in the number of Newton steps required, as the problem dimensions range over a 100:1 ratio, is very small.
### 11.3.3 Convergence analysis

Convergence analysis for the barrier method is straightforward. Assuming that \( t f_0 + \phi \) can be minimized by Newton’s method for \( t = t^{(0)}, \mu t^{(0)}, \mu^2 t^{(0)}, \ldots \), the duality gap after the initial centering step, and \( k \) additional centering steps, is \( m/(\mu^k t^{(0)}) \). Therefore the desired accuracy \( \epsilon \) is achieved after exactly

\[
\left\lceil \frac{\log(m/(\epsilon t^{(0)}))}{\log \mu} \right\rceil
\]

centering steps, plus the initial centering step.

It follows that the barrier method works provided the centering problem (11.6) is solvable by Newton’s method, for \( t \geq t^{(0)} \). For the standard Newton method, it suffices that for \( t \geq t^{(0)} \), the function \( t f_0 + \phi \) satisfies the conditions given in §10.2.4, page 529: its initial sublevel set is closed, the associated inverse KKT matrix is bounded, and the Hessian satisfies a Lipschitz condition. (Another set of sufficient conditions, based on self-concordance, will be discussed in detail in §11.5.) If the infeasible start Newton method is used for centering, then the conditions listed in §10.3.3, page 536, are sufficient to guarantee convergence.

Assuming that \( f_0, \ldots, f_m \) are closed, a simple modification of the original problem ensures that these conditions hold. By adding a constraint of the form \( \|x\|^2 \leq R^2 \) to the problem, it follows that \( t f_0 + \phi \) is strongly convex, for every \( t \geq 0 \); in particular convergence of Newton’s method, for the centering steps, is guaranteed. (See exercise 11.4.)

While this analysis shows that the barrier method does converge, under reasonable assumptions, it does not address a basic question: As the parameter \( t \) increases, do the centering problems become more difficult (and therefore take more and more iterations)? Numerical evidence suggests that for a wide variety of problems, this is not the case; the centering problems appear to require a nearly constant number of Newton steps to solve, even as \( t \) increases. We will see (in §11.5) that this issue can be resolved, for problems that satisfy certain self-concordance conditions.

### 11.3.4 Newton step for modified KKT equations

In the barrier method, the Newton step \( \Delta x_{nt} \), and associated dual variable are given by the linear equations

\[
\begin{bmatrix}
t \nabla^2 f_0(x) + \nabla^2 \phi(x) & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x_{nt} \\
\nu_{nt}
\end{bmatrix} = -\begin{bmatrix}
t \nabla f_0(x) + \nabla \phi(x) \\
0
\end{bmatrix}.
\]

(11.14)

In this section we show how these Newton steps for the centering problem can be interpreted as Newton steps for directly solving the modified KKT equations

\[
\begin{align*}
\nabla f_0(x) + \sum_{i=1}^m \lambda_i \nabla f_i(x) + A^T \nu & = 0 \\
-\lambda_i f_i(x) & = 1/t, \quad i = 1, \ldots, m \\
Ax & = b
\end{align*}
\]

(11.15)

in a particular way.
To solve the modified KKT equations (11.15), which is a set of \( n + p + m \) nonlinear equations in the \( n + p + m \) variables \( x, \nu \), and \( \lambda \), we first eliminate the variables \( \lambda_i \), using
\[
\lambda_i = -\frac{1}{tf_i(x)}.
\]
This yields
\[
\nabla f_0(x) + \sum_{i=1}^{m} \frac{1}{-tf_i(x)} \nabla f_i(x) + A^T \nu = 0, \quad Ax = b,
\]
which is a set of \( n + p \) equations in the \( n + p \) variables \( x \) and \( \nu \).

To find the Newton step for solving the set of nonlinear equations (11.16), we form the Taylor approximation for the nonlinear term occurring in the first equation. For small \( v \), we have the Taylor approximation
\[
\nabla f_0(x + v) + \sum_{i=1}^{m} \frac{1}{-tf_i(x + v)} \nabla f_i(x + v) \\
\approx \nabla f_0(x) + \sum_{i=1}^{m} \frac{1}{-tf_i(x)} \nabla f_i(x) + \nabla^2 f_0(x)v \\
+ \sum_{i=1}^{m} \frac{1}{-tf_i(x)} \nabla^2 f_i(x)v + \sum_{i=1}^{m} \frac{1}{t_i f_i(x)^2} \nabla f_i(x) \nabla f_i(x)^T v.
\]
The Newton step is obtained by replacing the nonlinear term in equation (11.16) by this Taylor approximation, which yields the linear equations
\[
Hv + A^T \nu = -g, \quad Av = 0,
\]
where
\[
H = \nabla^2 f_0(x) + \sum_{i=1}^{m} \frac{1}{-tf_i(x)} \nabla^2 f_i(x) + \sum_{i=1}^{m} \frac{1}{t_i f_i(x)^2} \nabla f_i(x) \nabla f_i(x)^T \\
g = \nabla f_0(x) + \sum_{i=1}^{m} \frac{1}{-tf_i(x)} \nabla f_i(x).
\]
Now we observe that
\[
H = \nabla^2 f_0(x) + (1/t) \nabla^2 \phi(x), \quad g = \nabla f_0(x) + (1/t) \nabla \phi(x),
\]
so, from (11.14), the Newton steps \( \Delta x_{nt} \) and \( \nu_{nt} \) in the barrier method centering step satisfy
\[
tH \Delta x_{nt} + A^T \nu_{nt} = -tg, \quad A\Delta x_{nt} = 0.
\]
Comparing this with (11.17) shows that
\[
v = \Delta x_{nt}, \quad \nu = (1/t) \nu_{nt}.
\]
This shows that the Newton step for the centering problem (11.6) can be interpreted, after scaling the dual variable, as the Newton step for solving the modified KKT equations (11.16).

In this approach, we first eliminated the variable \( \lambda \) from the modified KKT equations, and then applied Newton’s method to solve the resulting set of equations. Another variation on this approach is to directly apply Newton’s method to the modified KKT equations, without first eliminating \( \lambda \). This method yields the so-called primal-dual search directions, discussed in §11.7.
11.4 Feasibility and phase I methods

The barrier method requires a strictly feasible starting point \( x^{(0)} \). When such a point is not known, the barrier method is preceded by a preliminary stage, called phase I, in which a strictly feasible point is computed (or the constraints are found to be infeasible). The strictly feasible point found during phase I is then used as the starting point for the barrier method, which is called the phase II stage. In this section we describe several phase I methods.

11.4.1 Basic phase I method

We consider a set of inequalities and equalities in the variables \( x \in \mathbb{R}^n \),

\[ f_i(x) \leq 0, \quad i = 1, \ldots, m, \quad Ax = b, \quad (11.18) \]

where \( f_i : \mathbb{R}^n \rightarrow \mathbb{R} \) are convex, with continuous second derivatives. We assume that we are given a point \( x^{(0)} \in \text{dom} f_1 \cap \cdots \cap \text{dom} f_m \), with \( Ax^{(0)} = b \).

Our goal is to find a strictly feasible solution of these inequalities and equalities, or determine that none exists. To do this we form the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad f_i(x) \leq s, \quad i = 1, \ldots, m \\
& \quad Ax = b \\
\end{align*}
\]

(11.19)
in the variables \( x \in \mathbb{R}^n, s \in \mathbb{R} \). The variable \( s \) can be interpreted as a bound on the maximum infeasibility of the inequalities; the goal is to drive the maximum infeasibility below zero.

This problem is always strictly feasible, since we can choose \( x^{(0)} \) as starting point for \( x \), and for \( s \), we can choose any number larger than \( \max_{i=1,\ldots,m} f_i(x^{(0)}) \). We can therefore apply the barrier method to solve the problem (11.19), which is called the phase I optimization problem associated with the inequality and equality system (11.19).

We can distinguish three cases depending on the sign of the optimal value \( \bar{p}^* \) of (11.19).

1. If \( \bar{p}^* < 0 \), then (11.18) has a strictly feasible solution. Moreover if \( (x, s) \) is feasible for (11.19) with \( s < 0 \), then \( x \) satisfies \( f_i(x) < 0 \). This means we do not need to solve the optimization problem (11.19) with high accuracy; we can terminate when \( s < 0 \).

2. If \( \bar{p}^* > 0 \), then (11.18) is infeasible. As in case 1, we do not need to solve the phase I optimization problem (11.19) to high accuracy; we can terminate when a dual feasible point is found with positive dual objective (which proves that \( \bar{p}^* > 0 \)). In this case, we can construct the alternative that proves (11.18) is infeasible from the dual feasible point.

3. If \( \bar{p}^* = 0 \) and the minimum is attained at \( x^* \) and \( s^* = 0 \), then the set of inequalities is feasible, but not strictly feasible. If \( \bar{p}^* = 0 \) and the minimum is not attained, then the inequalities are infeasible.
In practice it is impossible to determine exactly that $\bar{p}^* = 0$. Instead, an optimization algorithm applied to (11.19) will terminate with the conclusion that $|\bar{p}| < \epsilon$ for some small, positive $\epsilon$. This allows us to conclude that the inequalities $f_i(x) \leq -\epsilon$ are infeasible, while the inequalities $f_i(x) \leq \epsilon$ are feasible.

**Sum of infeasibilities**

There are many variations on the basic phase I method just described. One method is based on minimizing the sum of the infeasibilities, instead of the maximum infeasibility. We form the problem

$$\begin{align*}
\text{minimize} & \quad 1^T s \\
\text{subject to} & \quad f_i(x) \leq s_i, \quad i = 1, \ldots, m \\
& \quad Ax = b \\
& \quad s \succeq 0.
\end{align*}$$

(11.20)

For fixed $x$, the optimal value of $s_i$ is $\max\{f_i(x), 0\}$, so in this problem we are minimizing the sum of the infeasibilities. The optimal value of (11.20) is zero and achieved if and only if the original set of equalities and inequalities is feasible.

This sum of infeasibilities phase I method has a very interesting property when the system of equalities and inequalities (11.19) is infeasible. In this case, the optimal point for the phase I problem (11.20) often violates only a small number, say $r$, of the inequalities. Therefore, we have computed a point that satisfies many $(m - r)$ of the inequalities, i.e., we have identified a large subset of inequalities that is feasible. In this case, the dual variables associated with the strictly satisfied inequalities are zero, so we have also proved infeasibility of a subset of the inequalities. This is more informative than finding that the $m$ inequalities, together, are mutually infeasible. (This phenomenon is closely related to $\ell_1$-norm regularization, or basis pursuit, used to find sparse approximate solutions; see §6.1.2 and §6.5.4).

**Example 11.4**  *Comparison of phase I methods.* We apply two phase I methods to an infeasible set of inequalities $Ax \preceq b$ with dimensions $m = 100$, $n = 50$. The first method is the basic phase I method

$$\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad Ax \preceq b + 1s,
\end{align*}$$

which minimizes the maximum infeasibility. The second method minimizes the sum of the infeasibilities, i.e., solves the LP

$$\begin{align*}
\text{minimize} & \quad 1^T s \\
\text{subject to} & \quad Ax \preceq b + s \\
& \quad s \succeq 0.
\end{align*}$$

Figure 11.9 shows the distributions of the infeasibilities $b_i - a_i^T x$ for these two values of $x$, denoted $x_{\text{max}}$ and $x_{\text{sum}}$, respectively. The point $x_{\text{max}}$ satisfies 39 of the 100 inequalities, whereas the point $x_{\text{sum}}$ satisfies 79 of the inequalities.
Figure 11.9 Distributions of the infeasibilities $b_i - a_i^T x$ for an infeasible set of 100 inequalities $a_i^T x \leq b_i$, with 50 variables. The vector $x_{\text{max}}$ used in the left plot was obtained by the basic phase I algorithm. It satisfies 39 of the 100 inequalities. In the right plot the vector $x_{\text{sum}}$ was obtained by minimizing the sum of the infeasibilities. This vector satisfies 79 of the 100 inequalities.

### Termination near the phase II central path

A simple variation on the basic phase I method, using the barrier method, has the property that (when the equalities and inequalities are strictly feasible) the central path for the phase I problem intersects the central path for the original optimization problem (11.1).

We assume a point $x^{(0)} \in D = \text{dom} f_0 \cap \text{dom} f_1 \cap \cdots \cap \text{dom} f_m$, with $Ax^{(0)} = b$ is given. We form the phase I optimization problem

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad f_i(x) \leq s, \quad i = 1, \ldots, m \\
& \quad f_0(x) \leq M \\
& \quad Ax = b,
\end{align*}
\]

(11.21)

where $M$ is a constant chosen to be larger than $\max \{f_0(x^{(0)}), p^*\}$.

We assume now that the original problem (11.1) is strictly feasible, so the optimal value $\bar{p}^*$ of (11.21) is negative. The central path of (11.21) is characterized by

\[
\sum_{i=1}^m \frac{1}{s - f_i(x)} = \bar{t}, \quad \frac{1}{M - f_0(x)} \nabla f_0(x) + \sum_{i=1}^m \frac{1}{s - f_i(x)} \nabla f_i(x) + A^T \nu = 0,
\]

where $\bar{t}$ is the parameter. If $(x, s)$ is on the central path and $s = 0$, then $x$ and $\nu$ satisfy

\[
t \nabla f_0(x) + \sum_{i=1}^m \frac{1}{-f_i(x)} \nabla f_i(x) + A^T \nu = 0
\]

for $t = 1/(M - f_0(x))$. This means that $x$ is on the central path for the original
optimization problem (11.1), with associated duality gap
\[ m(M - f_0(x)) \leq m(M - p^*). \quad (11.22) \]

11.4.2 Phase I via infeasible start Newton method

We can also carry out the phase I stage using an infeasible start Newton method, applied to a modified version of the original problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b.
\end{align*}
\]

We first express the problem in the (obviously equivalent) form

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq s, \quad i = 1, \ldots, m \\
& \quad Ax = b, \quad s = 0,
\end{align*}
\]

with the additional variable \( s \in \mathbb{R} \). To start the barrier method, we use an infeasible start Newton method to solve

\[
\begin{align*}
\text{minimize} & \quad t^{(0)} f_0(x) - \sum_{i=1}^{m} \log(s - f_i(x)) \\
\text{subject to} & \quad Ax = b, \quad s = 0.
\end{align*}
\]

This can be initialized with any \( x \in \mathcal{D} \), and any \( s > \max_i f_i(x) \). Provided the problem is strictly feasible, the infeasible start Newton method will eventually take an undamped step, and thereafter we will have \( s = 0 \), i.e., \( x \) strictly feasible.

The same trick can be applied if a point in \( \mathcal{D} \), the common domain of the functions, is not known. We simply apply the infeasible start Newton method to the problem

\[
\begin{align*}
\text{minimize} & \quad t^{(0)} f_0(x + z_0) - \sum_{i=1}^{m} \log(s - f_i(x + z_i)) \\
\text{subject to} & \quad Ax = b, \quad s = 0, \quad z_0 = 0, \quad \ldots, \quad z_m = 0
\end{align*}
\]

with variables \( x, z_0, \ldots, z_m \), and \( s \in \mathbb{R} \). We initialize \( z_i \) so that \( x + z_i \in \text{dom} f_i \).

The main disadvantage of this approach to the phase I problem is that there is no good stopping criterion when the problem is infeasible; the residual simply fails to converge to zero.

11.4.3 Examples

We consider a family of linear feasibility problems,

\[ Ax \preceq b(\gamma) \]

where \( A \in \mathbb{R}^{50 \times 20} \) and \( b(\gamma) = b + \gamma \Delta b \). The problem data are chosen so that the inequalities are strictly feasible for \( \gamma > 0 \) and infeasible for \( \gamma < 0 \). For \( \gamma = 0 \) the problem is feasible but not strictly feasible.
11.4 Feasibility and phase I methods

Figure 11.10 shows the total number of Newton steps required to find a strictly feasible point, or a certificate of infeasibility, for 40 values of $\gamma$ in $[-1, 1]$. We use the basic phase I method of §11.4.1, i.e., for each value of $\gamma$, we form the LP

$$\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad Ax \preceq b(\gamma) + s1.
\end{align*}$$

The barrier method is used with $\mu = 10$, and starting point $x = 0, s = -\min_i b_i(\gamma) + 1$. The method terminates when a point $(x, s)$ with $s < 0$ is found, or a feasible solution $z$ of the dual problem

$$\begin{align*}
\text{maximize} & \quad -b(\gamma)^T z \\
\text{subject to} & \quad A^T z = 0 \\
& \quad 1^T z = 1 \\
& \quad z \succeq 0
\end{align*}$$

is found with $-b(\gamma)^T z > 0$.

The plot shows that when the inequalities are feasible, with some margin, it takes around 25 Newton steps to produce a strictly feasible point. Conversely, when the inequalities are infeasible, again with some margin, it takes around 35 steps to produce a certificate proving infeasibility. The phase I effort increases as the set of inequalities approaches the boundary between feasible and infeasible, i.e., $\gamma$ near zero. When $\gamma$ is very near zero, so the inequalities are very near the boundary between feasible and infeasible, the number of steps grows substantially. Figure 11.11 shows the total number of Newton steps required for values of $\gamma$ near zero. The plots show an approximately logarithmic increase in the number of steps required to detect feasibility, or prove infeasibility, for problems very near the boundary between feasible and infeasible.

This example is typical: The cost of solving a set of convex inequalities and linear equalities using the barrier method is modest, and approximately constant, as long as the problem is not very close to the boundary between feasibility and infeasibility. When the problem is very close to the boundary, the number of Newton steps required to find a strictly feasible point or produce a certificate of infeasibility grows. When the problem is exactly on the boundary between strictly feasible and infeasible, for example, feasible but not strictly feasible, the cost becomes infinite.

Feasibility using infeasible start Newton method

We also solve the same set of feasibility problems using the infeasible start Newton method, applied to the problem

$$\begin{align*}
\text{minimize} & \quad -\sum_{i=1}^m \log s_i \\
\text{subject to} & \quad Ax + s = b(\gamma).
\end{align*}$$

We use backtracking parameters $\alpha = 0.01, \beta = 0.9$, and initialize with $x^{(0)} = 0, s^{(0)} = 1, \nu^{(0)} = 0$. We consider only feasible problems (i.e., $\gamma > 0$) and terminate once a feasible point is found. (We do not consider infeasible problems, since in that case the residual simply converges to a positive number.) Figure 11.12 shows the number of Newton steps required to find a feasible point, as a function of $\gamma$. 
Figure 11.10 Number of Newton iterations required to detect feasibility or infeasibility of a set of linear inequalities $Ax \preceq b + \gamma \Delta b$ parametrized by $\gamma \in \mathbb{R}$. The inequalities are strictly feasible for $\gamma > 0$, and infeasible for $\gamma < 0$. For $\gamma$ larger than around 0.2, about 30 steps are required to compute a strictly feasible point; for $\gamma$ less than −0.5 or so, it takes around 35 steps to produce a certificate proving infeasibility. For values of $\gamma$ in between, and especially near zero, more Newton steps are required to determine feasibility.

Figure 11.11 Left. Number of Newton iterations required to find a proof of infeasibility versus $\gamma$, for $\gamma$ small and negative. Right. Number of Newton iterations required to find a strictly feasible point versus $\gamma$, for $\gamma$ small and positive.
11.5 Complexity analysis via self-concordance

Using the complexity analysis of Newton’s method for self-concordant functions (§9.6.4, page 503, and §10.2.4, page 531), we can give a complexity analysis of the barrier method. The analysis applies to many common problems, and leads to several interesting conclusions: It gives a rigorous bound on the total number of Newton steps required to solve a problem using the barrier method, and it justifies our observation that the centering problems do not become more difficult as $t$ increases.

The plot shows that for $\gamma$ larger than 0.3 or so, it takes fewer than 20 Newton steps to find a feasible point. In these cases the method is more efficient than a phase I method, which takes a total of around 30 Newton steps. For smaller values of $\gamma$, the number of Newton steps required grows dramatically, approximately as $1/\gamma$. For $\gamma = 0.01$, the infeasible start Newton method requires several thousand iterations to produce a feasible point. In this region the phase I approach is far more efficient, requiring only 40 iterations or so.

These results are quite typical. The infeasible start Newton method works very well provided the inequalities are feasible, and not very close to the boundary between feasible and infeasible. But when the feasible set is just barely nonempty (as is the case in this example with small $\gamma$), a phase I method is far better. Another advantage of the phase I method is that it gracefully handles the infeasible case; the infeasible start Newton method, in contrast, simply fails to converge.
11.5.1 Self-concordance assumption

We make two assumptions.

- The function $tf_0 + \phi$ is closed and self-concordant for all $t \geq t^{(0)}$.
- The sublevel sets of (11.1) are bounded.

The second assumption implies that the centering problem has bounded sublevel sets (see exercise 11.3), and, therefore, the centering problem is solvable. The bounded sublevel set assumption also implies that the Hessian of $tf_0 + \phi$ is positive definite everywhere (see exercise 11.14). While the self-concordance assumption restricts the complexity analysis to a particular class of problems, it is important to emphasize that the barrier method works well in general, whether or not the self-concordance assumption holds.

The self-concordance assumption holds for a variety of problems, including all linear and quadratic problems. If the functions $f_i$ are linear or quadratic, then

$$tf_0 - \sum_{i=1}^{m} \log(-f_i)$$

is self-concordant for all values of $t \geq 0$ (see §9.6). The complexity analysis given below therefore applies to LPs, QPs, and QCQPs.

In other cases, it is possible to reformulate the problem so the assumption of self-concordance holds. As an example, consider the linear inequality constrained entropy maximization problem

$$\min \sum_{i=1}^{n} x_i \log x_i$$

subject to

$$Fx \preceq g$$
$$Ax = b.$$  

(11.23)

The function

$$tf_0(x) + \phi(x) = t \sum_{i=1}^{n} x_i \log x_i - \sum_{i=1}^{m} \log(g_i - f_i^T x),$$

where $f_1^T, \ldots, f_m^T$ are the rows of $F$, is not closed (unless $Fx \preceq g$ implies $x \succeq 0$), or self-concordant. We can, however, add the redundant inequality constraints $x \succeq 0$ to obtain the equivalent problem

$$\min \sum_{i=1}^{n} x_i \log x_i$$

subject to

$$Fx \preceq g$$
$$Ax = b$$
$$x \succeq 0.$$  

(11.23)

For this problem we have

$$tf_0(x) + \phi(x) = t \sum_{i=1}^{n} x_i \log x_i - \sum_{i=1}^{n} \log x_i - \sum_{i=1}^{m} \log(g_i - f_i^T x),$$
which is self-concordant and closed, for any $t \geq 0$. (The function $ty \log y - \log y$ is self-concordant on $\mathbb{R}_{++}$, for all $t \geq 0$; see exercise 11.13.) The complexity analysis therefore applies to the reformulated linear inequality constrained entropy maximization problem (11.23).

As a more exotic example, consider the GP

$$\begin{align*}
&\text{minimize} \quad f_0(x) = \log \left( \sum_{k=1}^{K_0} \exp(a_{0k}^T x + b_{0k}) \right) \\
&\text{subject to} \quad \log \left( \sum_{k=1}^{K_i} \exp(a_{ik}^T x + b_{ik}) \right) \leq 0, \quad i = 1, \ldots, m.
\end{align*}$$

It is not clear whether or not the function $tf_0(x) + \phi(x) = t \log \left( \sum_{k=1}^{K_0} \exp(a_{0k}^T x + b_{0k}) \right) - \sum_{i=1}^{m} \log \left( -\log \sum_{k=1}^{K_i} \exp(a_{ik}^T x + b_{ik}) \right)$ is self-concordant, so although the barrier method works, the complexity analysis of this section need not hold.

We can, however, reformulate the GP in a form that definitely satisfies the self-concordance assumption. For each (monomial) term $\exp(a_{ik}^T x + b_{ik})$ we introduce a new variable $y_{ik}$ that serves as an upper bound,

$$\exp(a_{ik}^T x + b_{ik}) \leq y_{ik}.$$ 

Using these new variables we can express the GP in the form

$$\begin{align*}
&\text{minimize} \quad \sum_{k=1}^{K_0} y_{0k} \\
&\text{subject to} \quad \sum_{k=1}^{K_i} y_{ik} \leq 1, \quad i = 1, \ldots, m \\
&\quad \quad a_{ik}^T x + b_{ik} - \log y_{ik} \leq 0, \quad i = 0, \ldots, m, \quad k = 1, \ldots, K_i \\
&\quad \quad y_{ik} \geq 0, \quad i = 0, \ldots, m, \quad k = 1, \ldots, K_i.
\end{align*}$$

The associated logarithmic barrier is

$$\sum_{i=0}^{m} \sum_{k=1}^{K_i} \left( -\log y_{ik} - \log(\log y_{ik} - a_{ik}^T x - b_{ik}) \right) - \sum_{i=1}^{m} \log \left( 1 - \sum_{k=1}^{K_i} y_{ik} \right),$$

which is closed and self-concordant (example 9.8, page 500). Since the objective is linear, it follows that $tf_0 + \phi$ is closed and self-concordant for any $t$.

### 11.5.2 Newton iterations per centering step

The complexity theory of Newton’s method for self-concordant functions, developed in §9.6.4 (page 503) and §10.2.4 (page 531), shows that the number of Newton iterations required to minimize a closed strictly convex self-concordant function $f$ is bounded above by

$$\frac{f(x) - p^*}{\gamma} + c. \quad (11.24)$$
Here \( x \) is the starting point for Newton’s method, and \( p^* = \inf_x f(x) \) is the optimal value. The constant \( \gamma \) depends only on the backtracking parameters \( \alpha \) and \( \beta \), and is given by

\[
\frac{1}{\gamma} = \frac{20 - 8\alpha}{\alpha\beta(1 - 2\alpha)^2}.
\]

The constant \( c \) depends only on the tolerance \( \epsilon_{nt} \),

\[
c = \log_2 \log_2 \left( \frac{1}{\epsilon_{nt}} \right),
\]

and can reasonably be approximated as \( c = 6 \). The expression (11.24) is a quite conservative bound on the number of Newton steps required, but our interest in this section is only to establish a complexity bound, concentrating on how it increases with problem size and algorithm parameters.

In this section we use this result to derive a bound on the number of Newton steps required for one outer iteration of the barrier method, i.e., for computing \( x^* (\mu t) \), starting from \( x^* (t) \). To lighten the notation we use \( x \) to denote \( x^* (t) \), the current iterate, and we use \( x^+ \) to denote \( x^* (\mu t) \), the next iterate. We use \( \lambda \) and \( \nu \) to denote \( \lambda^* (t) \) and \( \nu^* (t) \), respectively.

The self-concordance assumption implies that

\[
\frac{\mu t f_0 (x) + \phi (x) - \mu t f_0 (x^+) - \phi (x^+)}{\gamma} + c
\]

is an upper bound on the number of Newton steps required to compute \( x^+ = x^* (\mu t) \), starting at \( x = x^* (t) \). Unfortunately we do not know \( x^+ \), and hence the upper bound (11.25), until we actually compute \( x^+ \), i.e., carry out the Newton algorithm (whereupon we know the exact number of Newton steps required to compute \( x^* (\mu t) \), which defeats the purpose). We can, however, derive an upper bound on (11.25), as follows:

\[
\mu t f_0 (x) + \phi (x) - \mu t f_0 (x^+) - \phi (x^+)
\]

\[
= \mu t f_0 (x) - \mu t f_0 (x^+) + \sum_{i=1}^{m} \log (\mu \lambda_i f_i (x^+)) - m \log \mu
\]

\[
\leq \mu t f_0 (x) - \mu t f_0 (x^+) - \mu t \sum_{i=1}^{m} \lambda_i f_i (x^+) - m - m \log \mu
\]

\[
= \mu t f_0 (x) - \mu t \left( f_0 (x^+) + \sum_{i=1}^{m} \lambda_i f_i (x^+) + \nu^T (Ax^+ - b) \right) - m - m \log \mu
\]

\[
\leq \mu t f_0 (x) - \mu t g (\lambda, \nu) - m - m \log \mu
\]

\[
= m (\mu - 1 - \log \mu)
\]

This chain of equalities and inequalities needs some explanation. To obtain the second line from the first, we use \( \lambda_i = -1/\left( tf_i (x) \right) \). In the first inequality we use the fact that \( \log a \leq a - 1 \) for \( a > 0 \). To obtain the fourth line from the third, we use \( Ax^+ = b \), so the extra term \( \nu^T (Ax^+ - b) \) is zero. The second inequality follows
Figure 11.13 The function $\mu - 1 - \log \mu$, versus $\mu$. The number of Newton steps required for one outer iteration of the barrier method is bounded by $(m/\gamma)(\mu - 1 - \log \mu) + c$.

from the definition of the dual function:

$$g(\lambda, \nu) = \inf_z \left( f_0(z) + \sum_{i=1}^{m} \lambda_i f_i(z) + \nu^T (Az - b) \right)$$

$$\leq f_0(x^+) + \sum_{i=1}^{m} \lambda_i f_i(x^+) + \nu^T (Ax^+ - b).$$

The last line follows from $g(\lambda, \nu) = f_0(x) - m/t$.

The conclusion is that

$$\frac{m(\mu - 1 - \log \mu)}{\gamma} + c \quad (11.26)$$

is an upper bound on (11.25), and therefore an upper bound on the number of Newton steps required for one outer iteration of the barrier method. The function $\mu - 1 - \log \mu$ is shown in figure 11.13. For small $\mu$ it is approximately quadratic; for large $\mu$ it grows approximately linearly. This fits with our intuition that for $\mu$ near one, the number of Newton steps required to center is small, whereas for large $\mu$, it could well grow.

The bound (11.26) shows that the number of Newton steps required in each centering step is bounded by a quantity that depends mostly on $\mu$, the factor by which $t$ is updated in each outer step of the barrier method, and $m$, the number of inequality constraints in the problem. It also depends, weakly, on the parameters $\alpha$ and $\beta$ used in the line search for the inner iterations, and in a very weak way on the tolerance used to terminate the inner iterations. It is interesting to note that the bound does not depend on $n$, the dimension of the variable, or $p$, the number of equality constraints, or the particular values of the problem data, i.e., the objective and constraint functions (provided the self-concordance assumption in §11.5.1 holds). Finally, we note that it does not depend on $t$; in particular, as $t \to \infty$, a uniform bound on the number of Newton steps per outer iteration holds.
11.5.3 Total number of Newton iterations

We can now give an upper bound on the total number of Newton steps in the barrier method, not counting the initial centering step (which we will analyze later, as part of phase I). We multiply (11.26), which bounds the number of Newton steps per outer iteration, by (11.13), the number of outer steps required, to obtain

\[ N = \left\lceil \frac{\log(m/(t^{(0)}\epsilon))}{\log \mu} \right\rceil \left( \frac{m(\mu - 1 - \log \mu)}{\gamma} + c \right), \]  

(11.27)
an upper bound on the total number of Newton steps required. This formula shows that when the self-concordance assumption holds, we can bound the number of Newton steps required by the barrier method, for any value of \( \mu > 1 \).

If we fix \( \mu \) and \( m \), the bound \( N \) is proportional to \( \log(m/(t^{(0)}\epsilon)) \), which is the log of the ratio of the initial duality gap \( m/t^{(0)} \) to the final duality gap \( \epsilon \), i.e., the log of the required duality gap reduction. We can therefore say that the barrier method converges at least linearly, since the number of steps required to reach a given precision grows logarithmically with the inverse of the precision.

If \( \mu \), and the required duality gap reduction factor, are fixed, the bound \( N \) grows linearly with \( m \), the number of inequalities. The bound \( N \) is independent of the other problem dimensions \( n \) and \( p \), and the particular problem data or functions. We will see below that by a particular choice of \( \mu \), that depends on \( m \), we can obtain a bound on the number of Newton steps that grows only as \( \sqrt{m} \), instead of as \( m \).

Finally, we analyze the bound \( N \) as a function of the algorithm parameter \( \mu \). As \( \mu \) approaches one, the first term in \( N \) grows large, and therefore so does \( N \). This is consistent with our intuition and observation that for \( \mu \) near one, the number of outer iterations is very large. As \( \mu \) becomes large, the bound \( N \) grows approximately as \( \mu/\log \mu \), this time because the bound on the number of Newton iterations required per outer iteration grows. This, too, is consistent with our observations. As a result, the bound \( N \) has a minimum value as a function of \( \mu \).

The variation of the bound with the parameter \( \mu \) is illustrated in figure 11.14, which shows the bound (11.27) versus \( \mu \) for the values

\[ c = 6, \quad \gamma = 1/375, \quad m/(t^{(0)}\epsilon) = 10^5, \quad m = 100. \]

The bound is qualitatively consistent with intuition, and our observations: it grows very large as \( \mu \) approaches one, and increases, more slowly, as \( \mu \) becomes large. The bound \( N \) has a minimum at \( \mu \approx 1.02 \), which gives a bound on the total number of Newton iterations around 8000. The complexity analysis of Newton’s method is conservative, but the basic trade-off in the choice of \( \mu \) is reflected in the plot. (In practice, far larger values of \( \mu \), from around 2 to 100, work very well, and require a total number of Newton iterations on the order of a few tens.)

Choosing \( \mu \) as a function of \( m \)

When \( \mu \) (and the required duality gap reduction) is fixed, the bound (11.27) grows linearly with \( m \), the number of inequalities. It turns out we can obtain a better
exponent for $m$ by making $\mu$ a function of $m$. Suppose we choose

$$\mu = 1 + 1/\sqrt{m}. \quad (11.28)$$

Then we can bound the second term in $11.27$ as

$$\mu - 1 - \log \mu = 1/\sqrt{m} - \log(1 + 1/\sqrt{m})$$

$$\leq 1/\sqrt{m} - 1/\sqrt{m} + 1/(2m)$$

$$= 1/(2m)$$

(using $-\log(1 + a) \leq -a + a^2/2$ for $a \geq 0$). Using concavity of the logarithm, we also have

$$\log \mu = \log(1 + 1/\sqrt{m}) \geq (\log 2)/\sqrt{m}.$$  

Using these inequalities we can bound the total number of Newton steps by

$$N \leq \left\lceil \log(m/(t^{(0)}_0)) \right\rceil \left( \frac{m(\mu - 1 - \log \mu)}{\gamma} + c \right)$$

$$\leq \left\lceil m \log(m/(t^{(0)}_0)) \log 2 \right\rceil \left( \frac{1}{2\gamma} + c \right)$$

$$= \left\lceil \sqrt{m} \log_2(m/(t^{(0)}_0)) \right\rceil \left( \frac{1}{2\gamma} + c \right)$$

$$\leq c_1 + c_2 \sqrt{m}, \quad (11.29)$$

where

$$c_1 = \frac{1}{2\gamma} + c, \quad c_2 = \log_2(m/(t^{(0)}_0)) \left( \frac{1}{2\gamma} + c \right).$$
Here $c_1$ depends (and only weakly) on algorithm parameters for the centering Newton steps, and $c_2$ depends on these and the required duality gap reduction. Note that the term $\log_2(m/(t(0)\epsilon))$ is exactly the number of bits of required duality gap reduction.

For fixed duality gap reduction, the bound (11.29) grows as $\sqrt{m}$, whereas the bound $N$ in (11.27) grows like $m$, if the parameter $\mu$ is held constant. For this reason the barrier method, with parameter value (11.28), is said to be an order $\sqrt{m}$ method.

In practice, we would not use the value $\mu = 1 + 1/\sqrt{m}$, which is far too small, or even decrease $\mu$ as a function of $m$. Our only interest in this value of $\mu$ is that it (approximately) minimizes our (very conservative) upper bound on the number of Newton steps, and yields an overall estimate that grows as $\sqrt{m}$, instead of $m$.

### 11.5.4 Feasibility problems

In this section we analyze the complexity of a (minor) variation on the basic phase I method described in §11.4.1, used to solve a set of convex inequalities,

$$f_1(x) \leq 0, \ldots, f_m(x) \leq 0, \quad (11.30)$$

where $f_1, \ldots, f_m$ are convex, with continuous second derivatives. (We will consider equality constraints later.) We assume that the phase I problem

$$\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad f_i(x) \leq s, \quad i = 1, \ldots, m \quad (11.31)
\end{align*}$$

satisfies the conditions in §11.5.1. In particular we assume that the feasible set of the inequalities (11.30) (which of course can be empty) is contained in a Euclidean ball of radius $R$:

$$\{x \mid f_i(x) \leq 0, \ i = 1, \ldots, m\} \subseteq \{x \mid \|x\|_2 \leq R\}.$$  

We can interpret $R$ as a prior bound on the norm of any point in the feasible set of the inequalities. This assumption implies that the sublevel sets of the phase I problem are bounded. Without loss of generality, we will start the phase I method at the point $x = 0$. We define $F = \max_i f_i(0)$, which is the maximum constraint violation, assumed to be positive (since otherwise $x = 0$ satisfies the inequalities (11.30)).

We define $\bar{p}^*$ as the optimal value of the phase I optimization problem (11.31). The sign of $\bar{p}^*$ determines whether or not the set of inequalities (11.30) is feasible. The magnitude of $\bar{p}^*$ also has a meaning. If $\bar{p}^*$ is positive and large (say, near $F$, the largest value it can have) it means that the set of inequalities is quite infeasible, in the sense that for each $x$, at least one of the inequalities is substantially violated (by at least $\bar{p}^*$). On the other hand, if $\bar{p}^*$ is negative and large, it means that the set of inequalities is quite feasible, in the sense that there is not only an $x$ for which $f_i(x)$ are all nonpositive, but in fact there is an $x$ for which $f_i(x)$ are all quite negative (no more than $\bar{p}^*$). Thus, the magnitude $|\bar{p}^*|$ is a measure of how clearly the set of inequalities is feasible or infeasible, and therefore related to the difficulty
of determining feasibility of the inequalities (11.30). In particular, if $|\bar{p}^*|$ is small, it means the problem is near the boundary between feasibility and infeasibility.

To determine feasibility of the inequalities, we use a variation on the basic phase I problem (11.31). We add a redundant linear inequality $a^T x \leq 1$, to obtain

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad f_i(x) \leq s, \quad i = 1, \ldots, m \\
& \quad a^T x \leq 1.
\end{align*}
\]

We will specify $a$ later. Our choice will satisfy $\|a\|_2 \leq 1/R$, so $\|x\|_2 \leq R$ implies $a^T x \leq 1$, i.e., the extra constraint is redundant.

We will choose $a$ and $s_0$ so that $x = 0$, $s = s_0$ is on the central path of the problem (11.32), with a parameter value $t^{(0)}$, i.e., they minimize

\[
t^{(0)} s - \sum_{i=1}^{m} \log(s - f_i(x)) - \log(1 - a^T x).
\]

Setting to zero the derivative with respect to $s$, we get

\[
t^{(0)} = \sum_{i=1}^{m} \frac{1}{s_0 - f_i(0)}.
\]

Setting to zero the gradient with respect to $x$ yields

\[
a = -\sum_{i=1}^{m} \frac{1}{s_0 - f_i(0)} \nabla f_i(0).
\]

So it remains only to pick the parameter $s_0$; once we have chosen $s_0$, the vector $a$ is given by (11.34), and the parameter $t^{(0)}$ is given by (11.33). Since $x = 0$ and $s = s_0$ must be strictly feasible for the phase I problem (11.32), we must choose $s_0 > F$.

We must also pick $s_0$ to make sure that $\|a\|_2 \leq 1/R$. From (11.34), we have

\[
\|a\|_2 \leq \sum_{i=1}^{m} \frac{1}{s_0 - f_i(0)} \|\nabla f_i(0)\| \leq \frac{mG}{s_0 - F},
\]

where $G = \max_i \|\nabla f_i(0)\|$. Therefore we can take $s_0 = mGR + F$, which ensures $\|a\|_2 \leq 1/R$, so the extra linear inequality is redundant.

Using (11.33), we have

\[
t^{(0)} = \sum_{i=1}^{m} \frac{1}{mGR + F - f_i(0)} \geq \frac{1}{mGR},
\]

since $F = \max_i f_i(0)$. Thus $x = 0$, $s = s_0$ are on the central path for the phase I problem (11.32), with initial duality gap

\[
\frac{m + 1}{t^{(0)}} \leq (m + 1)mGR.
\]
To solve the original inequalities (11.30) we need to determine the sign of \( \bar{p}^\star \).

We can stop when either the primal objective value of (11.32) is negative, or the dual objective value is positive. One of these two cases must occur when the duality gap for (11.32) is less than \( |\bar{p}^\star| \).

We use the barrier method to solve (11.32), starting from a central point with duality gap no more than \( (m + 1)mGR \), and terminating when (or before) the duality gap is less than \( |\bar{p}^\star| \). Using the results of the previous section, this requires no more than

\[
\left[ \sqrt{m + 1} \log_2 \frac{m(m + 1)GR}{|\bar{p}^\star|} \right] \left( \frac{1}{2\gamma} + c \right) \tag{11.35}
\]

Newton steps. (Here we take \( \mu = 1 + 1/\sqrt{m + 1} \), which gives a better complexity exponent for \( m \) than a fixed value of \( \mu \).)

The bound (11.35) grows only slightly faster than \( \sqrt{m} \), and depends weakly on the algorithm parameters used in the centering steps. It is approximately proportional to \( \log_2((GR)/|\bar{p}^\star|) \), which can be interpreted as a measure of how difficult the particular feasibility problem is, or how close it is to the boundary between feasibility and infeasibility.

**Feasibility problems with equality constraints**

We can apply the same analysis to feasibility problems that include equality constraints, by eliminating the equality constraints. This does not affect the self-concordance of the problem, but it does mean that \( G \) and \( R \) refer to the reduced, or eliminated, problem.

**11.5.5 Combined phase I/phase II complexity**

In this section we give an end-to-end complexity analysis for solving the problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b
\end{align*}
\]

using (a variation on) the barrier method. First we solve the phase I problem

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad f_i(x) \leq s, \quad i = 1, \ldots, m \\
& \quad f_0(x) \leq M \\
& \quad Ax = b \\
& \quad a^T x \leq 1,
\end{align*}
\]

which we assume satisfies the self-concordance and bounded sublevel set assumptions of §11.5.1. Here we have added two redundant inequalities to the basic phase I problem. The constraint \( f_0(x) \leq M \) is added to guarantee that the phase I central path intersects the central path for phase II, as described in section §11.4.1 (see (11.21)). The number \( M \) is a prior bound on the optimal value of the problem. The second added constraint is the linear inequality \( a^T x \leq 1 \), where \( a \) is chosen
as described in §11.5.4. We use the barrier method to solve this problem, with
\( \mu = 1 + 1/\sqrt{m} + 2 \), and the starting points \( x = 0, s = s_0 \) given in §11.5.4.

To either find a strictly feasible point, or determine the problem is infeasible,
requires no more than
\[
N_I = \left\lceil \sqrt{m + 2 \log_2 \frac{(m + 1)(m + 2)GR}{|\bar{p}^*|}} \right\rceil \left( \frac{1}{2\gamma} + c \right) \tag{11.36}
\]

Newton steps, where \( G \) and \( R \) are as given in §11.5.4. If the problem is infeasible
we are done; if it is feasible, then we find a point in phase I, associated with \( s = 0 \),
that lies on the central path of the phase II problem

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b \\
& \quad a^T x \leq 1.
\end{align*}
\]

The associated initial duality gap of this initial point is no more than \((m + 1)(M - p^*)\) (see (11.22)). We assume the phase II problem also satisfies the
self-concordance and bounded sublevel set assumptions in §11.5.1.

We now proceed to phase II, again using the barrier method. We must reduce
the duality gap from its initial value, which is no more than \((m + 1)(M - p^*)\), to
some tolerance \( \epsilon > 0 \). This takes at most
\[
N_{II} = \left\lceil \sqrt{m + 1 \log_2 \frac{(m + 1)(M - p^*)}{\epsilon}} \right\rceil \left( \frac{1}{2\gamma} + c \right) \tag{11.37}
\]

Newton steps.

The total number of Newton steps is therefore no more than \( N_I + N_{II} \). This
bound grows with the number of inequalities \( m \) approximately as \( \sqrt{m} \), and includes
two terms that depend on the particular problem instance,
\[
\log_2 \frac{GR}{|\bar{p}^*|}, \quad \log_2 \frac{M - p^*}{\epsilon}.
\]

### 11.5.6 Summary

The complexity analysis given in this section is mostly of theoretical interest. In
particular, we remind the reader that the choice \( \mu = 1 + 1/\sqrt{m} \), discussed in this
section, would be a very poor one to use in practice; its only advantage is that it
results in a bound that grows like \( \sqrt{m} \) instead of \( m \). Likewise, we do not recommend
adding the redundant inequality \( a^T x \leq 1 \) in practice.

The actual bounds obtained from the analysis given here are far higher than the
numbers of iterations actually observed. Even the order in the bound appears to
be conservative. The best bounds on the number of Newton steps grow like \( \sqrt{m} \),
whereas practical experience suggests that the number of Newton steps hardly
grows at all with \( m \) (or any other parameter, in fact).

Still, it is comforting to know that when the self-concordance condition holds,
we can give a uniform bound on the number of Newton steps required in each
centering step of the barrier method. An obvious potential pitfall of the barrier method is the possibility that as $t$ grows, the associated centering problems might become more difficult, requiring more Newton steps. While practical experience suggests that this is not the case, the uniform bound bolsters our confidence that it cannot happen.

Finally, we mention that it is not yet clear whether or not there is a practical advantage to formulating a problem so that the self-concordance condition holds. All we can say is that when the self-concordance condition holds, the barrier method will work well in practice, and we can give a worst case complexity bound.

11.6 Problems with generalized inequalities

In this section we show how the barrier method can be extended to problems with generalized inequalities. We consider the problem

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \preceq_{K_i} 0, \quad i = 1, \ldots, m \\
& \quad Ax = b,
\end{align*}$$

(11.38)

where $f_0 : \mathbb{R}^n \to \mathbb{R}$ is convex, $f_i : \mathbb{R}^n \to \mathbb{R}^{k_i}$, $i = 1, \ldots, k$, are $K_i$-convex, and $K_i \subseteq \mathbb{R}^{k_i}$ are proper cones. As in §11.1, we assume that the functions $f_i$ are twice continuously differentiable, that $A \in \mathbb{R}^{p \times n}$ with rank $A = p$, and that the problem is solvable.

The KKT conditions for problem (11.38) are

$$\begin{align*}
Ax^* &= b \\
f_i(x^*) &\preceq_{K_i} 0, \quad i = 1, \ldots, m \\
\lambda_i^* &\preceq_{K_i^*} 0, \quad i = 1, \ldots, m \\
\nabla f_0(x^*) + \sum_{i=1}^m Df_i(x^*)^T \lambda_i^* + A^T \nu^* &= 0 \\
\lambda_i^* f_i(x^*) &= 0, \quad i = 1, \ldots, m,
\end{align*}$$

(11.39)

where $Df_i(x^*) \in \mathbb{R}^{k_i \times n}$ is the derivative of $f_i$ at $x^*$. We will assume that problem (11.38) is strictly feasible, so the KKT conditions are necessary and sufficient conditions for optimality of $x^*$.

The development of the method is parallel to the case with scalar constraints. Once we develop a generalization of the logarithm function that applies to general proper cones, we can define a logarithmic barrier function for the problem (11.38). From that point on, the development is essentially the same as in the scalar case. In particular, the central path, barrier method, and complexity analysis are very similar.
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11.6.1 Logarithmic barrier and central path

Generalized logarithm for a proper cone

We first define the analog of the logarithm, $\log x$, for a proper cone $K \subseteq \mathbb{R}^q$. We say that $\psi : \mathbb{R}^q \to \mathbb{R}$ is a generalized logarithm for $K$ if

- $\psi$ is concave, closed, twice continuously differentiable, $\text{dom } \psi = \text{int } K$, and $\nabla^2 \psi(y) \prec 0$ for $y \in \text{int } K$.
- There is a constant $\theta > 0$ such that for all $y \succ K 0$, and all $s > 0$,
  $$\psi(sy) = \psi(y) + \theta \log s.$$  

In other words, $\psi$ behaves like a logarithm along any ray in the cone $K$.

We call the constant $\theta$ the degree of $\psi$ (since $\exp \psi$ is a homogeneous function of degree $\theta$). Note that a generalized logarithm is only defined up to an additive constant; if $\psi$ is a generalized logarithm for $K$, then so is $\psi + a$, where $a \in \mathbb{R}$. The ordinary logarithm is, of course, a generalized logarithm for $\mathbb{R}_+$.

We will use the following two properties, which are satisfied by any generalized logarithm: If $y \succ K 0$, then

$$\nabla \psi(y) \succ K^* 0,$$  

which implies $\psi$ is $K$-increasing (see §3.6.1), and

$$y^T \nabla \psi(y) = \theta.$$  

The first property is proved in exercise 11.15. The second property follows immediately from differentiating $\psi(sy) = \psi(y) + \theta \log s$ with respect to $s$.

---

**Example 11.5** Nonnegative orthant. The function $\psi(x) = \sum_{i=1}^n \log x_i$ is a generalized logarithm for $K = \mathbb{R}_+^n$, with degree $n$. For $x \succ 0$,

$$\nabla \psi(x) = (1/x_1, \ldots, 1/x_n),$$

so $\nabla \psi(x) \succ 0$, and $x^T \nabla \psi(x) = n$.

---

**Example 11.6** Second-order cone. The function

$$\psi(x) = \log \left( x_{n+1}^2 - \sum_{i=1}^n x_i^2 \right)$$

is a generalized logarithm for the second-order cone

$$K = \left\{ x \in \mathbb{R}^{n+1} \left| \left( \sum_{i=1}^n x_i^2 \right)^{1/2} \leq x_{n+1} \right. \right\},$$
with degree 2. The gradient of \( \psi \) at a point \( x \in \text{int} \ K \) is given by

\[
\frac{\partial \psi}{\partial x_j}(x) = -\frac{2x_j}{x^2_{n+1} - \sum_{i=1}^{n} x^2_i}, \quad j = 1, \ldots, n
\]

\[
\frac{\partial \psi}{\partial x_{n+1}}(x) = \frac{2x_{n+1}}{x^2_{n+1} - \sum_{i=1}^{n} x^2_i}.
\]

The identities \( \nabla \psi(x) \in \text{int} \ K^* = \text{int} \ K \) and \( x^T \nabla \psi(x) = 2 \) are easily verified.

**Example 11.7 Positive semidefinite cone.** The function \( \psi(X) = \log \det X \) is a generalized logarithm for the cone \( S^p_+ \). The degree is \( p \), since

\[
\log \det(sX) = \log \det X + p \log s
\]

for \( s > 0 \). The gradient of \( \psi \) at a point \( X \in S^p_+ \) is equal to

\[
\nabla \psi(X) = X^{-1}.
\]

Thus, we have \( \nabla \psi(X) = X^{-1} > 0 \), and the inner product of \( X \) and \( \nabla \psi(X) \) is equal to \( \text{tr}(XX^{-1}) = p \).

**Logarithmic barrier functions for generalized inequalities**

Returning to problem (11.38), let \( \psi_1, \ldots, \psi_m \) be generalized logarithms for the cones \( K_1, \ldots, K_m \), respectively, with degrees \( \theta_1, \ldots, \theta_m \). We define the **logarithmic barrier function** for problem (11.38) as

\[
\phi(x) = -\sum_{i=1}^{m} \psi_i(-f_i(x)), \quad \text{dom} \phi = \{ x \mid f_i(x) \prec_K 0, \ i = 1, \ldots, m \}.
\]

Convexity of \( \phi \) follows from the fact that the functions \( \psi_i \) are \( K_i \)-increasing, and the functions \( f_i \) are \( K_i \)-convex (see the composition rule of §3.6.2).

**The central path**

The next step is to define the central path for problem (11.38). We define the central point \( x^*(t) \), for \( t \geq 0 \), as the minimizer of \( tf_0 + \phi \), subject to \( Ax = b \), i.e., as the solution of

\[
\begin{align*}
\text{minimize} & \quad tf_0(x) - \sum_{i=1}^{m} \psi_i(-f_i(x)) \\
\text{subject to} & \quad Ax = b
\end{align*}
\]

(assuming the minimizer exists, and is unique). Central points are characterized by the optimality condition

\[
t\nabla f_0(x) + \nabla \phi(x) + A^T \nu = 0
\]

(11.41)

for some \( \nu \in \mathbb{R}^p \), where \( Df_i(x) \) is the derivative of \( f_i \) at \( x \).
Dual points on central path

As in the scalar case, points on the central path give dual feasible points for the problem (11.38). For $i = 1, \ldots, m$, define

$$\lambda^*_i(t) = \frac{1}{t} \nabla \psi_i(-f_i(x^*(t))),$$

(11.42)

and let $\nu^*(t) = \nu/t$, where $\nu$ is the optimal dual variable in (11.41). We will show that $\lambda^*_1(t), \ldots, \lambda^*_m(t)$, together with $\nu^*(t)$, are dual feasible for the original problem (11.38).

First, $\lambda^*_1(t) \succ \kappa^*_i 0$, by the monotonicity property (11.40) of generalized logarithms. Second, it follows from (11.41) that the Lagrangian

$$L(x, \lambda^*(t), \nu^*(t)) = f_0(x) + \sum_{i=1}^{m} \lambda^*_i(t)^T f_i(x) + \nu^*(t)^T (Ax - b)$$

is minimized over $x$ by $x = x^*(t)$. The dual function $g$ evaluated at $(\lambda^*(t), \nu^*(t))$ is therefore equal to

$$g(\lambda^*(t), \nu^*(t)) = f_0(x^*(t)) + \sum_{i=1}^{m} \lambda^*_i(t)^T f_i(x^*(t)) + \nu^*(t)^T (Ax^*(t) - b)$$

$$= f_0(x^*(t)) + (1/t) \sum_{i=1}^{m} \nabla \psi_i(-f_i(x^*(t)))^T f_i(x^*(t))$$

$$= f_0(x^*(t)) - (1/t) \sum_{i=1}^{m} \theta_i,$$

where $\theta_i$ is the degree of $\psi_i$. In the last line, we use the fact that $y^T \nabla \psi_i(y) = \theta_i$ for $y \succ \kappa^*_i 0$, and therefore

$$\lambda^*_i(t)^T f_i(x^*(t)) = -\theta_i/t, \quad i = 1, \ldots, m.$$  

(11.43)

Thus, if we define

$$\overline{\theta} = \sum_{i=1}^{m} \theta_i,$$

then the primal feasible point $x^*(t)$ and the dual feasible point $(\lambda^*(t), \nu^*(t))$ have duality gap $\overline{\theta}/t$. This is just like the scalar case, except that $\overline{\theta}$, the sum of the degrees of the generalized logarithms for the cones, appears in place of $m$, the number of inequalities.

Example 11.8 Second-order cone programming. We consider an SOCP with variable $x \in \mathbb{R}^n$:

$$\begin{align*}
\text{minimize} & \quad f^T x \\
\text{subject to} & \quad \|A_i x + b_i\|_2 \leq c_i^T x + d_i, \quad i = 1, \ldots, m,
\end{align*}$$

(11.44)

where $A_i \in \mathbb{R}^{n_i \times n}$. As we have seen in example 11.6, the function

$$\psi(y) = \log \left( \frac{y_{p+1}^2}{\sum_{i=1}^{p} y_i^2} \right)$$
is a generalized logarithm for the second-order cone in $\mathbf{R}^{p+1}$, with degree 2. The corresponding logarithmic barrier function for (11.44) is

$$\phi(x) = -\sum_{i=1}^{m} \log((c_i^T x + d_i)^2 - \|A_i x + b_i\|^2_2),$$

(11.45)

with $\text{dom } \phi = \{x \mid \|A_i x + b_i\|_2 < c_i^T x + d_i, \ i = 1, \ldots, m\}$. The optimality condition on the central path is $tf + \nabla \phi(x^*(t)) = 0$, where

$$\nabla \phi(x) = -2 \sum_{i=1}^{m} \frac{1}{(c_i^T x + d_i)^2 - \|A_i x + b_i\|^2_2} \left((c_i^T x + d_i) c_i - A_i^T (A_i x + b_i)\right).$$

It follows that the point

$$z_i^*(t) = -\frac{2}{t \alpha_i} (A_i x^*(t) + b_i), \quad w_i^*(t) = \frac{2}{t \alpha_i} (c_i^T x^*(t) + d_i), \quad i = 1, \ldots, m,$$

where $\alpha_i = (c_i^T x^*(t) + d_i)^2 - \|A_i x^*(t) + b_i\|^2_2$, is strictly feasible in the dual problem

maximize $-\sum_{i=1}^{m} (b_i^T z_i + d_i w_i)$
subject to $\sum_{i=1}^{m} (A_i^T z_i + c_i w_i) = f$
$\|z_i\|_2 \leq w_i, \quad i = 1, \ldots, m.$

The duality gap associated with $x^*(t)$ and $(z^*(t), w^*(t))$ is

$$\sum_{i=1}^{m} \left((A_i x^*(t) + b_i)^T z_i^*(t) + (c_i^T x^*(t) + d_i) w_i^*(t)\right) = \frac{2m}{t},$$

which agrees with the general formula $\bar{\theta}/t$, since $\theta_i = 2$.

**Example 11.9** Semidefinite programming in inequality form. We consider the SDP with variable $x \in \mathbf{R}^n$,

minimize $c^T x$
subject to $F(x) = x_1 F_1 + \cdots + x_n F_n + G \preceq 0,$

where $G, F_1, \ldots, F_n \in \mathbf{S}^p$. The dual problem is

maximize $\text{tr}(GZ)$
subject to $\text{tr}(F_i Z) + c_i = 0, \quad i = 1, \ldots, n$
$Z \succeq 0.$

Using the generalized logarithm $\log \det X$ for the positive semidefinite cone $\mathbf{S}^p_+$, we have the barrier function (for the primal problem)

$$\phi(x) = \log \det(-F(x)^{-1})$$

with $\text{dom } \phi = \{x \mid F(x) \prec 0\}$. For strictly feasible $x$, the gradient of $\phi$ is equal to

$$\frac{\partial \phi(x)}{\partial x_i} = \text{tr}(-F(x)^{-1} F_i), \quad i = 1, \ldots, n,$$

which gives us the optimality conditions that characterize central points:

$$tc_i + \text{tr}(-F(x^*(t))^{-1} F_i) = 0, \quad i = 1, \ldots, n.$$

Hence the matrix

$$Z^*(t) = \frac{1}{t} (-F(x^*(t)))^{-1}$$

is strictly dual feasible, and the duality gap associated with $x^*(t)$ and $Z^*(t)$ is $p/t$. 
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11.6.2 Barrier method

We have seen that the key properties of the central path generalize to problems with generalized inequalities.

- Computing a point on the central path involves minimizing a twice differentiable convex function subject to equality constraints (which can be done using Newton’s method).

- With the central point \( x^{\star}(t) \) we can associate a dual feasible point \( (\lambda^{\star}(t), \nu^{\star}(t)) \) with associated duality gap \( \bar{B}/t \). In particular, \( x^{\star}(t) \) is no more than \( \theta/t \)-suboptimal.

This means we can apply the barrier method, exactly as described in §11.3, to the problem (11.38). The number of outer iterations, or centering steps, required to compute a central point with duality gap \( \epsilon \) starting at \( x^{\star}(t(0)) \) is equal to

\[
\left\lceil \frac{\log(\bar{B}/\epsilon)}{\log \mu} \right\rceil,
\]

plus one initial centering step. The only difference between this result and the associated one for the scalar case is that \( \theta \) takes the place of \( m \).

Phase I and feasibility problems

The phase I methods described in §11.4 are readily extended to problems with generalized inequalities. Let \( e_i \succ K_i \) be some given, \( K_i \)-positive vectors, for \( i = 1, \ldots, m \). To determine feasibility of the equalities and generalized inequalities \( f_1(x) \preceq K_1, 0, \ldots, f_L(x) \preceq K_m, 0, \quad Ax = b, \)

we solve the problem

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad f_i(x) \preceq K_i, s e_i, \quad i = 1, \ldots, m, \\
& \quad Ax = b,
\end{align*}
\]

with variables \( x \) and \( s \in \mathbb{R} \). The optimal value \( \bar{p}^\star \) determines the feasibility of the equalities and generalized inequalities, exactly as in the case of ordinary inequalities. When \( \bar{p}^\star \) is positive, any dual feasible point with positive objective gives an alternative that proves the set of equalities and generalized inequalities is infeasible (see page 270).

11.6.3 Examples

A small SOCP

We solve an SOCP

\[
\begin{align*}
\text{minimize} & \quad f^T x \\
\text{subject to} & \quad \|A_i x + b_i\|_2 \leq c_i^T x + d_i, \quad i = 1, \ldots, m,
\end{align*}
\]
with \( x \in \mathbb{R}^{50}, \ m = 50, \) and \( A_i \in \mathbb{R}^{5 \times 50}. \) The problem instance was randomly generated, in such a way that the problem is strictly primal and dual feasible, and has optimal value \( p^* = 1. \) We start with a point \( x^{(0)} \) on the central path, with a duality gap of 100.

The barrier method is used to solve the problem, using the barrier function

\[
\phi(x) = -\sum_{i=1}^{m} \log \left( (c_i^T x + d_i)^2 - \|A_i x + b_i\|^2 \right).
\]

The centering problems are solved using Newton’s method, with the same algorithm parameters as in the examples of §11.3.2: backtracking parameters \( \alpha = 0.01, \beta = 0.5, \) and a stopping criterion \( \lambda(x)^2/2 \leq 10^{-5}. \)

Figure 11.15 shows the duality gap versus cumulative number of Newton steps. The plot is very similar to those for linear and geometric programming, shown in figures 11.4 and 11.6, respectively. We see an approximately constant number of Newton steps required per centering step, and therefore approximately linear convergence of the duality gap. For this example, too, the choice of \( \mu \) has little effect on the total number of Newton steps, provided \( \mu \) is at least 10 or so. As in the examples for linear and geometric programming, a reasonable choice of \( \mu \) is in the range 10 – 100, which results in a total number of Newton steps around 30 (see figure 11.16).

**A small SDP**

Our next example is an SDP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \sum_{i=1}^{n} x_i F_i + G \preceq 0
\end{align*}
\] (11.46)
with variable \( x \in \mathbb{R}^{100} \), and \( F_i \in \mathbb{S}^{100}, \ G \in \mathbb{S}^{100} \). The problem instance was generated randomly, in such a way that the problem is strictly primal and dual feasible, with \( p^* = 1 \). The initial point is on the central path, with a duality gap of 100.

We apply the barrier method with logarithmic barrier function

\[
\phi(x) = -\log \det \left( -\sum_{i=1}^{n} x_i F_i - G \right).
\]

The progress of the barrier method for three values of \( \mu \) is shown in figure 11.17. Note the similarity with the plots for linear, geometric, and second-order cone programming, shown in figures 11.4, 11.6, and 11.15. As in the other examples, the parameter \( \mu \) has only a small effect on the efficiency, provided it is not too small. The number of Newton steps required to reduce the duality gap by a factor \( 10^5 \), versus \( \mu \), is shown in figure 11.18.

A family of SDPs

In this section we examine the performance of the barrier method as a function of the problem dimensions. We consider a family of SDPs of the form

\[
\begin{align*}
\text{minimize} & \quad 1^T x \\
\text{subject to} & \quad A + \text{diag}(x) \succeq 0,
\end{align*}
\]

with variable \( x \in \mathbb{R}^n \), and parameter \( A \in \mathbb{S}^n \). The matrices \( A \) are generated as follows. For \( i \geq j \), the coefficients \( A_{ij} \) are generated from independent \( \mathcal{N}(0,1) \) distributions. For \( i < j \), we set \( A_{ij} = A_{ji} \), so \( A \in \mathbb{S}^n \). We then scale \( A \) so that its (spectral) norm is one.
Figure 11.17 Progress of barrier method for a small SDP, showing duality gap versus cumulative number of Newton steps. Three plots are shown, corresponding to three values of the parameter $\mu$: 2, 50, and 150.

Figure 11.18 Trade-off in the choice of the parameter $\mu$, for a small SDP. The vertical axis shows the total number of Newton steps required to reduce the duality gap from 100 to $10^{-3}$, and the horizontal axis shows $\mu$. 
11.6 Problems with generalized inequalities

The algorithm parameters are \( \mu = 20 \), and the same parameters for the centering steps as in the examples above: backtracking parameters \( \alpha = 0.01 \), \( \beta = 0.5 \), and stopping criterion \( \lambda(x)^2/2 \leq 10^{-5} \). The initial point is on the central path with \( t^{(0)} = 1 \) (i.e., gap \( n \)). The algorithm is terminated when the initial duality gap is reduced by a factor 8000, i.e., after completing three outer iterations.

Figure 11.19 shows the duality gap versus iteration number for three problem instances, with dimensions \( n = 50 \), \( n = 500 \), and \( n = 1000 \). The plots look very much like the others, and very much like the ones for LPs.

To examine the effect of problem size on the number of Newton steps required, we generate 100 problem instances for each of 20 values of \( n \), ranging from \( n = 10 \) to \( n = 1000 \). We solve each of these 2000 problems using the barrier method, noting the number of Newton steps required. The results are summarized in figure 11.20, which shows the mean and standard deviation in the number of Newton steps, for each value of \( n \). The plot looks very much like the one for LPs, shown in figure 11.8. In particular, the number of Newton steps required grows very slowly, from around 20 to 26 iterations, as the problem dimensions increase by a factor of 100.

11.6.4 Complexity analysis via self-concordance

In this section we extend the complexity analysis of the barrier method for problems with ordinary inequalities (given in §11.5), to problems with generalized inequalities. We have already seen that the number of outer iterations is given by

\[
\left\lfloor \frac{\log(\overline{\theta}/t^{(0)}\epsilon)}{\log \mu} \right\rfloor,
\]
plus one initial centering step. It remains to bound the number of Newton steps required in each centering step, which we will do using the complexity theory of Newton’s method for self-concordant functions. For simplicity, we will exclude the cost of the initial centering.

We make the same assumptions as in §11.5: The function $tf_0 + \phi$ is closed and self-concordant for all $t \geq t^{(0)}$, and the sublevel sets of (11.38) are bounded.

Example 11.10 Second-order cone programming. The function

$$-\psi(x) = -\log \left( x_{p+1}^2 - \sum_{i=1}^p x_i^2 \right),$$

is self-concordant (see example 9.8), so the logarithmic barrier function (11.45) satisfies the closedness and self-concordance assumption for the SOCP (11.44).

Example 11.11 Semidefinite programming. The self-concordance assumption holds for general semidefinite programs, using $\log \det X$ as generalized logarithm for the positive semidefinite cone. For example, for the standard form SDP

\[
\begin{align*}
\text{minimize} & \quad \text{tr}(CX) \\
\text{subject to} & \quad \text{tr}(A_iX) = b_i, \quad i = 1, \ldots, p \\
& \quad X \succeq 0,
\end{align*}
\]

with variable $X \in \mathbf{S}^n$, the function $t^{(0)} \text{tr}(CX) - \log \det X$ is self-concordant (and closed), for any $t^{(0)} \geq 0$. 

---

**Figure 11.20** Average number of Newton steps required to solve 100 randomly generated SDPs (11.47) for each of 20 values of $n$, the problem size. Error bars show standard deviation, around the average value, for each value of $n$. The growth in the average number of Newton steps required, as the problem dimensions range over a 100:1 ratio, is very small.
We will see that, exactly as in the scalar case, we have
\[
\mu t f_0(x^*(t)) + \phi(x^*(t)) - \mu t f_0(x^*(\mu t)) - \phi(x^*(\mu t)) \leq \overline{g}(\mu - 1 - \log \mu). \quad (11.48)
\]
Therefore when the self-concordance and bounded sublevel set conditions hold, the number of Newton steps per centering step is no more than
\[
\frac{\overline{g}(\mu - 1 - \log \mu)}{\gamma} + c,
\]
exactly as in the barrier method for problems with ordinary inequalities. Once we establish the basic bound (11.48), the complexity analysis for problems with generalized inequalities is identical to the analysis for problems with ordinary inequalities, with one exception: \( \overline{g} \) is the sum of the degrees of the cones, instead of the number of inequalities.

**Generalized logarithm for dual cone**

We will use conjugates to prove the bound (11.48). Let \( \psi \) be a generalized logarithm for the proper cone \( K \), with degree \( \theta \). The conjugate of the (convex) function \(-\psi\) is
\[
(-\psi)^*(v) = \sup_u (u^T u + \psi(u)).
\]
This function is convex, and has domain \(-K^* = \{v \mid v \prec_{K^*} 0\}\). Define \( \overline{\psi} \) by
\[
\overline{\psi}(v) = -(-\psi)^*(-v) = \inf_u (u^T u - \psi(u)), \quad \text{dom} \overline{\psi} = \text{int} K^*. \quad (11.49)
\]
The function \( \overline{\psi} \) is concave, and in fact is a generalized logarithm for the dual cone \( K^* \), with the same parameter \( \theta \) (see exercise 11.17). We call \( \overline{\psi} \) the dual logarithm associated with the generalized logarithm \( \psi \).

From (11.49) we obtain the inequality
\[
\overline{\psi}(v) + \psi(u) \leq u^T v, \quad (11.50)
\]
which holds for any \( u \succ_K 0, v \succ_{K^*} 0 \), with equality holding if and only if \( \nabla \overline{\psi}(u) = v \) (or equivalently, \( \nabla \psi(v) = u \)). (This inequality is just a variation on Young’s inequality, for concave functions.)

**Example 11.12** Second-order cone. The second-order cone has generalized logarithm \( \psi(x) = \log(x_{p+1}^2 - \sum_{i=1}^p x_i^2) \), with \( \text{dom} \psi = \{x \in \mathbb{R}^{p+1} \mid x_{p+1} > (\sum_{i=1}^p x_i^2)^{1/2}\} \). The associated dual logarithm is
\[
\overline{\psi}(y) = \log \left( y_{p+1} - \sum_{i=1}^p y_i^2 \right) + 2 - \log 4,
\]
with \( \text{dom} \overline{\psi} = \{y \in \mathbb{R}^{p+1} \mid y_{p+1} > (\sum_{i=1}^p y_i^2)^{1/2}\} \) (see exercise 3.36). Except for a constant, it is the same as the original generalized logarithm for the second-order cone.
**Example 11.13** Positive semidefinite cone. The dual logarithm associated with 
\( \psi(X) = \log \det X \), with \( \text{dom} \ \psi = S^+_n \), is
\[
\widetilde{\psi}(Y) = \log \det Y + p,
\]
with domain \( \text{dom} \ \psi^* = S^+_n \) (see example 3.23). Again, it is the same generalized logarithm, except for a constant.

**Derivation of the basic bound**

To simplify notation, we denote \( x^*(t) \) as \( x \), \( x^*(\mu t) \) as \( x^+ \), \( \lambda^*_i(t) \) as \( \lambda_i \), and \( \nu^*(t) \) as \( \nu \). From \( t\lambda_i = \nabla \psi_i(-f_i(x)) \) (in (11.42)) and property (11.43), we conclude that
\[
\psi_i(-f_i(x)) + \widetilde{\psi}_i(t\lambda_i) = -t\lambda_i^T f_i(x) = \theta_i, \tag{11.51}
\]
i.e., the inequality (11.50) holds with equality for the pair \( u = -f_i(x) \) and \( v = t\lambda_i \). The same inequality for the pair \( u = -f_i(x^+) \), \( v = \mu t\lambda_i \) gives
\[
\psi_i(-f_i(x^+)) + \widetilde{\psi}_i(\mu t\lambda_i) \leq -\mu t\lambda_i^T f_i(x^+),
\]
which becomes, using logarithmic homogeneity of \( \widetilde{\psi}_i \),
\[
\psi_i(-f_i(x^+)) + \widetilde{\psi}_i(t\lambda_i) + \theta_i \log \mu \leq -\mu t\lambda_i^T f_i(x^+).
\]
Subtracting the equality (11.51) from this inequality, we get
\[
-\psi_i(-f_i(x)) + \psi_i(-f_i(x^+)) + \theta_i \log \mu \leq -\theta_i - \mu t\lambda_i^T f_i(x^+),
\]
and summing over \( i \) yields
\[
\phi(x) - \phi(x^+) + \overline{\theta} \log \mu \leq -\overline{\theta} - \mu \sum_{i=1}^m \lambda_i^T f_i(x^+). \tag{11.52}
\]

We also have, from the definition of the dual function,
\[
f_0(x) - \overline{\theta}/t = g(\lambda, \nu)
\leq f_0(x^+) + \sum_{i=1}^m \lambda_i^T f_i(x^+) + \nu^T (Ax^+ - b)
= f_0(x^+) + \sum_{i=1}^m \lambda_i^T f_i(x^+).
\]

Multiplying this inequality by \( \mu t \) and adding to the inequality (11.52), we get
\[
\phi(x) - \phi(x^+) + \overline{\theta} \log \mu + \mu t f_0(x) - \mu \overline{\theta} \leq \mu t f_0(x^+) - \overline{\theta},
\]
which when re-arranged gives
\[
\mu t f_0(x) + \phi(x) - \mu t f_0(x^+) - \phi(x^+) \leq \overline{\theta}(\mu - 1) - \log \mu,
\]
the desired inequality (11.48).
11.7 Primal-dual interior-point methods

In this section we describe a basic primal-dual interior-point method. Primal-dual interior-point methods are very similar to the barrier method, with some differences.

- There is only one loop or iteration, i.e., there is no distinction between inner and outer iterations as in the barrier method. At each iteration, both the primal and dual variables are updated.
- The search directions in a primal-dual interior-point method are obtained from Newton’s method, applied to modified KKT equations (i.e., the optimality conditions for the logarithmic barrier centering problem). The primal-dual search directions are similar to, but not quite the same as, the search directions that arise in the barrier method.
- In a primal-dual interior-point method, the primal and dual iterates are not necessarily feasible.

Primal-dual interior-point methods are often more efficient than the barrier method, especially when high accuracy is required, since they can exhibit better than linear convergence. For several basic problem classes, such as linear, quadratic, second-order cone, geometric, and semidefinite programming, customized primal-dual methods outperform the barrier method. For general nonlinear convex optimization problems, primal-dual interior-point methods are still a topic of active research, but show great promise. Another advantage of primal-dual algorithms over the barrier method is that they can work when the problem is feasible, but not strictly feasible (although we will not pursue this).

In this section we present a basic primal-dual method for (11.1), without convergence analysis. We refer the reader to the references for a more thorough treatment of primal-dual methods and their convergence analysis.

11.7.1 Primal-dual search direction

As in the barrier method, we start with the modified KKT conditions (11.15), expressed as \( r_t(x, \lambda, \nu) = 0 \), where we define

\[
\begin{align*}
r_t(x, \lambda, \nu) &= \begin{bmatrix}
    \nabla f_0(x) + Df(x)^T \lambda + A^T \nu \\
    - \text{diag}(\lambda)f(x) - (1/t) \mathbf{1} \\
    Ax - b
\end{bmatrix},
\end{align*}
\]

and \( t > 0 \). Here \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) and its derivative matrix \( Df \) are given by

\[
\begin{align*}
f(x) &= \begin{bmatrix}
    f_1(x) \\
    \vdots \\
    f_m(x)
\end{bmatrix}, \\
Df(x) &= \begin{bmatrix}
    \nabla f_1(x)^T \\
    \vdots \\
    \nabla f_m(x)^T
\end{bmatrix}.
\end{align*}
\]

If \( x, \lambda, \nu \) satisfy \( r_t(x, \lambda, \nu) = 0 \) (and \( f_i(x) < 0 \)), then \( x = x^*(t), \lambda = \lambda^*(t), \) and \( \nu = \nu^*(t) \). In particular, \( x \) is primal feasible, and \( \lambda, \nu \) are dual feasible, with
duality gap $m/t$. The first block component of $r_t$, 
\[
\begin{align*}
 r_{\text{dual}} &= \nabla f_0(x) + Df(x)^T \lambda + A^T \nu,
\end{align*}
\]
is called the dual residual, and the last block component, $r_{\text{pri}} = Ax - b$, is called the primal residual. The middle block, 
\[
\begin{align*}
 r_{\text{cent}} &= -\text{diag}(\lambda)f(x) - (1/t)1,
\end{align*}
\]
is the centrality residual, i.e., the residual for the modified complementarity condition.

Now consider the Newton step for solving the nonlinear equations $r_t(x, \lambda, \nu) = 0$, for fixed $t$ (without first eliminating $\lambda$, as in §11.3.4), at a point $(x, \lambda, \nu)$ that satisfies $f(x) \prec 0$, $\lambda \succ 0$. We will denote the current point and Newton step as 
\[
y = (x, \lambda, \nu), \quad \Delta y = (\Delta x, \Delta \lambda, \Delta \nu),
\]
respectively. The Newton step is characterized by the linear equations 
\[
r_t(y + \Delta y) \approx r_t(y) + Dr_t(y)\Delta y = 0,
\]
i.e., 
\[
\Delta y = -Dr_t(y)^{-1}r_t(y).
\]
In terms of $x$, $\lambda$, and $\nu$, we have 
\[
\begin{align*}
 & \begin{bmatrix}
 \nabla^2 f_0(x) + \sum_{i=1}^m \lambda_i \nabla^2 f_i(x) & Df(x)^T & A^T \\
 -\text{diag}(\lambda)Df(x) & -\text{diag}(f(x)) & 0 \\
 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
 \Delta x \\
 \Delta \lambda \\
 \Delta \nu
\end{bmatrix}
= - \begin{bmatrix}
 r_{\text{dual}} \\
 r_{\text{cent}} \\
 r_{\text{pri}}
\end{bmatrix}.
\end{align*}
\]

The primal-dual search direction $\Delta y_{\text{pd}} = (\Delta x_{\text{pd}}, \Delta \lambda_{\text{pd}}, \Delta \nu_{\text{pd}})$ is defined as the solution of (11.54).

The primal and dual search directions are coupled, both through the coefficient matrix and the residuals. For example, the primal search direction $\Delta x_{\text{pd}}$ depends on the current value of the dual variables $\lambda$ and $\nu$, as well as as $x$. We note also that if $x$ satisfies $Ax = b$, i.e., the primal feasibility residual $r_{\text{pri}}$ is zero, then we have $A\Delta x_{\text{pd}} = 0$, so $\Delta x_{\text{pd}}$ defines a (primal) feasible direction: for any $s$, $x + s\Delta x_{\text{pd}}$ will satisfy $A(x + s\Delta x_{\text{pd}}) = b$.

Comparison with barrier method search directions

The primal-dual search directions are closely related to the search directions used in the barrier method, but not quite the same. We start with the linear equations (11.54) that define the primal-dual search directions. We eliminate the variable $\Delta \lambda_{\text{pd}}$, using 
\[
\Delta \lambda_{\text{pd}} = -\text{diag}(f(x))^{-1}\text{diag}(\lambda)Df(x)\Delta x_{\text{pd}} + \text{diag}(f(x))^{-1}r_{\text{cent}},
\]
which comes from the second block of equations. Substituting this into the first block of equations gives 
\[
\begin{align*}
 & \begin{bmatrix}
 H_{\text{pd}} & A^T \\
 A & 0
\end{bmatrix}
\begin{bmatrix}
 \Delta x_{\text{pd}} \\
 \Delta \nu_{\text{pd}}
\end{bmatrix}
= - \begin{bmatrix}
 r_{\text{dual}} + Df(x)^T \text{diag}(f(x))^{-1}r_{\text{cent}} \\
 r_{\text{pri}}
\end{bmatrix} \\
= - \begin{bmatrix}
 \nabla f_0(x) + (1/t)\sum_{i=1}^m \frac{1}{r_{\text{pri}}}
 f_i(x) \sum_{i=1}^m \frac{1}{r_{\text{pri}}} \nabla f_i(x) + A^T \nu
\end{bmatrix},
\end{align*}
\]

(11.55)
where
\[ H_{pd} = \nabla^2 f_0(x) + \sum_{i=1}^{m} \lambda_i \nabla^2 f_i(x) + \sum_{i=1}^{m} -\frac{\lambda_i}{f_i(x)} \nabla f_i(x) \nabla f_i(x)^T. \] (11.56)

We can compare (11.55) to the equation (11.14), which defines the Newton step for the centering problem in the barrier method with parameter \( t \). This equation can be written as
\[
\begin{bmatrix}
H_{bar} & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x_{bar} \\
\nu_{bar}
\end{bmatrix} = - \begin{bmatrix}
t \nabla f_0(x) + \nabla \phi(x) \\
r_{pri}
\end{bmatrix} = - \begin{bmatrix}
t \nabla f_0(x) + \sum_{i=1}^{m} -\frac{1}{f_i(x)} \nabla f_i(x) \\
r_{pri}
\end{bmatrix},
\] (11.57)

where
\[ H_{bar} = t \nabla^2 f_0(x) + \sum_{i=1}^{m} -\frac{1}{f_i(x)} \nabla^2 f_i(x) + \sum_{i=1}^{m} -\frac{1}{f_i(x)^2} \nabla f_i(x) \nabla f_i(x)^T. \] (11.58)

(Here we give the general expression for the infeasible Newton step; if the current \( x \) is feasible, \( i.e. \), \( r_{pri} = 0 \), then \( \Delta x_{bar} \) coincides with the feasible Newton step \( \Delta x_{nt} \) defined in (11.14).)

Our first observation is that the two systems of equations (11.55) and (11.57) are very similar. The coefficient matrices in (11.55) and (11.57) have the same structure; indeed, the matrices \( H_{pd} \) and \( H_{bar} \) are both positive linear combinations of the matrices
\[ \nabla^2 f_0(x), \quad \nabla^2 f_1(x), \ldots, \nabla^2 f_m(x), \quad \nabla f_1(x) \nabla f_1(x)^T, \ldots, \nabla f_m(x) \nabla f_m(x)^T. \]

This means that the same method can be used to compute the primal-dual search directions and the barrier method Newton step.

We can say more about the relation between the primal-dual equations (11.55) and the barrier method equations (11.57). Suppose we divide the first block of equation (11.57) by \( t \), and define the variable \( \Delta \nu_{bar} = (1/t) \nu_{bar} - \nu \) (where \( \nu \) is arbitrary). Then we obtain
\[
\begin{bmatrix}
(1/t)H_{bar} & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x_{bar} \\
\Delta \nu_{bar}
\end{bmatrix} = - \begin{bmatrix}
\nabla f_0(x) + (1/t) \sum_{i=1}^{m} -\frac{1}{f_i(x)} \nabla f_i(x) + A^T \nu \\
\nu_{bar}
\end{bmatrix}.
\]

In this form, the righthand side is identical to the righthand side of the primal-dual equations (evaluated at the same \( x, \lambda, \nu \)). The coefficient matrices differ only in the 1,1 block:
\[
H_{pd} = \nabla^2 f_0(x) + \sum_{i=1}^{m} \lambda_i \nabla^2 f_i(x) + \sum_{i=1}^{m} -\frac{\lambda_i}{f_i(x)} \nabla f_i(x) \nabla f_i(x)^T,
\]
\[
(1/t)H_{bar} = \frac{\nabla^2 f_0(x)}{t} + \sum_{i=1}^{m} -\frac{1}{f_i(x)} \nabla^2 f_i(x) + \sum_{i=1}^{m} -\frac{1}{t f_i(x)^2} \nabla f_i(x) \nabla f_i(x)^T.
\]

When \( x \) and \( \lambda \) satisfy \(-f_i(x) \lambda_i = 1/t\), the coefficient matrices, and therefore also the search directions, coincide.
11.7.2 The surrogate duality gap

In the primal-dual interior-point method the iterates $x^{(k)}$, $\lambda^{(k)}$, and $\nu^{(k)}$ are not necessarily feasible, except in the limit as the algorithm converges. This means that we cannot easily evaluate a duality gap $\eta^{(k)}$ associated with step $k$ of the algorithm, as we do in (the outer steps of) the barrier method. Instead we define the surrogate duality gap, for any $x$ that satisfies $f(x) \prec 0$ and $\lambda \succeq 0$, as

$$\hat{\eta}(x, \lambda) = -f(x)^T \lambda.$$  \hfill (11.59)

The surrogate gap $\hat{\eta}$ would be the duality gap, if $x$ were primal feasible and $\lambda$, $\nu$ were dual feasible, i.e., if $r_{pri} = 0$ and $r_{dual} = 0$. Note that the value of the parameter $t$ that corresponds to the surrogate duality gap $\hat{\eta}$ is $m/\hat{\eta}$.

11.7.3 Primal-dual interior-point method

We can now describe the basic primal-dual interior-point algorithm.

\begin{algorithm}
\begin{algorithmic}
given $x$ that satisfies $f_1(x) < 0, \ldots, f_m(x) < 0$, $\lambda \succ 0$, $\mu > 1$, $\epsilon_{feas} > 0$, $\epsilon > 0$.
\Repeat
\State Determine $t$. Set $t := \mu m/\hat{\eta}$.
\State Compute primal-dual search direction $\Delta y_{pd}$.
\State Line search and update.
\hspace{1em} Determine step length $s > 0$ and set $y := y + s \Delta y_{pd}$.
\Until{$\|r_{pri}\|_2 \leq \epsilon_{feas}, \|r_{dual}\|_2 \leq \epsilon_{feas}$, and $\hat{\eta} \leq \epsilon$.}
\end{algorithmic}
\end{algorithm}

In step 1, the parameter $t$ is set to a factor $\mu$ times $m/\hat{\eta}$, which is the value of $t$ associated with the current surrogate duality gap $\hat{\eta}$. If $x$, $\lambda$, and $\nu$ were central, with parameter $t$ (and therefore with duality gap $m/t$), then in step 1 we would increase $t$ by the factor $\mu$, which is exactly the update used in the barrier method. Values of the parameter $\mu$ on the order of 10 appear to work well.

The primal-dual interior-point algorithm terminates when $x$ is primal feasible and $\lambda$, $\nu$ are dual feasible (within the tolerance $\epsilon_{feas}$) and the surrogate gap is smaller than the tolerance $\epsilon$. Since the primal-dual interior-point method often has faster than linear convergence, it is common to choose $\epsilon_{feas}$ and $\epsilon$ small.

Line search

The line search in the primal-dual interior point method is a standard backtracking line search, based on the norm of the residual, and modified to ensure that $\lambda > 0$ and $f(x) \prec 0$. We denote the current iterate as $x$, $\lambda$, and $\nu$, and the next iterate as $x^+$, $\lambda^+$, and $\nu^+$, i.e.,

$$x^+ = x + s \Delta x_{pd}, \quad \lambda^+ = \lambda + s \Delta \lambda_{pd}, \quad \nu^+ = \nu + s \Delta \nu_{pd}.$$
11.7 Primal-dual interior-point methods

The residual, evaluated at \( y^+ \), will be denoted \( r^+ \).

We first compute the largest positive step length, not exceeding one, that gives \( \lambda^+ \succeq 0 \), i.e.,

\[
 s_{\text{max}} = \sup \{ s \in [0, 1] \mid \lambda + s \Delta \lambda \succeq 0 \} = \min \left\{ 1, \min \left\{ -\lambda_i / \Delta \lambda_i \mid \Delta \lambda_i < 0 \right\} \right\}.
\]

We start the backtracking with \( s = 0 \).99s_{\text{max}} \), and multiply \( s \) by \( \beta \in (0, 1) \) until we have \( f(x^+) \prec 0 \). We continue multiplying \( s \) by \( \beta \) until we have \( \| r^t(x, \lambda, \nu) \|_2 \leq (1 - \alpha s) \| r^t(x, \lambda, \nu) \|_2 \).

Common choices for the backtracking parameters \( \alpha \) and \( \beta \) are the same as those for Newton’s method: \( \alpha \) is typically chosen in the range \( 0.01 \) to \( 0.1 \), and \( \beta \) is typically chosen in the range \( 0.3 \) to \( 0.8 \).

One iteration of the primal-dual interior-point algorithm is the same as one step of the infeasible Newton method, applied to solving \( r^t(x, \lambda, \nu) = 0 \), but modified to ensure \( \lambda > 0 \) and \( f(x) < 0 \) (or, equivalently, with \( \text{dom} r_t \) restricted to \( \lambda > 0 \) and \( f(x) < 0 \)). The same arguments used in the proof of convergence of the infeasible start Newton method show that the line search for the primal-dual method always terminates in a finite number of steps.

11.7.4 Examples

We illustrate the performance of the primal-dual interior-point method for the same problems considered in §11.3.2. The only difference is that instead of starting with a point on the central path, as in §11.3.2, we start the primal-dual interior-point method at a randomly generated \( x(0) \), that satisfies \( f(x) < 0 \), and take \( \lambda_i(0) = -1 / f_i(x(0)) \), so the initial value of the surrogate gap is \( \hat{\eta} = 100 \). The parameter values we use for the primal-dual interior-point method are \( \mu = 10 \), \( \beta = 0.5 \), \( \epsilon = 10^{-8} \), \( \alpha = 0.01 \).

Small LP and GP

We first consider the small LP used in §11.3.2, with \( m = 100 \) inequalities and \( n = 50 \) variables. Figure 11.21 shows the progress of the primal-dual interior-point method. Two plots are shown: the surrogate gap \( \hat{\eta} \), and the norm of the primal and dual residuals,

\[
r_{\text{feas}} = \left( \| r_{\text{pri}} \|_2^2 + \| r_{\text{dual}} \|_2^2 \right)^{1/2},
\]

versus iteration number. (The initial point is primal feasible, so the plot shows the norm of the dual feasibility residual.) The plots show that the residual converges to zero rapidly, and becomes zero to numerical precision in 24 iterations. The surrogate gap also converges rapidly. Compared to the barrier method, the primal-dual interior-point method is faster, especially when high accuracy is required.

Figure 11.22 shows the progress of the primal-dual interior-point method on the GP considered in §11.3.2. The convergence is similar to the LP example.
Figure 11.21 Progress of the primal-dual interior-point method for an LP, showing surrogate duality gap $\hat{\eta}$ and the norm of the primal and dual residuals, versus iteration number. The residual converges rapidly to zero within 24 iterations; the surrogate gap also converges to a very small number in about 28 iterations. The primal-dual interior-point method converges faster than the barrier method, especially if high accuracy is required.

Figure 11.22 Progress of primal-dual interior-point method for a GP, showing surrogate duality gap $\hat{\eta}$ and the norm of the primal and dual residuals versus iteration number.
A family of LPs

Here we examine the performance of the primal-dual method as a function of the problem dimensions, for the same family of standard form LPs considered in §11.3.2. We use the primal-dual interior-point method to solve the same 2000 instances, which consist of 100 instances for each value of $m$. The primal-dual algorithm is started at $x^{(0)} = 1$, $\lambda^{(0)} = 1$, $\nu^{(0)} = 0$, and terminated using tolerance $\epsilon = 10^{-8}$. Figure 11.23 shows the average, and standard deviation, of the number of iterations required versus $m$. The number of iterations ranges from 15 to 35, and grows approximately as the logarithm of $m$. Comparing with the results for the barrier method shown in figure 11.8, we see that the number of iterations in the primal-dual method is only slightly higher, despite the fact that we start at infeasible starting points, and solve the problem to a much higher accuracy.

11.8 Implementation

The main effort in the barrier method is computing the Newton step for the centering problem, which consists of solving sets of linear equations of the form

$$
\begin{bmatrix}
H & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x_{nt} \\
\nu_{nt}
\end{bmatrix}
= -
\begin{bmatrix}
g \\
0
\end{bmatrix},
$$  

(11.60)

where

$$
H = \nabla^2 f_0(x) + \sum_{i=1}^{m} \frac{1}{f_i(x)^2} \nabla f_i(x) \nabla f_i(x)^T + \sum_{i=1}^{m} \frac{1}{-f_i(x)} \nabla^2 f_i(x)
$$
\[ g = t \nabla f_0(x) + \sum_{i=1}^{m} \frac{1}{f_i(x)} \nabla f_i(x). \]

The Newton equations for the primal-dual method have exactly the same structure, so our observations in this section apply to the primal-dual method as well.

The coefficient matrix of (11.60) has KKT structure, so all of the discussion in §9.7 and §10.4 applies here. In particular, the equations can be solved by elimination, and structure such as sparsity or diagonal plus low rank can be exploited. Let us give some generic examples in which the special structure of the KKT equations can be exploited to compute the Newton step more efficiently.

**Sparse problems**

If the original problem is sparse, which means that the objective and every constraint function each depend on only a modest number of variables, then the gradients and Hessian matrices of the objective and constraint functions are all sparse, as is the coefficient matrix \( A \). Provided \( m \) is not too big, the matrix \( H \) is then likely to be sparse, so a sparse matrix method can be used to compute the Newton step. The method will likely work well if there are a few relatively dense rows and columns in the KKT matrix, which would occur, for example, if there were a few equality constraints involving a large number of variables.

**Separable objective and a few linear inequality constraints**

Suppose the objective function is separable, and there are only a relatively small number of linear equality and inequality constraints. Then \( \nabla^2 f_0(x) \) is diagonal, and the terms \( \nabla^2 f_i(x) \) vanish, so the matrix \( H \) is diagonal plus low rank. Since \( H \) is easily inverted, we can solve the KKT equations efficiently. The same method can be applied whenever \( \nabla^2 f_0(x) \) is easily inverted, e.g., banded, sparse, or block diagonal.

### 11.8.1 Standard form linear programming

We first discuss the implementation of the barrier method for the standard form LP

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b, \quad x \succeq 0,
\end{align*}
\]

with \( A \in \mathbb{R}^{m \times n} \). The Newton equations for the centering problem

\[
\begin{align*}
\text{minimize} & \quad tc^T x - \sum_{i=1}^{n} \log x_i \\
\text{subject to} & \quad Ax = b
\end{align*}
\]

are given by

\[
\begin{bmatrix}
\text{diag}(x)^{-2} & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x_{nt} \\
\nu_{nt}
\end{bmatrix}
= \begin{bmatrix}
-tc + \text{diag}(x)^{-1} 1 \\
0
\end{bmatrix}.
\]
These equations are usually solved by block elimination of $\Delta x_{nt}$. From the first equation,

$$\Delta x_{nt} = \text{diag}(x)^2 (-tc + \text{diag}(x)^{-1}1 - A^T \nu_{nt})$$

$$= -t \text{diag}(x)^2 c + x - \text{diag}(x)^2 A^T \nu_{nt}.$$ 

Substituting in the second equation yields

$$A \text{diag}(x)^2 A^T \nu_{nt} = -tA \text{diag}(x)^2 c + b.$$ 

The coefficient matrix is positive definite since by assumption $\text{rank} A = m$. Moreover if $A$ is sparse, then usually $A \text{diag}(x)^2 A^T$ is sparse, so a sparse Cholesky factorization can be used.

### 11.8.2 $\ell_1$-norm approximation

Consider the $\ell_1$-norm approximation problem

$$\text{minimize} \quad \| Ax - b \|_1$$

with $A \in \mathbb{R}^{m \times n}$. We will discuss the implementation assuming $m$ and $n$ are large, and $A$ is structured, e.g., sparse, and compare it with the cost of the corresponding least-squares problem

$$\text{minimize} \quad \| Ax - b \|_2^2.$$ 

We start by expressing the $\ell_1$-norm approximation problem as an LP by introducing auxiliary variables $y \in \mathbb{R}^m$:

$$\text{minimize} \quad 1^T y$$

subject to

$$\begin{bmatrix} A & -I \\ -A & -I \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} \leq \begin{bmatrix} b \\ -b \end{bmatrix}.$$ 

The Newton equation for the centering problem is

$$\begin{bmatrix} A^T & -A^T \\ -I & -I \end{bmatrix} \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix} \begin{bmatrix} A & -I \\ -A & -I \end{bmatrix} \begin{bmatrix} \Delta x_{nt} \\ \Delta y_{nt} \end{bmatrix} = -\begin{bmatrix} A^T g_1 \\ g_2 \end{bmatrix}$$

where

$$D_1 = \text{diag}(b - Ax + y)^{-2}, \quad D_2 = \text{diag}(-b + Ax + y)^{-2}$$

and

$$g_1 = \text{diag}(b - Ax + y)^{-1}1 - \text{diag}(-b + Ax + y)^{-1}1$$

$$g_2 = t1 - \text{diag}(b - Ax + y)^{-1}1 - \text{diag}(-b + Ax + y)^{-1}1.$$ 

If we multiply out the lefthand side, this can be simplified as

$$\begin{bmatrix} A^T(D_1 + D_2)A & -A^T(D_1 - D_2) \\ -(D_1 - D_2)A & D_1 + D_2 \end{bmatrix} \begin{bmatrix} \Delta x_{nt} \\ \Delta y_{nt} \end{bmatrix} = -\begin{bmatrix} A^T g_1 \\ g_2 \end{bmatrix}.$$
Applying block elimination to $\Delta y_{\text{nt}}$, we can reduce this to

$$A^T D A \Delta x_{\text{nt}} = -A^T g$$

where

$$D = 4D_1 D_2 (D_1 + D_2)^{-1} = 2(\text{diag}(y)^2 + \text{diag}(b - A x)^2)^{-1}$$

and

$$g = g_1 + (D_1 - D_2)(D_1 + D_2)^{-1} g_2.$$ 

After solving for $\Delta x_{\text{nt}}$, we obtain $\Delta y_{\text{nt}}$ from

$$\Delta y_{\text{nt}} = (D_1 + D_2)^{-1} (-g_2 + (D_1 - D_2)A \Delta x_{\text{nt}}).$$

It is interesting to note that (11.61) are the normal equations of a weighted least-squares problem

$$\text{minimize} \quad \|D^{1/2}(A \Delta x + D^{-1} g)\|_2.$$ 

In other words, the cost of solving the $\ell_1$-norm approximation problem is the cost of solving a relatively small number of weighted least-squares problems with the same matrix $A$, and weights that change at each iteration. If $A$ has structure that allows us to solve the least-squares problem fast (for example, by exploiting sparsity), then we can solve (11.61) fast.

### 11.8.3 Semidefinite programming in inequality form

We consider the SDP

$$\text{minimize} \quad c^T x$$

$$\text{subject to} \quad \sum_{i=1}^n x_i F_i + G \preceq 0,$$

with variable $x \in \mathbb{R}^n$, and parameters $F_1, \ldots, F_n, G \in \mathbb{S}^p$. The associated centering problem, using the log-determinant barrier function, is

$$\text{minimize} \quad t c^T x - \log \det(-\sum_{i=1}^n x_i F_i - G).$$

The Newton step $\Delta x_{\text{nt}}$ is found from $H \Delta x_{\text{nt}} = -g$, where the Hessian and gradient are given by

$$H_{ij} = \text{tr}(S^{-1} F_i S^{-1} F_j), \quad i, j = 1, \ldots, n$$

$$g_i = tc_i + \text{tr}(S^{-1} F_i), \quad i = 1, \ldots, n,$$

where $S = -\sum_{i=1}^n x_i F_i - G$. One standard approach is to form $H$ (and $g$), and then solve the Newton equation via Cholesky factorization.

We first consider the unstructured case, i.e., we assume all matrices are dense. We will also just keep track of the order in the flop count, with respect to the problem dimensions $n$ and $p$. We first form $S$, which costs order $np^2$ flops. We then compute the matrices $S^{-1} F_i$, for each $i$, via Cholesky factorization of $S$, and then back substitution with the columns of $F_i$ (or forming $S^{-1}$ and multiplying by $F_i$). This cost is order $p^3$ for each $i$, so the total cost is order $np^3$. Finally,
we form $H_{ij}$ as the inner product of the matrices $S^{-1}F_i$ and $S^{-1}F_j$, which costs order $p^2$ flops. Since we do this for $n(n+1)/2$ such pairs, the cost is order $n^2p^2$. Solving for the Newton direction costs order $n^3$. The dominating order is thus $\max\{np^3, n^2p^2, n^3\}$.

It is not possible, in general, to exploit sparsity in the matrices $F_i$ and $G$, since $H$ is often dense, even when $F_i$ and $G$ are sparse. One exception is when $F_i$ and $G$ have a common block diagonal structure, in which case all the operations described above can be carried out block by block.

It is often possible to exploit (common) sparsity in $F_i$ and $G$ to form the (dense) Hessian $H$ more efficiently. If we can find an ordering that results in $S$ having a reasonably sparse Cholesky factor, then we can compute the matrices $S^{-1}F_i$ efficiently, and form $H_{ij}$ far more efficiently.

One interesting example that arises frequently is an SDP with matrix inequality

$$\text{diag}(x) \preceq B.$$ 

This corresponds to $F_i = E_{ii}$, where $E_{ii}$ is the matrix with $i,i$ entry one and all others zero. In this case, the matrix $H$ can be found very efficiently:

$$H_{ij} = (S^{-1})^2_{ij},$$

where $S = B - \text{diag}(x)$. The cost of forming $H$ is thus the cost of forming $S^{-1}$, which is at most $(i.e.,$ when no other structure is exploited) order $n^3$.

### 11.8.4 Network rate optimization

We consider a variation on the optimal network flow problem described in §10.4.3 (page 550), which is sometimes called the network rate optimization problem. The network is described as a directed graph with $L$ arcs or links. Goods, or packets of information, travel on the network, passing through the links. The network supports $n$ flows, with (nonnegative) rates $x_1, \ldots, x_n$, which are the optimization variables. Each flow moves along a fixed, or pre-determined, path (or route) in the network, from a source node to a destination node. Each link can support multiple flows passing through it. The total traffic on a link is the sum of the flow rates of the flows that travel over the link. Each link has a positive capacity, which is the maximum total traffic it can handle.

We can describe these link capacity limits using the flow-link incidence matrix $A \in \mathbb{R}^{L \times n}$, defined as

$$A_{ij} = \begin{cases} 1 & \text{flow } j \text{ passes through link } i \\ 0 & \text{otherwise.} \end{cases}$$

The total traffic on link $i$ is then given by $(Ax)_i$, so the link capacity constraints can be expressed as $Ax \preceq c$, where $c_i$ is the capacity of link $i$. Usually each path passes through only a small fraction of the total number of links, so the matrix $A$ is sparse.

In the network rate problem the paths are fixed (and encoded in the matrix $A$, which is a problem parameter); the variables are the flow rates $x_i$. The objective
is to choose the flow rates to maximize a separable utility function \( U \), given by

\[
U(x) = U_1(x_1) + \cdots + U_n(x_n).
\]

We assume that each \( U_i \) (and hence, \( U \)) is concave and nondecreasing. We can think of \( U_i(x_i) \) as the income derived from supporting the \( i \)th flow at rate \( x_i \); \( U(x) \) is then the total income associated with the flows. The network rate optimization problem is then

\[
\begin{align*}
& \text{maximize } U(x) \\
& \text{subject to } Ax \preceq c, \quad x \succeq 0,
\end{align*}
\]

which is a convex optimization problem.

Let us apply the barrier method to solve this problem. At each step we must minimize a function of the form

\[
-tU(x) - \sum_{i=1}^{L} \log(c - Ax)_i - \sum_{j=1}^{n} \log x_j,
\]

using Newton’s method. The Newton step \( \Delta x_{nt} \) is found by solving the linear equations

\[
(D_0 + A^T D_1 A + D_2) \Delta x_{nt} = -g,
\]

where

\[
D_0 = -t \text{diag}(U''_1(x), \ldots, U''_n(x)) \\
D_1 = \text{diag}(1/(c - Ax)_1^2, \ldots, 1/(c - Ax)_L^2) \\
D_2 = \text{diag}(1/x_1^2, \ldots, 1/x_n^2)
\]

are diagonal matrices, and \( g \in \mathbb{R}^n \). We can describe the sparsity structure of this \( n \times n \) coefficient matrix precisely:

\[
(D_0 + A^T D_1 A + D_2)_{ij} \neq 0
\]

if and only if flow \( i \) and flow \( j \) share a link. If the paths are relatively short, and each link has relatively few paths passing through it, then this matrix is sparse, so a sparse Cholesky factorization can be used. We can also solve the Newton system efficiently when some, but not too many, of the rows and columns are relatively dense. This occurs when a few of the flows intersect with a large number of the other flows, which might occur if a few flows are relatively long.

We can also use the matrix inversion lemma to compute the Newton step by solving a system with \( L \times L \) coefficient matrix, with form

\[
(D_1^{-1} + A(D_0 + D_2)^{-1} A^T)y = -A(D_0 + D_2)^{-1} g,
\]

and then computing

\[
\Delta x_{nt} = -(D_0 + D_2)^{-1}(g + A^T y).
\]

Here too we can precisely describe the sparsity pattern:

\[
(D_1^{-1} + A(D_0 + D_2)^{-1} A^T)_{ij} \neq 0
\]

if and only if there is a path that passes through link \( i \) and link \( j \). If most paths are short, this matrix is sparse. This matrix will be sparse, with a few dense rows and columns, if there are a few bottlenecks, i.e., a few links over which many flows travel.
The early history of the barrier method is described in detail by Fiacco and McCormick [FM90, §1.2]. The method was a popular algorithm for convex optimization in the 1960s, along with closely related techniques such as the method of centers (Liéu and Huard [LH66]; see also exercise 11.11), and penalty (or exterior-point) methods [FM90, §4]. Interest declined in the 1970s amid concerns about the ill-conditioning of the Newton equations of the centering problem (11.6) for high values of $t$.

The barrier method regained popularity in the 1980s, after Gill, Murray, Saunders, Tomlin, and Wright [GMS+86] pointed out the close connections with Karmarkar’s polynomial-time projective algorithm for linear programming [Kar84]. The focus of research throughout the 1980s remained on linear (and to a lesser extent, quadratic) programming, resulting in different variations of the basic interior-point methods, and improved worst-case complexity results (see Gonzaga [Gon92]). Primal-dual methods emerged as the algorithms of choice for practical implementations (see Mehrotra [Meh92], Lustig, Marsten, and Shanno [LMS94], Wright [Wri97]).

In their 1994 book, Nesterov and Nemirovski extended the complexity theory of linear programming interior-point methods to nonlinear convex optimization problems, using the convergence theory of Newton’s method for self-concordant functions. They also developed interior-point methods for problems with generalized inequalities, and discussed ways of reformulating problems to satisfy the self-concordance assumption. The geometric programming reformulation on page 587, for example, is from [NN94, §6.3.1].

As mentioned on page 585, the complexity analysis shows that, contrary to what one might expect, the centering problems in the barrier method do not become more difficult as $t$ increases, at least not in exact arithmetic. Practical experience, supported by theoretical results (Forsgren, Gill, and Wright [FGW02, §4.3.2], Nocedal and Wright [NW99, page 525]), also indicates that the effects of ill-conditioning on the computed solution of the Newton system are more benign than thought earlier.

Recent research on interior-point methods has concentrated on extending the primal-dual methods for linear programming, which converge faster and reach higher accuracies than (primal) barrier methods, to nonlinear convex problems. One popular approach, along the lines of the simple primal-dual method of §11.7, is based on linearizing modified KKT equations for a convex optimization problem in standard form, i.e., problem (11.1). More sophisticated algorithms of this type differ from algorithm 11.2 in the strategy used to select $t$ (which is crucial to achieve superlinear asymptotic convergence), and the line search. We refer to Wright [Wri97, chapter 8], Ralph and Wright [RW97], den Hertog [dH93], Terlaky [Ter96], and the survey by Forsgren, Gill, and Wright [FGW02, §5] for details and references.

Other authors adopt the cone programming framework as starting point for extending primal-dual interior-point methods for linear programming to convex optimization (see for example, Nesterov and Todd [NT98]). This approach has resulted in efficient and accurate primal-dual methods for semidefinite and second-order programming (see the surveys by Todd [Todd01] and Alizadeh and Goldfarb [AG03]).

As for linear programming, primal-dual methods for semidefinite programming are usually described as variations of Newton’s method applied to modified KKT equations. Unlike in linear programming, however, the linearization can be carried out in many different ways, which lead to different search directions and algorithms; see Helmberg, Rendl, Vanderbei, and Wieckowicz [HRW96], Kojima, Shindo, and Harah [KSH97], Monteiro [Mon97], Nesterov and Todd [NT98], Zhang [Zha98], Alizadeh, Haeberly, and Overton [AHO98], and Todd, Toh, and Tütüncü [TTT98].

Great progress has also been made in the area of initialization and infeasibility detection. Homogeneous self-dual formulations provide an elegant and efficient alternative to the classical two-phase approach of §11.4; see Ye, Todd, and Mizuno [YTM94], Xu, Hung,
and Ye [XHY96], Andersen and Ye [AY98] and Luo, Sturm, and Zhang [LSZ00] for details. The primal-dual interior-point methods for semidefinite and second-order cone programming have been implemented in a number of software packages, including SeDuMi [Stu99], SDPT3 [TTT02], SDPA [FKN98], CSDP [Bor02], and DSDP [BY02]. A user-friendly interface to several of these codes is provided by YALMIP [Löf04].

The following books document the recent developments in this rapidly advancing field in greater detail: Vanderbei [Van96], Wright [Wri97], Roos, Terlaky, and Vial [RTV97] Ye [Ye97], Wolkowicz, Saigal, and Vandenberghe [WSV00], Ben-Tal and Nemirovski, [BTN01], Renegar [Ren01], and Peng, Roos, and Terlaky [PRT02].
Exercises

The barrier method

11.1 Barrier method example. Consider the simple problem

\[ \begin{align*}
\text{minimize} & \quad x^2 + 1 \\
\text{subject to} & \quad 2 \leq x \leq 4,
\end{align*} \]

which has feasible set \([2, 4]\), and optimal point \(x^* = 2\). Plot \(f_0\), and \(tf_0 + \phi\), for several values of \(t > 0\), versus \(x\). Label \(x^*(t)\).

11.2 What happens if the barrier method is applied to the LP

\[ \begin{align*}
\text{minimize} & \quad x^2 \\
\text{subject to} & \quad x_1 \leq x_2, 0 \leq x_2,
\end{align*} \]

with variable \(x \in \mathbb{R}^2\)?

11.3 Boundedness of centering problem. Suppose the sublevel sets of (11.1),

\[ \begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b,
\end{align*} \]

are bounded. Show that the sublevel sets of the associated centering problem,

\[ \begin{align*}
\text{minimize} & \quad tf_0(x) + \phi(x) \\
\text{subject to} & \quad Ax = b,
\end{align*} \]

are bounded.

11.4 Adding a norm bound to ensure strong convexity of the centering problem. Suppose we add the constraint \(x^T x \leq R^2\) to the problem (11.1):

\[ \begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m \\
& \quad Ax = b \\
& \quad x^T x \leq R^2.
\end{align*} \]

Let \(\tilde{\phi}\) denote the logarithmic barrier function for this modified problem. Find \(a > 0\) for which \(\nabla^2 (tf_0(x) + \phi(x)) \succeq aI\) holds, for all feasible \(x\).

11.5 Barrier method for second-order cone programming. Consider the SOCP (without equality constraints, for simplicity)

\[ \begin{align*}
\text{minimize} & \quad f^T x \\
\text{subject to} & \quad \|A_i x + b_i\|_2^2 / (c_i^T x + d_i) \leq c_i^T x + d_i, \quad i = 1, \ldots, m.
\end{align*} \]

The constraint functions in this problem are not differentiable (since the Euclidean norm \(\|u\|_2\) is not differentiable at \(u = 0\)) so the (standard) barrier method cannot be applied. In §11.6, we saw that this SOCP can be solved by an extension of the barrier method that handles generalized inequalities. (See example 11.8, page 599, and page 601.) In this exercise, we show how the standard barrier method (with scalar constraint functions) can be used to solve the SOCP.

We first reformulate the SOCP as

\[ \begin{align*}
\text{minimize} & \quad f^T x \\
\text{subject to} & \quad \|A_i x + b_i\|_2^2 / (c_i^T x + d_i) \leq c_i^T x + d_i, \quad i = 1, \ldots, m \\
c_i^T x + d_i \geq 0, \quad i = 1, \ldots, m.
\end{align*} \]
The constraint function
\[ f_i(x) = \frac{\|A_i x + b_i\|^2}{c_i^T x + d_i} - c_i^T x - d_i \]
is the composition of a quadratic-over-linear function with an affine function, and is twice differentiable (and convex), provided we define its domain as \( \text{dom} f_i = \{x \mid c_i^T x + d_i > 0\} \). Note that the two problems (11.63) and (11.64) are not exactly equivalent. If \( c_i^T x^* + d_i = 0 \) for some \( i \), where \( x^* \) is the optimal solution of the SOCP (11.63), then the reformulated problem (11.64) is not solvable; \( x^* \) is not in its domain. Nevertheless we will see that the barrier method, applied to (11.64), produces arbitrarily accurate suboptimal solutions of (11.64), and hence also for (11.63).

(a) Form the log barrier \( \phi \) for the problem (11.64). Compare it to the log barrier that arises when the SOCP (11.63) is solved using the barrier method for generalized inequalities (in §11.6).

(b) Show that if \( tf^T x + \phi(x) \) is minimized, the minimizer \( x^*(t) \) is \( 2m/t \)-suboptimal for the problem (11.63). It follows that the standard barrier method, applied to the reformulated problem (11.64), solves the SOCP (11.63), in the sense of producing arbitrarily accurate suboptimal solutions. This is the case even though the optimal point \( x^* \) need not be in the domain of the reformulated problem (11.64).

11.6 General barriers. The log barrier is based on the approximation \( -(1/t) \log(-u) \) of the indicator function \( \tilde{L}_c(u) \) (see §11.2.1, page 563). We can also construct barriers from other approximations, which in turn yield generalizations of the central path and barrier method. Let \( h : \mathbb{R} \to \mathbb{R} \) be a twice differentiable, closed, increasing convex function, with \( \text{dom} h = -\mathbb{R}_{++} \). (This implies \( h(u) \to \infty \) as \( u \to 0 \).) One such function is \( h(u) = -\log(-u) \); another example is \( h(u) = -1/u \) (for \( u < 0 \)).

Now consider the optimization problem (without equality constraints, for simplicity)

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

where \( f_i \) are twice differentiable. We define the \( h \)-barrier for this problem as

\[ \phi_h(x) = \sum_{i=1}^m h(f_i(x)), \]

with domain \( \{x \mid f_i(x) < 0, \ i = 1, \ldots, m\} \). When \( h(u) = -\log(-u) \), this is the usual logarithmic barrier; when \( h(u) = -1/u \), \( \phi_h \) is called the inverse barrier. We define the \( h \)-central path as

\[ x^*(t) = \text{argmin } tf_0(x) + \phi_h(x), \]

where \( t > 0 \) is a parameter. (We assume that for each \( t \), the minimizer exists and is unique.)

(a) Explain why \( tf_0(x) + \phi_h(x) \) is convex in \( x \), for each \( t > 0 \).

(b) Show how to construct a dual feasible \( \lambda \) from \( x^*(t) \). Find the associated duality gap.

(c) For what functions \( h \) does the duality gap found in part (b) depend only on \( t \) and \( m \) (and no other problem data)?

11.7 Tangent to central path. This problem concerns \( dx^*(t)/dt \), which gives the tangent to the central path at the point \( x^*(t) \). For simplicity, we consider a problem without equality constraints; the results readily generalize to problems with equality constraints.

(a) Find an explicit expression for \( dx^*(t)/dt \). \textit{Hint.} Differentiate the centrality equations (11.7) with respect to \( t \).
(b) Show that $f_0(x^*(t))$ decreases as $t$ increases. Thus, the objective value in the barrier method decreases, as the parameter $t$ is increased. (We already know that the duality gap, which is $m/t$, decreases as $t$ increases.)

11.8 Predictor-corrector method for centering problems. In the standard barrier method, $x^*(\mu t)$ is computed using Newton’s method, starting from the initial point $x^*(t)$. One alternative that has been proposed is to make an approximation or prediction $\hat{x}$ of $x^*(\mu t)$, and then start the Newton method for computing $x^*(\mu t)$ from $\hat{x}$. The idea is that this should reduce the number of Newton steps, since $\hat{x}$ is (presumably) a better initial point than $x^*(t)$. This method of centering is called a predictor-corrector method, since it first makes a prediction of what $x^*(\mu t)$ is, then corrects the prediction using Newton’s method.

The most widely used predictor is the first-order predictor, based on the tangent to the central path, explored in exercise 11.7. This predictor is given by

$$\hat{x} = x^*(t) + \frac{dx^*(t)}{dt}(\mu t - t).$$

Derive an expression for the first-order predictor $\hat{x}$. Compare it to the Newton update obtained, i.e., $x^*(t) + \Delta x_{nt}$, where $\Delta x_{nt}$ is the Newton step for $\mu t f_0(x) + \phi(x)$, at $x^*(t)$. What can you say when the objective $f_0$ is linear? (For simplicity, you can consider a problem without equality constraints.)

11.9 Dual feasible points near the central path. Consider the problem

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m,
\end{align*}$$

with variable $x \in \mathbb{R}^n$. We assume the functions $f_i$ are convex and twice differentiable. (We assume for simplicity there are no equality constraints.) Recall (from §11.2.2, page 565) that $\lambda_i = -1/(t f_i(x^*(t)))$, $i = 1, \ldots, m$, is dual feasible, and in fact, $x^*(t)$ minimizes $L(x, \lambda)$. This allows us to evaluate the dual function for $\lambda$, which turns out to be $g(\lambda) = f_0(x^*(t)) - m/t$. In particular, we conclude that $x^*(t)$ is $m/t$-suboptimal.

In this problem we consider what happens when a point $x$ is close to $x^*(t)$, but not quite centered. (This would occur if the centering steps were terminated early, or not carried out to full accuracy.) In this case, of course, we cannot claim that $\lambda_i = -1/(tf_i(x))$, $i = 1, \ldots, m$, is dual feasible, or that $x$ is $m/t$-suboptimal. However, it turns out that a slightly more complicated formula does yield a dual feasible point, provided $x$ is close enough to centered.

Let $\Delta x_{nt}$ be the Newton step at $x$ of the centering problem

$$\text{minimize} \quad tf_0(x) - \sum_{i=1}^m \log(-f_i(x)).$$

A formula that often gives a dual feasible point when $\Delta x_{nt}$ is small (i.e., for $x$ nearly centered) is

$$\lambda_i = \frac{1}{-tf_i(x)} \left( 1 + \frac{\nabla f_i(x)^T \Delta x_{nt}}{-f_i(x)} \right), \quad i = 1, \ldots, m,$$

In this case, the vector $x$ does not minimize $L(x, \lambda)$, so there is no general formula for the dual function value $g(\lambda)$ associated with $\lambda$. (If we have an analytical expression for the dual objective, however, we can simply evaluate $g(\lambda)$.)

Verify that for a QCQP

$$\begin{align*}
\text{minimize} & \quad (1/2)x^TP_0x + q_0^Tx + r_0 \\
\text{subject to} & \quad (1/2)x^TP_i x + q_i^T x + r_i \leq 0, \quad i = 1, \ldots, m,
\end{align*}$$

the formula for $\lambda$ yields a dual feasible point (i.e., $\lambda \succeq 0$ and $L(x, \lambda)$ is bounded below) when $\Delta x_{nt}$ is sufficiently small.
**Hint.** Define

\[ x_0 = x + \Delta x_{nt}, \quad x_i = x - \frac{1}{t \lambda_i f_i(x)} \Delta x_{nt}, \quad i = 1, \ldots, m. \]

Show that

\[ \nabla f_0(x_0) + \sum_{i=1}^{m} \lambda_i \nabla f_i(x_i) = 0. \]

Now use \( f_i(z) \geq f_i(x_i) + \nabla f_i(x_i)^T(z - x_i), \quad i = 0, \ldots, m, \) to derive a lower bound on \( L(z, \lambda). \)

**11.10 Another parametrization of the central path.** We consider the problem (11.1), with central path \( x^*(t) \) for \( t > 0, \) defined as the solution of

\[
\begin{aligned}
\text{minimize} & \quad tf_0(x) - \sum_{i=1}^{m} \log(-f_i(x)) \\
\text{subject to} & \quad Ax = b.
\end{aligned}
\]

In this problem we explore another parametrization of the central path. For \( u > p^* \), let \( z^*(u) \) denote the solution of

\[
\begin{aligned}
\text{minimize} & \quad -\log(u - f_0(x)) - \sum_{i=1}^{m} \log(-f_i(x)) \\
\text{subject to} & \quad Ax = b.
\end{aligned}
\]

Show that the curve defined by \( z^*(u) \), for \( u > p^* \), is the central path. (In other words, for each \( u > p^* \), there is a \( t > 0 \) for which \( x^*(t) = z^*(u) \), and conversely, for each \( t > 0 \), there is an \( u > p^* \) for which \( z^*(u) = x^*(t) \)).

**11.11 Method of analytic centers.** In this problem we consider a variation on the barrier method, based on the parametrization of the central path described in exercise 11.10. For simplicity, we consider a problem with no equality constraints,

\[
\begin{aligned}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, \quad i = 1, \ldots, m.
\end{aligned}
\]

The method of analytic centers starts with any strictly feasible initial point \( x^{(0)} \), and any \( u^{(0)} > f_0(x^{(0)}) \). We then set

\[
u^{(1)} = \theta u^{(0)} + (1 - \theta) f_0(x^{(0)}), \]

where \( \theta \in (0, 1) \) is an algorithm parameter (usually chosen small), and then compute the next iterate as

\[
x^{(1)} = z^*(u^{(1)})
\]

(using Newton’s method, starting from \( x^{(0)} \)). Here \( z^*(s) \) denotes the minimizer of

\[
-\log(s - f_0(x)) - \sum_{i=1}^{m} \log(-f_i(x)),
\]

which we assume exists and is unique. This process is then repeated.

The point \( z^*(s) \) is the analytic center of the inequalities

\[
f_0(x) \leq s, \quad f_1(x) \leq 0, \ldots, f_m(x) \leq 0,
\]

hence the algorithm name.

Show that the method of centers works, i.e., \( x^{(k)} \) converges to an optimal point. Find a stopping criterion that guarantees that \( x \) is \( \epsilon \)-suboptimal, where \( \epsilon > 0 \).

**Hint.** The points \( x^{(k)} \) are on the central path; see exercise 11.10. Use this to show that

\[
u^+ - p^* \leq \frac{m + \theta}{m + 1} (u - p^*),
\]

where \( u \) and \( u^+ \) are the values of \( u \) on consecutive iterations.
Barrier method for convex-concave games. We consider a convex-concave game with inequality constraints,
\[
\begin{align*}
\text{minimize}_w & \quad \text{maximize}_z \quad f_0(w, z) \\
\text{subject to} & \quad f_i(w) \leq 0, \quad i = 1, \ldots, m \\
& \quad \tilde{f}_i(z) \leq 0, \quad i = 1, \ldots, \tilde{m}.
\end{align*}
\]
Here \( w \in \mathbb{R}^n \) is the variable associated with minimizing the objective, and \( z \in \mathbb{R}^\tilde{n} \) is the variable associated with maximizing the objective. The constraint functions \( f_i \) and \( \tilde{f}_i \) are convex and differentiable, and the objective function \( f_0 \) is differentiable and convex-concave, i.e., convex in \( w \), for each \( z \), and concave in \( z \), for each \( w \). We assume for simplicity that \( \text{dom} \ f_0 = \mathbb{R}^n \times \mathbb{R}^\tilde{n} \).

A solution or saddle-point for the game is a pair \( w^*, z^* \), for which
\[
f_0(w^*, z) \leq f_0(w^*, z^*) \leq f_0(w, z^*)
\]
holds for every feasible \( w \) and \( z \). (For background on convex-concave games and functions, see §5.4.3, §10.3.4 and exercises 3.14, 5.24, 5.25, 10.10, and 10.13.) In this exercise we show how to solve this game using an extension of the barrier method, and the infeasible start Newton method (see §10.3).

(a) Let \( t > 0 \). Explain why the function
\[
tf_0(w, z) - \sum_{i=1}^{m} \log(-f_i(w)) + \sum_{i=1}^{\tilde{m}} \log(-\tilde{f}_i(z))
\]
is convex-concave in \((w, z)\). We will assume that it has a unique saddle-point, \((w^*(t), z^*(t))\), which can be found using the infeasible start Newton method.

(b) As in the barrier method for solving a convex optimization problem, we can derive a simple bound on the suboptimality of \((w^*(t), z^*(t))\), which depends only on the problem dimensions, and decreases to zero as \( t \) increases. Let \( W \) and \( Z \) denote the feasible sets for \( w \) and \( z \),
\[
W = \{ w \mid f_i(w) \leq 0, \quad i = 1, \ldots, m \}, \quad Z = \{ z \mid \tilde{f}_i(z) \leq 0, \quad i = 1, \ldots, \tilde{m} \}.
\]
Show that
\[
\begin{align*}
\inf_{w \in W} f_0(w^*(t), z^*(t)) & \leq f_0(w^*(t), z^*(t)), \\
\sup_{z \in Z} f_0(w^*(t), z) & \leq f_0(w^*(t), z) - \frac{\tilde{m}}{t},
\end{align*}
\]
and therefore
\[
\sup_{z \in Z} f_0(w^*(t), z) - \inf_{w \in W} f_0(w, z^*(t)) \leq \frac{m + \tilde{m}}{t}.
\]

Self-concordance and complexity analysis

(a) Show that the negative entropy function \( x \log x \) (on \( \mathbb{R}_{++} \)) is not self-concordant.

(b) Show that for any \( t > 0 \), \( tx \log x - \log x \) is self-concordant (on \( \mathbb{R}_{++} \)).

Self-concordance and the centering problem. Let \( \phi \) be the logarithmic barrier function of problem (11.1). Suppose that the sublevel sets of (11.1) are bounded, and that \( tf_0 + \phi \) is closed and self-concordant. Show that \( t\nabla^2 f_0(x) + \nabla^2 \phi(x) > 0 \), for all \( x \in \text{dom} \phi \). Hint. See exercises 9.17 and 11.3.
Barrier method for generalized inequalities

11.15 Generalized logarithm is \( K \)-increasing. Let \( \psi \) be a generalized logarithm for the proper cone \( K \). Suppose \( y \succ_K 0 \).

(a) Show that \( \nabla \psi(y) \succeq_K 0 \), i.e., that \( \psi \) is \( K \)-nondecreasing. Hint. If \( \nabla \psi(y) \not\succeq_K 0 \), then there is some \( w \succ_K 0 \) for which \( w^T \nabla \psi(y) \leq 0 \). Use the inequality \( \psi(sw) \leq \psi(y) + \nabla \psi(y)^T(sw - y) \), with \( s > 0 \).

(b) Now show that \( \nabla \psi(y) \succeq_K 0 \), i.e., that \( \psi \) is \( K \)-increasing. Hint. Show that \( \nabla^2 \psi(y) \prec_K 0 \) imply \( \nabla \psi(y) \succ_K 0 \).

11.16 [NN94, page 41] Properties of a generalized logarithm. Let \( \psi \) be a generalized logarithm for the proper cone \( K \), with degree \( \theta \). Prove that the following properties hold at any \( y \succ_K 0 \).

(a) \( \nabla \psi(sy) = \nabla \psi(y)/s \) for all \( s > 0 \).

(b) \( \nabla \psi(y) = -\nabla^2 \psi(y)y \).

(c) \( y^T \nabla^2 \psi(y)y = -\theta \).

(d) \( \nabla \psi(y)^T \nabla^2 \psi(y)^{-1} \nabla \psi(y) = -\theta \).

11.17 Dual generalized logarithm. Let \( \psi \) be a generalized logarithm for the proper cone \( K \), with degree \( \theta \). Show that the dual generalized logarithm \( \overline{\psi} \), defined in (11.49), satisfies

\[
\overline{\psi}(sv) = \psi(v) + \theta \log s,
\]

for \( v \succ_K 0 \), \( s > 0 \).

11.18 Is the function

\[
\psi(y) = \log \left( y_{n+1} - \frac{\sum_{i=1}^n y_i^2}{y_{n+1}} \right),
\]

with \( \text{dom} \psi = \{ y \in \mathbb{R}^{n+1} \mid y_{n+1} > \sum_{i=1}^n y_i^2 \} \), a generalized logarithm for the second-order cone in \( \mathbb{R}^{n+1} \)?

Implementation

11.19 Yet another method for computing the Newton step. Show that the Newton step for the barrier method, which is given by the solution of the linear equations (11.14), can be found by solving a larger set of linear equations with coefficient matrix

\[
\begin{bmatrix}
 t \nabla^2 f_0(x) + \sum_{i=1}^n \frac{1}{1+(x^T x)} \nabla^2 f_i(x) & Df(x)^T & A^T \\
 Df(x) & -\text{diag}(f(x))^2 & 0 \\
 A & 0 & 0
\end{bmatrix}
\]

where \( f(x) = (f_1(x), \ldots, f_m(x)) \).

For what types of problem structure might solving this larger system be interesting?

11.20 Network rate optimization via the dual problem. In this problem we examine a dual method for solving the network rate optimization problem of §11.8.4. To simplify the presentation we assume that the utility functions \( U_i \) are strictly concave, with \( \text{dom} U_i = \mathbb{R}_{++} \), and that they satisfy \( U_i'(x_i) \to \infty \) as \( x_i \to 0 \) and \( U_i'(x_i) \to 0 \) as \( x_i \to \infty \).

(a) Express the dual problem of (11.62) in terms of the conjugate utility functions \( V_i = (-U_i)^* \), defined as

\[
V_i(\lambda) = \sup_{x>0} (\lambda x + U_i(x)).
\]

Show that \( \text{dom} V_i = -\mathbb{R}_{++} \), and that for each \( \lambda < 0 \) there is a unique \( x \) with \( U_i'(x) = -\lambda \).

(b) Describe a barrier method for the dual problem. Compare the complexity per iteration with the complexity of the method in §11.8.4. Distinguish the same two cases as in §11.8.4 (\( A^T A \) is sparse and \( AA^T \) is sparse).
Exercises

11.21 Log-Chebyshev approximation with bounds. We consider an approximation problem: find \( x \in \mathbb{R}^n \), that satisfies the variable bounds \( l \preceq x \preceq u \), and yields \( Ax \approx b \), where \( b \in \mathbb{R}^m \).

You can assume that \( l \prec u \), and \( b \succ 0 \) (for reasons we explain below). We let \( a_i^T \) denote the \( i \)th row of the matrix \( A \).

We judge the approximation \( Ax \approx b \) by the maximum fractional deviation, which is

\[
\max_{i=1,\ldots,n} \max \left\{ \frac{(a_i^T x) / b_i}{(a_i^T x) / b_i}, \frac{b_i}{(a_i^T x)} \right\} = \max_{i=1,\ldots,n} \max \{ a_i^T x, b_i \} \min \{ a_i^T x, b_i \},
\]

when \( Ax \succ 0 \); we define the maximum fractional deviation as \( \infty \) if \( Ax \not\succ 0 \).

The problem of minimizing the maximum fractional deviation is called the fractional Chebyshev approximation problem, or the logarithmic Chebyshev approximation problem, since it is equivalent to minimizing the objective

\[
\max_{i=1,\ldots,n} \{ \log a_i^T x - \log b_i \}.
\]

(See also exercise 6.3, part (c).)

(a) Formulate the fractional Chebyshev approximation problem (with variable bounds) as a convex optimization problem with twice differentiable objective and constraint functions.

(b) Implement a barrier method that solves the fractional Chebyshev approximation problem. You can assume an initial point \( x(0) \), satisfying \( l \prec x(0) \prec u \), \( Ax(0) \succ 0 \), is known.

11.22 Maximum volume rectangle inside a polyhedron. Consider the problem described in exercise 8.16, i.e., finding the maximum volume rectangle \( R = \{ x \mid l \preceq x \preceq u \} \) that lies in a polyhedron described by a set of linear inequalities, \( P = \{ x \mid Ax \preceq b \} \). Implement a barrier method for solving this problem. You can assume that \( b \succ 0 \), which means that for small \( l \prec 0 \) and \( u \succ 0 \), the rectangle \( R \) lies inside \( P \).

Test your implementation on several simple examples. Find the maximum volume rectangle that lies in the polyhedron defined by

\[
A = \begin{bmatrix}
0 & -1 \\
2 & -4 \\
2 & 1 \\
-4 & 4 \\
-4 & 0
\end{bmatrix}, \quad b = 1.
\]

Plot this polyhedron, and the maximum volume rectangle that lies inside it.

11.23 SDP bounds and heuristics for the two-way partitioning problem. In this exercise we consider the two-way partitioning problem (5.7), described on page 219, and also in exercise 5.39:

\[
\begin{align*}
\text{minimize} & \quad x^T W x \\
\text{subject to} & \quad x_i^2 = 1, \quad i = 1, \ldots, n, \\
& \quad x \in \mathbb{R}^n.
\end{align*}
\]

with variable \( x \in \mathbb{R}^n \). We assume, without loss of generality, that \( W \in \mathbb{S}^n \) satisfies \( W_{ii} = 0 \). We denote the optimal value of the partitioning problem as \( p^* \), and \( x^* \) will denote an optimal partition. (Note that \( -x^* \) is also an optimal partition.)

The Lagrange dual of the two-way partitioning problem (11.65) is given by the SDP

\[
\begin{align*}
\text{maximize} & \quad -1^T \nu \\
\text{subject to} & \quad W + \text{diag}(\nu) \succeq 0,
\end{align*}
\]
with variable $\nu \in \mathbb{R}^n$. The dual of this SDP is
\[
\begin{align*}
\text{minimize} & \quad \text{tr}(WX) \\
\text{subject to} & \quad X \succeq 0 \\
& \quad X_{ii} = 1, \quad i = 1, \ldots, n,
\end{align*}
\]  
(11.67)

with variable $X \in \mathbb{S}^n$. (This SDP can be interpreted as a relaxation of the two-way partitioning problem (11.65); see exercise 5.39.) The optimal values of these two SDPs are equal, and give a lower bound, which we denote $d^*$, on the optimal value $p^*$. Let $\nu^*$ and $X^*$ denote optimal points for the two SDPs.

(a) Implement a barrier method that solves the SDP (11.66) and its dual (11.67), given the weight matrix $W$. Explain how you obtain nearly optimal $\nu$ and $X$, give formulas for any Hessians and gradients that your method requires, and explain how you compute the Newton step. Test your implementation on some small problem instances, comparing the bound you find with the optimal value (which can be found by checking the objective value of all $2^n$ partitions). Try your implementation on a randomly chosen problem instance large enough that you cannot find the optimal partition by exhaustive search (e.g., $n = 100$).

(b) A heuristic for partitioning. In exercise 5.39, you found that if $X^*$ has rank one, then it must have the form $X^* = x^*(x^*)^T$, where $x^*$ is optimal for the two-way partitioning problem. This suggests the following simple heuristic for finding a good partition (if not the best): solve the SDPs above, to find $X^*$ (and the bound $d^*$). Let $v$ denote an eigenvector of $X^*$ associated with its largest eigenvalue, and let $\hat{x} = \text{sign}(v)$. The vector $\hat{x}$ is our guess for a good partition.

Try this heuristic on some small problem instances, and the large problem instance you used in part (a). Compare the objective value of your heuristic partition, $\hat{x}^T W \hat{x}$, with the lower bound $d^*$.

(c) A randomized method. Another heuristic technique for finding a good partition, given the solution $X^*$ of the SDP (11.67), is based on randomization. The method is simple: we generate independent samples $x^{(1)}, \ldots, x^{(K)}$ from a normal distribution on $\mathbb{R}^n$, with zero mean and covariance $X^*$. For each sample we consider the heuristic approximate solution $\hat{x}^{(k)} = \text{sign}(x^{(k)})$. We then take the best among these, i.e., the one with lowest cost. Try out this procedure on some small problem instances, and the large problem instance you considered in part (a).

(d) A greedy heuristic refinement. Suppose you are given a partition $x$, i.e., $x_i \in \{-1, 1\}, \quad i = 1, \ldots, n$. How does the objective value change if we move element $i$ from one set to the other, i.e., change $x_i$ to $-x_i$? Now consider the following simple greedy algorithm: given a starting partition $x$, move the element that gives the largest reduction in the objective. Repeat this procedure until no reduction in objective can be obtained by moving an element from one set to the other.

Try this heuristic on some problem instances, including the large one, starting from various initial partitions, including $x = 1$, the heuristic approximate solution found in part (b), and the randomly generated approximate solutions found in part (c). How much does this greedy refinement improve your approximate solutions from parts (b) and (c)?

11.24 Barrier and primal-dual interior-point methods for quadratic programming. Implement a barrier method, and a primal-dual method, for solving the QP (without equality constraints, for simplicity)
\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2}x^T Px + q^T x \\
\text{subject to} & \quad Ax \preceq b,
\end{align*}
\]
with $A \in \mathbb{R}^{m \times n}$. You can assume a strictly feasible initial point is given. Test your codes on several examples. For the barrier method, plot the duality gap versus Newton steps. For the primal-dual interior-point method, plot the surrogate duality gap and the norm of the dual residual versus iteration number.
Appendices
Appendix A

Mathematical background

In this appendix we give a brief review of some basic concepts from analysis and linear algebra. The treatment is by no means complete, and is meant mostly to set out our notation.

A.1 Norms

A.1.1 Inner product, Euclidean norm, and angle

The standard inner product on \( \mathbb{R}^n \), the set of real \( n \)-vectors, is given by

\[
(x, y) = x^T y = \sum_{i=1}^{n} x_i y_i,
\]

for \( x, y \in \mathbb{R}^n \). In this book we use the notation \( x^T y \), instead of \( (x, y) \). The Euclidean norm, or \( \ell_2 \)-norm, of a vector \( x \in \mathbb{R}^n \) is defined as

\[
\|x\|_2 = (x^T x)^{1/2} = (x_1^2 + \cdots + x_n^2)^{1/2}.
\] (A.1)

The Cauchy-Schwartz inequality states that \( |x^T y| \leq \|x\|_2 \|y\|_2 \) for any \( x, y \in \mathbb{R}^n \). The (unsigned) angle between nonzero vectors \( x, y \in \mathbb{R}^n \) is defined as

\[
\angle(x, y) = \cos^{-1}\left( \frac{x^T y}{\|x\|_2 \|y\|_2} \right),
\]

where we take \( \cos^{-1}(u) \in [0, \pi] \). We say \( x \) and \( y \) are orthogonal if \( x^T y = 0 \).

The standard inner product on \( \mathbb{R}^{m \times n} \), the set of \( m \times n \) real matrices, is given by

\[
\langle X, Y \rangle = \text{tr}(X^T Y) = \sum_{i=1}^{m} \sum_{j=1}^{n} X_{ij} Y_{ij},
\]

for \( X, Y \in \mathbb{R}^{m \times n} \). (Here \( \text{tr} \) denotes trace of a matrix, i.e., the sum of its diagonal elements.) We use the notation \( \text{tr}(X^T Y) \) instead of \( \langle X, Y \rangle \). Note that the inner

product of two matrices is the inner product of the associated vectors, in $\mathbb{R}^{mn}$, obtained by listing the coefficients of the matrices in some order, such as row major.

The Frobenius norm of a matrix $X \in \mathbb{R}^{m \times n}$ is given by

$$\|X\|_F = \left(\text{tr}(X^T X)\right)^{1/2} = \left(\sum_{i=1}^{m} \sum_{j=1}^{n} X_{ij}^2\right)^{1/2}. \quad (A.2)$$

The Frobenius norm is the Euclidean norm of the vector obtained by listing the coefficients of the matrix. (The $\ell_2$-norm of a matrix is a different norm; see §A.1.5.)

The standard inner product on $\mathbb{S}^n$, the set of symmetric $n \times n$ matrices, is given by

$$\langle X, Y \rangle = \text{tr}(XY) = \sum_{i=1}^{n} \sum_{j=1}^{n} X_{ij} Y_{ij} = \sum_{i=1}^{n} X_{ii} Y_{ii} + 2 \sum_{i<j} X_{ij} Y_{ij}.\)
A.1.3 Examples

The simplest example of a norm is the absolute value on \( \mathbb{R} \). Another simple example is the Euclidean or \( \ell_2 \)-norm on \( \mathbb{R}^n \), defined above in (A.1). Two other frequently used norms on \( \mathbb{R}^n \) are the \textit{sum-absolute-value}, or \( \ell_1 \)-norm, given by

\[
\|x\|_1 = |x_1| + \cdots + |x_n|,
\]

and the \textit{Chebyshev} or \( \ell_\infty \)-norm, given by

\[
\|x\|_\infty = \max\{|x_1|, \ldots, |x_n|\}.
\]

These three norms are part of a family parametrized by a constant traditionally denoted \( p \), with \( p \geq 1 \): the \( \ell_p \)-norm is defined by

\[
\|x\|_p = (|x_1|^p + \cdots + |x_n|^p)^{1/p}.
\]

This yields the \( \ell_1 \)-norm when \( p = 1 \) and the Euclidean norm when \( p = 2 \). It is easy to show that for any \( x \in \mathbb{R}^n \),

\[
\lim_{p \to \infty} \|x\|_p = \max\{|x_1|, \ldots, |x_n|\},
\]

so the \( \ell_\infty \)-norm also fits in this family, as a limit.

Another important family of norms are the \textit{quadratic norms}. For \( P \in \mathbb{S}^n_{++} \), we define the \( P \)-quadratic norm as

\[
\|x\|_P = (x^T P x)^{1/2} = \|P^{1/2} x\|_2.
\]

The unit ball of a quadratic norm is an ellipsoid (and conversely, if the unit ball of a norm is an ellipsoid, the norm is a quadratic norm).

Some common norms on \( \mathbb{R}^{m \times n} \) are the Frobenius norm, defined above in (A.2), the sum-absolute-value norm,

\[
\|X\|_{sa} = \sum_{i=1}^m \sum_{j=1}^n |X_{ij}|,
\]

and the maximum-absolute-value norm,

\[
\|X\|_{ma} = \max\{|X_{ij}| \mid i = 1, \ldots, m, \ j = 1, \ldots, n\}.
\]

We will encounter several other important norms of matrices in §A.1.5.

A.1.4 Equivalence of norms

Suppose that \( \| \cdot \|_a \) and \( \| \cdot \|_b \) are norms on \( \mathbb{R}^n \). A basic result of analysis is that there exist positive constants \( \alpha \) and \( \beta \) such that, for all \( x \in \mathbb{R}^n \),

\[
\alpha\|x\|_a \leq \|x\|_b \leq \beta\|x\|_a.
\]
This means that the norms are equivalent, i.e., they define the same set of open subsets, the same set of convergent sequences, and so on (see §A.2). (We conclude that any norms on any finite-dimensional vector space are equivalent, but on infinite-dimensional vector spaces, the result need not hold.) Using convex analysis, we can give a more specific result: If \( \| \cdot \| \) is any norm on \( \mathbb{R}^n \), then there exists a quadratic norm \( \| \cdot \|_P \) for which

\[
\| x \|_P \leq \| x \| \leq \sqrt{n} \| x \|_P
\]

holds for all \( x \). In other words, any norm on \( \mathbb{R}^n \) can be uniformly approximated, within a factor of \( \sqrt{n} \), by a quadratic norm. (See §8.4.1.)

### A.1.5 Operator norms

Suppose \( \| \cdot \|_a \) and \( \| \cdot \|_b \) are norms on \( \mathbb{R}^m \) and \( \mathbb{R}^n \), respectively. We define the operator norm of \( X \in \mathbb{R}^{m \times n} \), induced by the norms \( \| \cdot \|_a \) and \( \| \cdot \|_b \), as

\[
\| X \|_{a,b} = \sup \{ \| X u \|_a \mid \| u \|_b \leq 1 \}.
\]

(It can be shown that this defines a norm on \( \mathbb{R}^{m \times n} \).)

When \( \| \cdot \|_a \) and \( \| \cdot \|_b \) are both Euclidean norms, the operator norm of \( X \) is its maximum singular value, and is denoted \( \| X \|_2 \):

\[
\| X \|_2 = \sigma_{\max}(X) = (\lambda_{\max}(X^T X))^{1/2}.
\]

(This agrees with the Euclidean norm on \( \mathbb{R}^n \), when \( X \in \mathbb{R}^{m \times 1} \), so there is no clash of notation.) This norm is also called the spectral norm or \( \ell_2 \)-norm of \( X \).

As another example, the norm induced by the \( \ell_\infty \)-norm on \( \mathbb{R}^m \) and \( \mathbb{R}^n \), denoted \( \| X \|_\infty \), is the max-row-sum norm,

\[
\| X \|_\infty = \sup \{ \| X u \|_\infty \mid \| u \|_\infty \leq 1 \} = \max_{i=1,\ldots,m} \sum_{j=1}^n |X_{ij}|.
\]

The norm induced by the \( \ell_1 \)-norm on \( \mathbb{R}^m \) and \( \mathbb{R}^n \), denoted \( \| X \|_1 \), is the max-column-sum norm,

\[
\| X \|_1 = \max_{j=1,\ldots,n} \sum_{i=1}^m |X_{ij}|.
\]

### A.1.6 Dual norm

Let \( \| \cdot \| \) be a norm on \( \mathbb{R}^n \). The associated dual norm, denoted \( \| \cdot \|_* \), is defined as

\[
\| z \|_* = \sup \{ z^T x \mid \| x \| \leq 1 \}.
\]

(This can be shown to be a norm.) The dual norm can be interpreted as the operator norm of \( z^T \), interpreted as a \( 1 \times n \) matrix, with the norm \( \| \cdot \| \) on \( \mathbb{R}^n \), and the absolute value on \( \mathbb{R} \):

\[
\| z \|_* = \sup \{| z^T x \mid \| x \| \leq 1 \}.
\]
A.2. Analysis

From the definition of dual norm we have the inequality

\[ z^T x \leq \|x\| \|z\|_*, \]

which holds for all \( x \) and \( z \). This inequality is tight, in the following sense: for any \( x \) there is a \( z \) for which the inequality holds with equality. (Similarly, for any \( z \) there is an \( x \) that gives equality.) The dual of the dual norm is the original norm: we have \( \|x\|_* = \|x\| \) for all \( x \). (This need not hold in infinite-dimensional vector spaces.)

The dual of the Euclidean norm is the Euclidean norm, since

\[ \sup \{ z^T x \mid \|x\|_2 \leq 1 \} = \|z\|_2. \]

(This follows from the Cauchy-Schwarz inequality; for nonzero \( z \), the value of \( x \) that maximizes \( z^T x \) over \( \|x\|_2 \leq 1 \) is \( z/\|z\|_2 \).)

The dual of the \( \ell_\infty \)-norm is the \( \ell_1 \)-norm:

\[ \sup \{ z^T x \mid \|x\|_\infty \leq 1 \} = \sum_{i=1}^{n} |z_i| = \|z\|_1, \]

and the dual of the \( \ell_1 \)-norm is the \( \ell_\infty \)-norm. More generally, the dual of the \( \ell_p \)-norm is the \( \ell_q \)-norm, where \( q \) satisfies \( 1/p + 1/q = 1 \), i.e., \( q = p/(p-1) \).

As another example, consider the \( \ell_2 \)- or spectral norm on \( \mathbb{R}^{m \times n} \). The associated dual norm is

\[ \|Z\|_{2*} = \sup \{ \text{tr}(Z^T X) \mid \|X\|_2 \leq 1 \}, \]

which turns out to be the sum of the singular values,

\[ \|Z\|_{2*} = \sigma_1(Z) + \cdots + \sigma_r(Z) = \text{tr}(Z^T Z)^{1/2}, \]

where \( r = \text{rank } Z \). This norm is sometimes called the nuclear norm.

A.2. Analysis

A.2.1. Open and closed sets

An element \( x \in C \subseteq \mathbb{R}^n \) is called an interior point of \( C \) if there exists an \( \epsilon > 0 \) for which

\[ \{ y \mid \|y - x\|_2 \leq \epsilon \} \subseteq C, \]

i.e., there exists a ball centered at \( x \) that lies entirely in \( C \). The set of all points interior to \( C \) is called the interior of \( C \) and is denoted \( \text{int } C \). (Since all norms on \( \mathbb{R}^n \) are equivalent to the Euclidean norm, all norms generate the same set of interior points.) A set \( C \) is open if \( \text{int } C = C \), i.e., every point in \( C \) is an interior point. A set \( C \subseteq \mathbb{R}^n \) is closed if its complement \( \mathbb{R}^n \setminus C = \{ x \in \mathbb{R}^n \mid x \notin C \} \) is open.
The **closure** of a set \( C \) is defined as

\[
\text{cl } C = \mathbb{R}^n \setminus \text{int}(\mathbb{R}^n \setminus C),
\]

i.e., the complement of the interior of the complement of \( C \). A point \( x \) is in the closure of \( C \) if for every \( \epsilon > 0 \), there is a \( y \in C \) with \( \|x - y\|_2 \leq \epsilon \).

We can also describe closed sets and the closure in terms of convergent sequences and limit points. A set \( C \) is closed if and only if it contains the limit point of every convergent sequence in it. In other words, if \( x_1, x_2, \ldots \) converges to \( x \), and \( x_i \in C \), then \( x \in C \). The closure of \( C \) is the set of all limit points of convergent sequences in \( C \).

The **boundary** of the set \( C \) is defined as

\[
\text{bd } C = \text{cl } C \setminus \text{int } C.
\]

A **boundary point** \( x \) (i.e., a point \( x \in \text{bd } C \)) satisfies the following property: For all \( \epsilon > 0 \), there exists \( y \in C \) and \( z \notin C \) with

\[
\|y - x\|_2 \leq \epsilon, \quad \|z - x\|_2 \leq \epsilon,
\]

i.e., there exist arbitrarily close points in \( C \), and also arbitrarily close points not in \( C \). We can characterize closed and open sets in terms of the boundary operation: \( C \) is **closed** if it contains its boundary, i.e., \( \text{bd } C \subseteq C \). It is **open** if it contains no boundary points, i.e., \( C \cap \text{bd } C = \emptyset \).

### A.2.2 Supremum and infimum

Suppose \( C \subseteq \mathbb{R} \). A number \( a \) is an **upper bound** on \( C \) if for each \( x \in C \), \( x \leq a \). The set of upper bounds on a set \( C \) is either empty (in which case we say \( C \) is unbounded above), all of \( \mathbb{R} \) (only when \( C = \emptyset \)), or a closed infinite interval \([b, \infty]\). The number \( b \) is called the **least upper bound** or **supremum** of the set \( C \), and is denoted \( \sup C \). We take \( \sup \emptyset = -\infty \), and \( \sup C = \infty \) if \( C \) is unbounded above. When \( \sup C \in C \), we say the supremum of \( C \) is attained or achieved.

When the set \( C \) is finite, \( \sup C \) is the maximum of its elements. Some authors use the notation \( \max C \) to denote supremum, when it is attained, but we follow standard mathematical convention, using \( \max C \) only when the set \( C \) is finite.

We define lower bound, and infimum, in a similar way. A number \( a \) is a lower bound on \( C \subseteq \mathbb{R} \) if for each \( x \in C \), \( a \leq x \). The **infimum** (or greatest lower bound) of a set \( C \subseteq \mathbb{R} \) is defined as \( \inf C = -\sup(-C) \). When \( C \) is finite, the infimum is the minimum of its elements. We take \( \inf \emptyset = \infty \), and \( \inf C = -\infty \) if \( C \) is unbounded below, i.e., has no lower bound.
A.3 Functions

A.3.1 Function notation

Our notation for functions is mostly standard, with one exception. When we write

\[ f : A \rightarrow B \]

we mean that \( f \) is a function on the set \( \text{dom} f \subseteq A \) into the set \( B \); in particular we can have \( \text{dom} f \) a proper subset of the set \( A \). Thus the notation \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) means that \( f \) maps (some) \( n \)-vectors into \( m \)-vectors; it does not mean that \( f(x) \) is defined for every \( x \in \mathbb{R}^n \). This convention is similar to function declarations in computer languages. Specifying the data types of the input and output arguments of a function gives the syntax of that function; it does not guarantee that any input argument with the specified data type is valid.

As an example consider the function \( f : \mathbb{S}^n \rightarrow \mathbb{R} \), given by

\[ f(X) = \log \det X, \quad (A.3) \]

with \( \text{dom} f = \mathbb{S}^n_{++} \). The notation \( f : \mathbb{S}^n \rightarrow \mathbb{R} \) specifies the syntax of \( f \): it takes as argument a symmetric \( n \times n \) matrix, and returns a real number. The notation \( \text{dom} f = \mathbb{S}^n_{++} \) specifies which symmetric \( n \times n \) matrices are valid input arguments for \( f \) (i.e., only positive definite ones). The formula (A.3) specifies what \( f(X) \) is, for \( X \in \text{dom} f \).

A.3.2 Continuity

A function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is continuous at \( x \in \text{dom} f \) if for all \( \epsilon > 0 \) there exists a \( \delta \) such that

\[ y \in \text{dom} f, \quad \|y - x\|_2 \leq \delta \implies \|f(y) - f(x)\|_2 \leq \epsilon. \]

Continuity can be described in terms of limits: whenever the sequence \( x_1, x_2, \ldots \) in \( \text{dom} f \) converges to a point \( x \in \text{dom} f \), the sequence \( f(x_1), f(x_2), \ldots \) converges to \( f(x) \), i.e.,

\[ \lim_{i \to \infty} f(x_i) = f(\lim_{i \to \infty} x_i). \]

A function \( f \) is continuous if it is continuous at every point in its domain.

A.3.3 Closed functions

A function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be closed if, for each \( \alpha \in \mathbb{R} \), the sublevel set

\[ \{x \in \text{dom} f \mid f(x) \leq \alpha\} \]

is closed. This is equivalent to the condition that the epigraph of \( f \),

\[ \text{epi} f = \{(x, t) \in \mathbb{R}^{n+1} \mid x \in \text{dom} f, \ f(x) \leq t\}, \]
is closed. (This definition is general, but is usually only applied to convex functions.)

If \( f : \mathbb{R}^n \to \mathbb{R} \) is continuous, and \( \text{dom } f \) is closed, then \( f \) is closed. If \( f : \mathbb{R}^n \to \mathbb{R} \) is continuous, with \( \text{dom } f \) open, then \( f \) is closed if and only if \( f \) converges to \( \infty \) along every sequence converging to a boundary point of \( \text{dom } f \). In other words, if \( \lim_{i \to \infty} x_i = x \in \text{bd dom } f \), with \( x_i \in \text{dom } f \), we have \( \lim_{i \to \infty} f(x_i) = \infty \).

**Example A.1 Examples on \( \mathbb{R} \).**

- The function \( f : \mathbb{R} \to \mathbb{R} \), with \( f(x) = x \log x \), \( \text{dom } f = \mathbb{R}^+ \), is not closed.
- The function \( f : \mathbb{R} \to \mathbb{R} \), with
  \[
  f(x) = \begin{cases} 
  x \log x & \text{if } x > 0 \\
  0 & \text{if } x = 0
  \end{cases}, \quad \text{dom } f = \mathbb{R}^+,
  \]
  is closed.
- The function \( f(x) = -\log x \), \( \text{dom } f = \mathbb{R}^+ \), is closed.

**A.4 Derivatives**

**A.4.1 Derivative and gradient**

Suppose \( f : \mathbb{R}^n \to \mathbb{R}^m \) and \( x \in \text{int dom } f \). The function \( f \) is differentiable at \( x \) if there exists a matrix \( Df(x) \in \mathbb{R}^{m \times n} \) that satisfies

\[
\lim_{z \in \text{dom } f, z \neq x, z \to x} \frac{\|f(z) - f(x) - Df(x)(z - x)\|_2}{\|z - x\|_2} = 0,
\]

in which case we refer to \( Df(x) \) as the derivative (or Jacobian) of \( f \) at \( x \). (There can be at most one matrix that satisfies (A.4).) The function \( f \) is differentiable if \( \text{dom } f \) is open, and it is differentiable at every point in its domain.

The affine function of \( z \) given by

\[ f(x) + Df(x)(z - x) \]

is called the first-order approximation of \( f \) at (or near) \( x \). Evidently this function agrees with \( f \) at \( z = x \); when \( z \) is close to \( x \), this affine function is very close to \( f \).

The derivative can be found by deriving the first-order approximation of the function \( f \) at \( x \) (i.e., the matrix \( Df(x) \) that satisfies (A.4)), or from partial derivatives:

\[
Df(x)_{ij} = \frac{\partial f_i(x)}{\partial x_j}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n.
\]
A.4 Derivatives

Gradient

When \( f \) is real-valued (i.e., \( f : \mathbb{R}^n \to \mathbb{R} \)) the derivative \( Df(x) \) is a \( 1 \times n \) matrix, i.e., it is a row vector. Its transpose is called the gradient of the function:

\[
\nabla f(x) = Df(x)^T,
\]

which is a (column) vector, i.e., in \( \mathbb{R}^n \). Its components are the partial derivatives of \( f \):

\[
\nabla f(x)_i = \frac{\partial f(x)}{\partial x_i}, \quad i = 1, \ldots, n.
\]

The first-order approximation of \( f \) at a point \( x \in \text{int dom } f \) can be expressed as (the affine function of \( z \))

\[
f(x) + \nabla f(x)^T (z - x).
\]

Examples

As a simple example consider the quadratic function \( f : \mathbb{R}^n \to \mathbb{R} \),

\[
f(x) = \frac{1}{2} x^T P x + q^T x + r,
\]

where \( P \in \mathbb{S}^n \), \( q \in \mathbb{R}^n \), and \( r \in \mathbb{R} \). Its derivative at \( x \) is the row vector \( Df(x) = x^T P + q^T \), and its gradient is

\[
\nabla f(x) = Px + q.
\]

As a more interesting example, we consider the function \( f : \mathbb{S}^n \to \mathbb{R} \), given by

\[
f(X) = \log \det X, \quad \text{dom } f = \mathbb{S}^n_{++}.
\]

One (tedious) way to find the gradient of \( f \) is to introduce a basis for \( \mathbb{S}^n \), find the gradient of the associated function, and finally translate the result back to \( \mathbb{S}^n \). Instead, we will directly find the first-order approximation of \( f \) at \( X \in \mathbb{S}^n_{++} \). Let \( Z \in \mathbb{S}^n_{++} \) be close to \( X \), and let \( \Delta X = Z - X \) (which is assumed to be small). We have

\[
\log \det Z = \log \det (X + \Delta X) = \log \det \left( X^{1/2} (I + X^{-1/2} \Delta X X^{-1/2}) X^{1/2} \right) = \log \det X + \log \det (I + X^{-1/2} \Delta X X^{-1/2}) = \log \det X + \sum_{i=1}^n \log (1 + \lambda_i),
\]

where \( \lambda_i \) is the \( i \)th eigenvalue of \( X^{-1/2} \Delta X X^{-1/2} \). Now we use the fact that \( \Delta X \) is small, which implies \( \lambda_i \) are small, so to first order we have \( \log (1 + \lambda_i) \approx \lambda_i \). Using this first-order approximation in the expression above, we get

\[
\log \det Z \approx \log \det X + \sum_{i=1}^n \lambda_i
\]

\[
= \log \det X + \text{tr} (X^{-1/2} \Delta XX^{-1/2}) = \log \det X + \text{tr} (X^{-1} \Delta X) = \log \det X + \text{tr} \left( X^{-1} (Z - X) \right),
\]
where we have used the fact that the sum of the eigenvalues is the trace, and the property \( \text{tr}(AB) = \text{tr}(BA) \).

Thus, the first-order approximation of \( f \) at \( X \) is the affine function of \( Z \) given by

\[
f(Z) \approx f(X) + \text{tr} \left( X^{-1}(Z - X) \right).
\]

Noting that the second term on the righthand side is the standard inner product of \( X^{-1} \) and \( Z - X \), we can identify \( X^{-1} \) as the gradient of \( f \) at \( X \). Thus, we can write the simple formula

\[
\nabla f(X) = X^{-1}.
\]

This result should not be surprising, since the derivative of \( \log x \), on \( \mathbb{R}^+ \), is \( 1/x \).

### A.4.2 Chain rule

Suppose \( f : \mathbb{R}^n \to \mathbb{R}^m \) is differentiable at \( x \in \text{int dom } f \) and \( g : \mathbb{R}^m \to \mathbb{R}^p \) is differentiable at \( f(x) \in \text{int dom } g \). Define the composition \( h : \mathbb{R}^n \to \mathbb{R}^p \) by \( h(z) = g(f(z)) \). Then \( h \) is differentiable at \( x \), with derivative

\[
Dh(x) = Dg(f(x))Df(x). \quad (A.5)
\]

As an example, suppose \( f : \mathbb{R}^n \to \mathbb{R}, \ g : \mathbb{R} \to \mathbb{R}, \) and \( h(x) = g(f(x)) \). Taking the transpose of \( Dh(x) = Dg(f(x))Df(x) \) yields

\[
\nabla h(x) = g'(f(x)) \nabla f(x). \quad (A.6)
\]

### Composition with affine function

Suppose \( f : \mathbb{R}^n \to \mathbb{R}^m \) is differentiable, \( A \in \mathbb{R}^{n \times p} \), and \( b \in \mathbb{R}^n \). Define \( g : \mathbb{R}^p \to \mathbb{R}^m \) as \( g(x) = f(Ax + b) \), with \( \text{dom } g = \{ x \mid Ax + b \in \text{dom } f \} \). The derivative of \( g \) is, by the chain rule \( (A.5) \), \( Dg(x) = Df(Ax + b)A \).

When \( f \) is real-valued (i.e., \( m = 1 \)), we obtain the formula for the gradient of a composition of a function with an affine function,

\[
\nabla g(x) = A^T \nabla f(Ax + b).
\]

For example, suppose that \( f : \mathbb{R}^n \to \mathbb{R}, \ x, v \in \mathbb{R}^n \), and we define the function \( \tilde{f} : \mathbb{R} \to \mathbb{R} \) by \( \tilde{f}(t) = f(x + tv) \). (Roughly speaking, \( \tilde{f} \) is \( f \), restricted to the line \( \{ x + tv \mid t \in \mathbb{R} \} \).) Then we have

\[
D \tilde{f}(t) = \tilde{f}'(t) = \nabla f(x + tv)^Tv.
\]

(The scalar \( \tilde{f}'(0) \) is the directional derivative of \( f \), at \( x \), in the direction \( v \).)

---

**Example A.2** Consider the function \( f : \mathbb{R}^n \to \mathbb{R} \), with \( \text{dom } f = \mathbb{R}^n \) and

\[
f(x) = \log \sum_{i=1}^m \exp(a_i^T x + b_i),
\]
where \( a_1, \ldots, a_m \in \mathbb{R}^n \), and \( b_1, \ldots, b_m \in \mathbb{R} \). We can find a simple expression for its gradient by noting that it is the composition of the affine function \( Ax + b \), where \( A \in \mathbb{R}^{m \times n} \) with rows \( a_1^T, \ldots, a_m^T \), and the function \( g : \mathbb{R}^m \rightarrow \mathbb{R} \) given by \( g(y) = \log(\sum_{i=1}^m \exp y_i) \). Simple differentiation (or the formula (A.6)) shows that

\[
\nabla g(y) = \frac{1}{\sum_{i=1}^m \exp y_i} \begin{bmatrix} 
\exp y_1 \\
\vdots \\
\exp y_m 
\end{bmatrix},
\]

(A.7)

so by the composition formula we have

\[
\nabla f(x) = \frac{1}{1^T z} A^T z
\]

where \( z_i = \exp(a_i^T x + b_i) \), \( i = 1, \ldots, m \).

---

**Example A.3** We derive an expression for \( \nabla f(x) \), where

\[
f(x) = \log \det(F_0 + x_1 F_1 + \cdots + x_n F_n),
\]

where \( F_0, \ldots, F_n \in \mathbb{S}^p \), and

\[
\text{dom } f = \{ x \in \mathbb{R}^n \mid F_0 + x_1 F_1 + \cdots + x_n F_n \succ 0 \}.
\]

The function \( f \) is the composition of the affine mapping from \( x \in \mathbb{R}^n \) to \( F_0 + x_1 F_1 + \cdots + x_n F_n \in \mathbb{S}^p \), with the function \( \log \det X \). We use the chain rule to evaluate

\[
\frac{\partial f(x)}{\partial x_i} = \text{tr}(F_i \nabla \log \det(F)) = \text{tr}(F^{-1} F_i),
\]

where \( F = F_0 + x_1 F_1 + \cdots + x_n F_n \). Thus we have

\[
\nabla f(x) = \begin{bmatrix}
\text{tr}(F^{-1} F_1) \\
\vdots \\
\text{tr}(F^{-1} F_n)
\end{bmatrix}.
\]

---

**A.4.3 Second derivative**

In this section we review the second derivative of a real-valued function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \). The second derivative or Hessian matrix of \( f \) at \( x \in \text{int dom } f \), denoted \( \nabla^2 f(x) \), is given by

\[
\nabla^2 f(x)_{ij} = \frac{\partial^2 f(x)}{\partial x_i \partial x_j}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, n,
\]

provided \( f \) is twice differentiable at \( x \), where the partial derivatives are evaluated at \( x \). The second-order approximation of \( f \), at or near \( x \), is the quadratic function of \( z \) defined by

\[
\hat{f}(z) = f(x) + \nabla f(x)^T (z - x) + (1/2)(z - x)^T \nabla^2 f(x)(z - x).
\]
This second-order approximation satisfies
\[
\lim_{z \in \text{dom } f, z \neq x, z \to x} \frac{|f(z) - \hat{f}(z)|}{\|z - x\|^2} = 0.
\]

Not surprisingly, the second derivative can be interpreted as the derivative of the first derivative. If \( f \) is differentiable, the gradient mapping is the function \( \nabla f : \mathbb{R}^n \to \mathbb{R}^n \), with \( \text{dom } \nabla f = \text{dom } f \), with value \( \nabla f(x) \) at \( x \). The derivative of this mapping is
\[
D\nabla f(x) = \nabla^2 f(x).
\]

**Examples**

As a simple example consider the quadratic function \( f : \mathbb{R}^n \to \mathbb{R} \),
\[
f(x) = (1/2)x^TPx + q^Tx + r,
\]
where \( P \in \mathbb{S}^n \), \( q \in \mathbb{R}^n \), and \( r \in \mathbb{R} \). Its gradient is \( \nabla f(x) = Px + q \), so its Hessian is given by \( \nabla^2 f(x) = P \). The second-order approximation of a quadratic function is itself.

As a more complicated example, we consider again the function \( f : \mathbb{S}^n \to \mathbb{R} \), given by \( f(X) = \log \det X \), with \( \text{dom } f = \mathbb{S}^n_+ \). To find the second-order approximation (and therefore, the Hessian), we will derive a first-order approximation of the gradient, \( \nabla f(X) = X^{-1} \). For \( Z \in \mathbb{S}^n_+ \) near \( X \in \mathbb{S}^n_+ \), and \( \Delta X = Z - X \), we have
\[
Z^{-1} = (X + \Delta X)^{-1}
\]
\[
= \left( X^{1/2}(I + X^{-1/2}\Delta XX^{-1/2})X^{1/2} \right)^{-1}
\]
\[
= X^{-1/2}(I + X^{-1/2}\Delta XX^{-1/2})^{-1}X^{-1/2}
\]
\[
\approx X^{-1/2}(I - X^{-1/2}\Delta XX^{-1/2})X^{-1/2}
\]
\[
= X^{-1} - X^{-1}\Delta XX^{-1},
\]
using the first-order approximation \( (I + A)^{-1} \approx I - A \), valid for \( A \) small.

This approximation is enough for us to identify the Hessian of \( f \) at \( X \). The Hessian is a quadratic form on \( \mathbb{S}^n \). Such a quadratic form is cumbersome to describe in the general case, since it requires four indices. But from the first-order approximation of the gradient above, the quadratic form can be expressed as
\[
-\text{tr}(X^{-1}UX^{-1}V),
\]
where \( U, V \in \mathbb{S}^n \) are the arguments of the quadratic form. (This generalizes the expression for the scalar case: \( (\log x)'" = -1/x^2 \).)

Now we have the second-order approximation of \( f \) near \( X \):
\[
f(Z) = f(X + \Delta X)
\]
\[
\approx f(X) + \text{tr}(X^{-1}\Delta X) - (1/2)\text{tr}(X^{-1}\Delta XX^{-1}\Delta X)
\]
\[
\approx f(X) + \text{tr} \left( X^{-1}(Z - X) \right) - (1/2)\text{tr} \left( X^{-1}(Z - X)X^{-1}(Z - X) \right).
\]
A.4.4 Chain rule for second derivative

A general chain rule for the second derivative is cumbersome in most cases, so we will state it only for some special cases that we will need.

Composition with scalar function

Suppose \( f : \mathbb{R}^n \rightarrow \mathbb{R}, \ g : \mathbb{R} \rightarrow \mathbb{R}, \) and \( h(x) = g(f(x)). \) Simply working out the partial derivatives yields

\[
\nabla^2 h(x) = g'(f(x)) \nabla^2 f(x) + g''(f(x)) \nabla f(x) \nabla f(x)^T. \tag{A.8}
\]

Composition with affine function

Suppose \( f : \mathbb{R}^n \rightarrow \mathbb{R}, \ A \in \mathbb{R}^{n \times m}, \) and \( b \in \mathbb{R}^n. \) Define \( g : \mathbb{R}^m \rightarrow \mathbb{R} \) by \( g(x) = f(Ax + b). \) Then we have

\[
\nabla^2 g(x) = A^T \nabla^2 f(Ax + b).A.
\]

As an example, consider the restriction of a real-valued function \( f \) to a line, \( i.e., \) the function \( \tilde{f}(t) = f(x + tv), \) where \( x \) and \( v \) are fixed. Then we have

\[
\nabla^2 \tilde{f}(t) = \tilde{f}''(t) = v^T \nabla^2 f(x + tv)v.
\]

Example A.4 We consider the function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) from example A.2,

\[ f(x) = \log \sum_{i=1}^m \exp(a_i^T x + b_i), \]

where \( a_1, \ldots, a_m \in \mathbb{R}^n, \) and \( b_1, \ldots, b_m \in \mathbb{R}. \) By noting that \( f(x) = g(Ax + b), \) where \( g(y) = \log(\sum_{i=1}^m \exp y_i), \) we can obtain a simple formula for the Hessian of \( f. \) Taking partial derivatives, or using the formula (A.8), noting that \( g \) is the composition of \( \log \) with \( \sum_{i=1}^m \exp y_i, \) yields

\[
\nabla^2 g(y) = \text{diag}(\nabla g(y)) - \nabla g(y) \nabla g(y)^T,
\]

where \( \nabla g(y) \) is given in (A.7). By the composition formula we have

\[
\nabla^2 f(x) = A^T \left( \frac{1}{1^T z} \text{diag}(z) - \frac{1}{(1^T z)^2} zz^T \right) A,
\]

where \( z_i = \exp(a_i^T x + b_i), \ i = 1, \ldots, m. \)

A.5 Linear algebra

A.5.1 Range and nullspace

Let \( A \in \mathbb{R}^{m \times n} \) (\( i.e., \) \( A \) is a real matrix with \( m \) rows and \( n \) columns). The range of \( A, \) denoted \( \mathcal{R}(A), \) is the set of all vectors in \( \mathbb{R}^m \) that can be written as linear
combinations of the columns of $A$, i.e.,
\[ R(A) = \{ Ax \mid x \in \mathbb{R}^n \}. \]

The range $R(A)$ is a subspace of $\mathbb{R}^m$, i.e., it is itself a vector space. Its dimension is the rank of $A$, denoted $\text{rank } A$. The rank of $A$ can never be greater than the minimum of $m$ and $n$. We say $A$ has full rank if $\text{rank } A = \min\{m, n\}$.

The nullspace (or kernel) of $A$, denoted $\mathcal{N}(A)$, is the set of all vectors $x$ mapped into zero by $A$:
\[ \mathcal{N}(A) = \{ x \mid Ax = 0 \}. \]

The nullspace is a subspace of $\mathbb{R}^n$.

Orthogonal decomposition induced by $A$

If $V$ is a subspace of $\mathbb{R}^n$, its orthogonal complement, denoted $V^\perp$, is defined as
\[ V^\perp = \{ x \mid z^T x = 0 \text{ for all } z \in V \}. \]

(As one would expect of a complement, we have $V^\perp \perp = V$.)

A basic result of linear algebra is that, for any $A \in \mathbb{R}^{m \times n}$, we have
\[ \mathcal{N}(A) = R(A^T)^\perp. \]

(Applying the result to $A^T$ we also have $R(A) = \mathcal{N}(A^T)^\perp$.) This result is often stated as
\[ \mathcal{N}(A)^\perp \oplus R(A^T) = \mathbb{R}^n. \]

Here the symbol $\oplus$ refers to orthogonal direct sum, i.e., the sum of two subspaces that are orthogonal. The decomposition (A.9) of $\mathbb{R}^n$ is called the orthogonal decomposition induced by $A$.

A.5.2 Symmetric eigenvalue decomposition

Suppose $A \in \mathbb{S}^n$, i.e., $A$ is a real symmetric $n \times n$ matrix. Then $A$ can be factored as
\[ A = Q\Lambda Q^T, \tag{A.10} \]
where $Q \in \mathbb{R}^{n \times n}$ is orthogonal, i.e., satisfies $Q^T Q = I$, and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$. The (real) numbers $\lambda_i$ are the eigenvalues of $A$, and are the roots of the characteristic polynomial $\text{det}(sI - A)$. The columns of $Q$ form an orthonormal set of eigenvectors of $A$. The factorization (A.10) is called the spectral decomposition or (symmetric) eigenvalue decomposition of $A$.

We order the eigenvalues as $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$. We use the notation $\lambda_i(A)$ to refer to the $i$th largest eigenvalue of $A \in \mathbb{S}$. We usually write the largest or maximum eigenvalue as $\lambda_1(A) = \lambda_{\text{max}}(A)$, and the least or minimum eigenvalue as $\lambda_n(A) = \lambda_{\text{min}}(A)$. 
The determinant and trace can be expressed in terms of the eigenvalues,

\[
\det A = \prod_{i=1}^{n} \lambda_i, \quad \text{tr} \ A = \sum_{i=1}^{n} \lambda_i,
\]
as can the spectral and Frobenius norms,

\[
\|A\|_2 = \max_{i=1,\ldots,n} |\lambda_i| = \max\{\lambda_1, -\lambda_n\}, \quad \|A\|_F = \left(\sum_{i=1}^{n} \lambda_i^2\right)^{1/2}.
\]

**Definiteness and matrix inequalities**

The largest and smallest eigenvalues satisfy

\[
\lambda_{\max}(A) = \sup_{x \neq 0} \frac{x^T Ax}{x^T x}, \quad \lambda_{\min}(A) = \inf_{x \neq 0} \frac{x^T Ax}{x^T x}.
\]

In particular, for any \(x\), we have

\[
\lambda_{\min}(A)x^T x \leq x^T Ax \leq \lambda_{\max}(A)x^T x,
\]

with both inequalities tight for (different) choices of \(x\).

A matrix \(A \in \mathbb{S}^n\) is called positive definite if for all \(x \neq 0\), \(x^T Ax > 0\). We denote this as \(A > 0\). By the inequality above, we see that \(A > 0\) if and only all its eigenvalues are positive, i.e., \(\lambda_{\min}(A) > 0\). If \(-A\) is positive definite, we say \(A\) is negative definite, which we write as \(A < 0\). We use \(\mathbb{S}^n_{++}\) to denote the set of positive definite matrices in \(\mathbb{S}^n\).

If \(A\) satisfies \(x^T Ax \geq 0\) for all \(x\), we say that \(A\) is positive semidefinite or nonnegative definite. If \(-A\) is nonnegative definite, i.e., if \(x^T Ax \leq 0\) for all \(x\), we say that \(A\) is negative semidefinite or nonpositive definite. We use \(\mathbb{S}^n_+\) to denote the set of nonnegative definite matrices in \(\mathbb{S}^n\).

For \(A, B \in \mathbb{S}^n\), we use \(A \prec B\) to mean \(B - A > 0\), and so on. These inequalities are called matrix inequalities, or generalized inequalities associated with the positive semidefinite cone.

**Symmetric squareroot**

Let \(A \in \mathbb{S}^n_+\), with eigenvalue decomposition \(A = Q \text{diag}(\lambda_1, \ldots, \lambda_n)Q^T\). We define the (symmetric) squareroot of \(A\) as

\[
A^{1/2} = Q \text{diag}(\lambda_1^{1/2}, \ldots, \lambda_n^{1/2})Q^T.
\]

The squareroot \(A^{1/2}\) is the unique symmetric positive semidefinite solution of the equation \(X^2 = A\).

**A.5.3 Generalized eigenvalue decomposition**

The generalized eigenvalues of a pair of symmetric matrices \((A, B) \in \mathbb{S}^n \times \mathbb{S}^n\) are defined as the roots of the polynomial \(\det(sB - A)\).
We are usually interested in matrix pairs with $B \in S^n_{++}$. In this case the generalized eigenvalues are also the eigenvalues of $B^{-1/2}AB^{-1/2}$ (which are real). As with the standard eigenvalue decomposition, we order the generalized eigenvalues in nonincreasing order, as $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$, and denote the maximum generalized eigenvalue by $\lambda_{\max}(A, B)$.

When $B \in S^n_{++}$, the pair of matrices can be factored as

$$A = V \Lambda V^T, \quad B = VV^T,$$

(A.11)

where $V \in \mathbb{R}^{n \times n}$ is nonsingular, and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$, where $\lambda_i$ are the generalized eigenvalues of the pair $(A, B)$. The decomposition (A.11) is called the generalized eigenvalue decomposition.

The generalized eigenvalue decomposition is related to the standard eigenvalue decomposition of the matrix $B^{-1/2}AB^{-1/2}$. If $Q\Lambda Q^T$ is the eigenvalue decomposition of $B^{-1/2}AB^{-1/2}$, then (A.11) holds with $V = B^{1/2}Q$.

### A.5.4 Singular value decomposition

Suppose $A \in \mathbb{R}^{m \times n}$ with rank $A = r$. Then $A$ can be factored as

$$A = U \Sigma V^T,$$

(A.12)

where $U \in \mathbb{R}^{m \times r}$ satisfies $U^TU = I$, $V \in \mathbb{R}^{n \times r}$ satisfies $V^TV = I$, and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r)$, with

$$\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0.$$

The factorization (A.12) is called the singular value decomposition (SVD) of $A$. The columns of $U$ are called left singular vectors of $A$, the columns of $V$ are right singular vectors, and the numbers $\sigma_i$ are the singular values. The singular value decomposition can be written

$$A = \sum_{i=1}^{r} \sigma_i u_i v_i^T,$$

where $u_i \in \mathbb{R}^m$ are the left singular vectors, and $v_i \in \mathbb{R}^n$ are the right singular vectors.

The singular value decomposition of a matrix $A$ is closely related to the eigenvalue decomposition of the (symmetric, nonnegative definite) matrix $A^TA$. Using (A.12) we can write

$$A^TA = V \Sigma^2 V^T = \begin{bmatrix} V & \tilde{V} \end{bmatrix} \begin{bmatrix} \Sigma^2 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V & \tilde{V} \end{bmatrix}^T,$$

where $\tilde{V}$ is any matrix for which $[V \; \tilde{V}]$ is orthogonal. The righthand expression is the eigenvalue decomposition of $A^TA$, so we conclude that its nonzero eigenvalues are the singular values of $A$ squared, and the associated eigenvectors of $A^TA$ are the right singular vectors of $A$. A similar analysis of $AA^T$ shows that its nonzero
eigenvalues are also the squares of the singular values of \( A \), and the associated eigenvectors are the left singular vectors of \( A \).

The first or largest singular value is also written as \( \sigma_{\text{max}}(A) \). It can be expressed as

\[
\sigma_{\text{max}}(A) = \sup_{x,y \neq 0} \frac{x^T Ay}{\|x\|_2 \|y\|_2} = \sup_{y \neq 0} \frac{\|Ay\|_2}{\|y\|_2}.
\]

The righthand expression shows that the maximum singular value is the \( \ell_2 \) operator norm of \( A \). The minimum singular value of \( A \in \mathbb{R}^{m \times n} \) is given by

\[
\sigma_{\text{min}}(A) = \begin{cases} \sigma_r(A) & r = \min \{m, n\} \\ 0 & r < \min \{m, n\}, \end{cases}
\]

which is positive if and only if \( A \) is full rank.

The singular values of a symmetric matrix are the absolute values of its nonzero eigenvalues, sorted into descending order. The singular values of a symmetric positive semidefinite matrix are the same as its nonzero eigenvalues.

The condition number of a nonsingular \( A \in \mathbb{R}^{n \times n} \), denoted \( \text{cond}(A) \) or \( \kappa(A) \), is defined as

\[
\text{cond}(A) = \frac{\|A\|_2 \|A^{-1}\|_2}{\sigma_{\text{max}}(A)/\sigma_{\text{min}}(A)}.
\]

**Pseudo-inverse**

Let \( A = U \Sigma V^T \) be the singular value decomposition of \( A \in \mathbb{R}^{m \times n} \), with \( \text{rank} \ A = r \). We define the pseudo-inverse or Moore-Penrose inverse of \( A \) as

\[
A^\dagger = V \Sigma^{-1} U^T \in \mathbb{R}^{n \times m}.
\]

Alternative expressions are

\[
A^\dagger = \lim_{\epsilon \to 0} (A^T A + \epsilon I)^{-1} A^T = \lim_{\epsilon \to 0} A^T (A A^T + \epsilon I)^{-1},
\]

where the limits are taken with \( \epsilon > 0 \), which ensures that the inverses in the expressions exist. If \( \text{rank} \ A = n \), then \( A^\dagger = (A^T A)^{-1} A^T \). If \( \text{rank} \ A = m \), then \( A^\dagger = A^T (A A^T)^{-1} \). If \( A \) is square and nonsingular, then \( A^\dagger = A^{-1} \).

The pseudo-inverse comes up in problems involving least-squares, minimum norm, quadratic minimization, and (Euclidean) projection. For example, \( A^\dagger b \) is a solution of the least-squares problem

\[
\text{minimize } \|Ax - b\|_2^2
\]

in general. When the solution is not unique, \( A^\dagger b \) gives the solution with minimum (Euclidean) norm. As another example, the matrix \( A A^\dagger = U U^T \) gives (Euclidean) projection on \( \mathcal{R}(A) \). The matrix \( A^\dagger A = V V^T \) gives (Euclidean) projection on \( \mathcal{R}(A^T) \).

The optimal value \( p^* \) of the (general, nonconvex) quadratic optimization problem

\[
\text{minimize } (1/2)x^T P x + q^T x + r,
\]

where \( P \in \mathbb{S}^n \), can be expressed as

\[
p^* = \begin{cases} - (1/2)q^T P^\dagger q + r & P \succeq 0, \quad q \in \mathcal{R}(P) \\ -\infty & \text{otherwise}. \end{cases}
\]

(This generalizes the expression \( p^* = -(1/2)q^T P^{-1} q + r \), valid for \( P \succ 0 \).)
A.5.5 Schur complement

Consider a matrix $X \in \mathbb{S}^n$ partitioned as

$$X = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix},$$

where $A \in \mathbb{S}^k$. If $\det A \neq 0$, the matrix

$$S = C - B^T A^{-1} B$$

is called the Schur complement of $A$ in $X$. Schur complements arise in several contexts, and appear in many important formulas and theorems. For example, we have

$$\det X = \det A \det S.$$

**Inverse of block matrix**

The Schur complement comes up in solving linear equations, by eliminating one block of variables. We start with

$$\begin{bmatrix} A & B \\ B^T & C \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} u \\ v \end{bmatrix},$$

and assume that $\det A \neq 0$. If we eliminate $x$ from the top block equation and substitute it into the bottom block equation, we obtain $v = B^T A^{-1} u + Sy$, so

$$y = S^{-1} (v - B^T A^{-1} u).$$

Substituting this into the first equation yields

$$x = \left( A^{-1} + A^{-1} BS^{-1} B^T A^{-1} \right) u - A^{-1} BS^{-1} v.$$

We can express these two equations as a formula for the inverse of a block matrix:

$$\begin{bmatrix} A & B \\ B^T & C \end{bmatrix}^{-1} = \begin{bmatrix} A^{-1} + A^{-1} BS^{-1} B^T A^{-1} & -A^{-1} BS^{-1} \\ -S^{-1} B^T A^{-1} & S^{-1} \end{bmatrix}.$$

In particular, we see that the Schur complement is the inverse of the $2 \times 2$ block entry of the inverse of $X$.

**Minimization and definiteness**

The Schur complement arises when you minimize a quadratic form over some of the variables. Suppose $A \succ 0$, and consider the minimization problem

$$\text{minimize } u^T A u + 2v^T B^T u + v^T C v \quad (A.13)$$

with variable $u$. The solution is $u = -A^{-1} B v$, and the optimal value is

$$\inf_u \begin{bmatrix} u \\ v \end{bmatrix}^T \begin{bmatrix} A & B \\ B^T & C \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = v^T S v. \quad (A.14)$$

From this we can derive the following characterizations of positive definiteness or semidefiniteness of the block matrix $X$:

- $X \succ 0$ if and only if $A \succ 0$ and $S \succ 0$.
- If $A \succ 0$, then $X \succeq 0$ if and only if $S \succeq 0$. 
**Schur complement with singular $A$**

Some Schur complement results have generalizations to the case when $A$ is singular, although the details are more complicated. As an example, if $A \succeq 0$ and $Bv \in \mathcal{R}(A)$, then the quadratic minimization problem (A.13) (with variable $u$) is solvable, and has optimal value

$$v^T (C - B^T A^\dagger B)v,$$

where $A^\dagger$ is the pseudo-inverse of $A$. The problem is unbounded if $Bv \not\in \mathcal{R}(A)$ or if $A \not\succeq 0$.

The range condition $Bv \in \mathcal{R}(A)$ can also be expressed as $(I - AA^\dagger)Bv = 0$, so we have the following characterization of positive semidefiniteness of the block matrix $X$:

$$X \succeq 0 \iff A \succeq 0, \quad (I - AA^\dagger)B = 0, \quad C - B^T A^\dagger B \succeq 0.$$

Here the matrix $C - B^T A^\dagger B$ serves as a generalization of the Schur complement, when $A$ is singular.
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Appendix B

Problems involving two quadratic functions

In this appendix we consider some optimization problems that involve two quadratic, but not necessarily convex, functions. Several strong results hold for these problems, even when they are not convex.

B.1 Single constraint quadratic optimization

We consider the problem with one constraint

\[
\begin{aligned}
\text{minimize} & \quad x^T A_0 x + 2b_0^T x + c_0 \\
\text{subject to} & \quad x^T A_1 x + 2b_1^T x + c_1 \leq 0,
\end{aligned}
\]

with variable \( x \in \mathbb{R}^n \), and problem parameters \( A_i \in \mathbb{S}^n, b_i \in \mathbb{R}^n, c_i \in \mathbb{R} \). We do not assume that \( A_i \succeq 0 \), so problem (B.1) is not a convex optimization problem.

The Lagrangian of (B.1) is

\[
L(x, \lambda) = x^T (A_0 + \lambda A_1) x + 2(b_0 + \lambda b_1)^T x + c_0 + \lambda c_1,
\]

and the dual function is

\[
g(\lambda) = \inf_x L(x, \lambda)
\]

\[
= \begin{cases} 
  c_0 + \lambda c_1 - (b_0 + \lambda b_1)^T (A_0 + \lambda A_1)^\dagger (b_0 + \lambda b_1) & A_0 + \lambda A_1 \succeq 0, \\
  -\infty & \text{otherwise}
\end{cases}
\]

(see §A.5.4). Using a Schur complement, we can express the dual problem as

\[
\begin{aligned}
\text{maximize} & \quad \gamma \\
\text{subject to} & \quad \lambda \geq 0 \\
& \quad \begin{bmatrix} A_0 + \lambda A_1 & b_0 + \lambda b_1 \\
(b_0 + \lambda b_1)^T & c_0 + \lambda c_1 - \gamma \end{bmatrix} \succeq 0,
\end{aligned}
\]

(B.2)
The first result is that strong duality holds for problem (B.1) and its Lagrange dual (B.2), provided Slater’s constraint qualification is satisfied, i.e., there exists an $x$ with $x^T A_1 x + 2b_1^T x + c_1 < 0$. In other words, if (B.1) is strictly feasible, the optimal values of (B.1) and (B.2) are equal. (A proof is given in §B.4.)

**Relaxation interpretation**

The dual of the SDP (B.2) is

$$
\begin{align*}
\text{minimize} & \quad \text{tr}(A_0 X) + 2b_0^T x + c_0 \\
\text{subject to} & \quad \text{tr}(A_1 X) + 2b_1^T x + c_1 \leq 0 \\
& \quad \begin{bmatrix} X & x \\ x^T & 1 \end{bmatrix} \succeq 0,
\end{align*}
$$

an SDP with variables $X \in S^n$, $x \in \mathbb{R}^n$. This dual SDP has an interesting interpretation in terms of the original problem (B.1).

We first note that (B.1) is equivalent to

$$
\begin{align*}
\text{minimize} & \quad \text{tr}(A_0 X) + 2b_0^T x + c_0 \\
\text{subject to} & \quad \text{tr}(A_1 X) + 2b_1^T x + c_1 \leq 0 \\
& \quad X = xx^T.
\end{align*}
$$

In this formulation we express the quadratic terms $x^T A_i x$ as $\text{tr}(A_i xx^T)$, and then introduce a new variable $X = xx^T$. Problem (B.4) has a linear objective function, one linear inequality constraint, and a nonlinear equality constraint $X = xx^T$. The next step is to replace the equality constraint by an inequality $X \succeq xx^T$:

$$
\begin{align*}
\text{minimize} & \quad \text{tr}(A_0 X) + b_0^T x + c_0 \\
\text{subject to} & \quad \text{tr}(A_1 X) + b_1^T x + c_1 \leq 0 \\
& \quad X \succeq xx^T.
\end{align*}
$$

This problem is called a relaxation of (B.4), since we have replaced one of the constraints with a looser constraint. Finally we note that the inequality in (B.5) can be expressed as a linear matrix inequality by using a Schur complement, which gives (B.3).

A number of interesting facts follow immediately from this interpretation of (B.3) as a relaxation of (B.1). First, it is obvious that the optimal value of (B.3) is less than or equal to the optimal value of (B.1), since we minimize the same objective function over a larger set. Second, we can conclude that if $X = xx^T$ at the optimum of (B.3), then $x$ must be optimal in (B.1).

Combining the result above, that strong duality holds between (B.1) and (B.2) (if (B.1) is strictly feasible), with strong duality between the dual SDPs (B.2) and (B.3), we conclude that strong duality holds between the original, nonconvex quadratic problem (B.1), and the SDP relaxation (B.3), provided (B.1) is strictly feasible.
B.2 The S-procedure

The next result is a theorem of alternatives for a pair of (nonconvex) quadratic inequalities. Let $A_1, A_2 \in \mathbb{S}^n$, $b_1, b_2 \in \mathbb{R}^n$, $c_1, c_2 \in \mathbb{R}$, and suppose there exists an $\hat{x}$ with

$$\hat{x}^T A_2 \hat{x} + 2b_2^T \hat{x} + c_2 < 0.$$  

Then there exists an $x \in \mathbb{R}^n$ satisfying

$$x^T A_1 x + 2b_1^T x + c_1 < 0, \quad x^T A_2 x + 2b_2^T x + c_2 \leq 0, \quad (B.6)$$

if and only if there exists no $\lambda$ such that

$$\lambda \geq 0, \quad \begin{bmatrix} A_1 & b_1 \\ b_1^T & c_1 \end{bmatrix} + \lambda \begin{bmatrix} A_2 & b_2 \\ b_2^T & c_2 \end{bmatrix} \succeq 0. \quad (B.7)$$

In other words, (B.6) and (B.7) are strong alternatives.

This result is readily shown to be equivalent to the result from §B.1, and a proof is given in §B.4. Here we point out that the two inequality systems are clearly weak alternatives, since (B.6) and (B.7) together lead to a contradiction:

$$0 \leq \begin{bmatrix} x \\ 1 \end{bmatrix}^T \left( \begin{bmatrix} A_1 & b_1 \\ b_1^T & c_1 \end{bmatrix} + \lambda \begin{bmatrix} A_2 & b_2 \\ b_2^T & c_2 \end{bmatrix} \right) \begin{bmatrix} x \\ 1 \end{bmatrix} = x^T A_1 x + 2b_1^T x + c_1 + \lambda(x^T A_2 x + 2b_2^T x + c_2) < 0.$$

This theorem of alternatives is sometimes called the S-procedure, and is usually stated in the following form: the implication

$$x^T F_1 x + 2g_1^T x + h_1 \leq 0 \quad \implies \quad x^T F_2 x + 2g_2^T x + h_2 \leq 0,$$

where $F_i \in \mathbb{S}^n$, $g_i \in \mathbb{R}^n$, $h_i \in \mathbb{R}$, holds if and only if there exists a $\lambda$ such that

$$\lambda \geq 0, \quad \begin{bmatrix} F_2 & g_2 \\ g_2^T & h_2 \end{bmatrix} \preceq \lambda \begin{bmatrix} F_1 & g_1 \\ g_1^T & h_1 \end{bmatrix},$$

provided there exists a point $\hat{x}$ with $\hat{x}^T F_1 \hat{x} + 2g_1^T \hat{x} + h_1 < 0$. (Note that sufficiency is clear.)

**Example B.1 Ellipsoid containment.** An ellipsoid $\mathcal{E} \subseteq \mathbb{R}^n$ with nonempty interior can be represented as the sublevel set of a quadratic function,

$$\mathcal{E} = \{ x \mid x^T F x + 2g^T x + h \leq 0 \},$$

where $F \in \mathbb{S}_{++}$ and $h - g^T F^{-1} g < 0$. Suppose $\tilde{\mathcal{E}}$ is another ellipsoid with similar representation,

$$\tilde{\mathcal{E}} = \{ x \mid x^T \tilde{F} x + 2\tilde{g}^T x + \tilde{h} \leq 0 \},$$

with $\tilde{F} \in \mathbb{S}_{++}, \tilde{h} - \tilde{g}^T \tilde{F}^{-1} \tilde{g} < 0$. By the S-procedure, we see that $\mathcal{E} \subseteq \tilde{\mathcal{E}}$ if and only if there is a $\lambda > 0$ such that

$$\begin{bmatrix} \tilde{F} & \tilde{g} \\ \tilde{g}^T & \tilde{h} \end{bmatrix} \preceq \lambda \begin{bmatrix} F & g \\ g^T & h \end{bmatrix}.$$
B.3 The field of values of two symmetric matrices

The following result is the basis for the proof of the strong duality result in §B.1 and the S-procedure in §B.2. If $A, B \in S^n$, then for all $X \in S^n_+$, there exists an $x \in \mathbb{R}^n$ such that

$$x^T Ax = \text{tr}(AX), \quad x^T Bx = \text{tr}(BX).$$  \hspace{1cm} (B.8)

\begin{remark}
Geometric interpretation. This result has an interesting interpretation in terms of the set

$$W(A, B) = \{(x^T Ax, x^T Bx) \mid x \in \mathbb{R}^n\},$$

which is a cone in $\mathbb{R}^2$. It is the cone generated by the set

$$F(A, B) = \{(x^T Ax, x^T Bx) \mid \|x\|_2 = 1\},$$

which is called the 2-dimensional field of values of the pair $(A, B)$. Geometrically, $W(A, B)$ is the image of the set of rank-one positive semidefinite matrices under the linear transformation $f : S^n \to \mathbb{R}^2$ defined by

$$f(X) = (\text{tr}(AX), \text{tr}(BX)).$$

The result that for every $X \in S^n_+$ there exists an $x$ satisfying (B.8) means that

$$W(A, B) = f(S^n_+).$$

In other words, $W(A, B)$ is a convex cone.
\end{remark}

The proof is constructive and uses induction on the rank of $X$. Suppose it is true for all $X \in S^n_+$ with $1 \leq \text{rank} X \leq k$, where $k \geq 2$, that there exists an $x$ such that (B.8) holds. Then the result also holds if $\text{rank} X = k + 1$, as can be seen as follows. A matrix $X \in S^n$ with $\text{rank} X = k + 1$ can be expressed as $X = yy^T + Z$ where $y \neq 0$ and $Z \in S^n_+$ with $\text{rank} Z = k$. By assumption, there exists a $z$ such that $\text{tr}(AZ) = z^T Az$, $\text{tr}(BZ) = z^T Bz$. Therefore

$$\text{tr}(AX) = \text{tr}(A(yy^T + zz^T)), \quad \text{tr}(BX) = \text{tr}(B(yy^T + zz^T)).$$

The rank of $yy^T + zz^T$ is one or two, so by assumption there exists an $x$ such that (B.8) holds.

It is therefore sufficient to prove the result if $\text{rank} X = 2$. If $\text{rank} X = 0$ and $\text{rank} X = 1$ there is nothing to prove. If $\text{rank} X = 2$, we can factor $X$ as $X = VV^T$ where $V \in \mathbb{R}^{n \times 2}$, with linearly independent columns $v_1$ and $v_2$. Without loss of generality we can assume that $V^T AV$ is diagonal. (If $V^T AV$ is not diagonal we replace $V$ with $VP$ where $V^T AV = P \text{diag}(\lambda) P^T$ is the eigenvalue decomposition of $V^T AV$.) We will write $V^T AV$ and $V^T BV$ as

$$V^T AV = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}, \quad V^T BV = \begin{bmatrix} \sigma_1 & \gamma \\ \gamma & \sigma_2 \end{bmatrix},$$

and define

$$w = \begin{bmatrix} \text{tr}(AX) \\ \text{tr}(BX) \end{bmatrix} = \begin{bmatrix} \lambda_1 + \lambda_2 \\ \sigma_1 + \sigma_2 \end{bmatrix},$$
We need to show that \( w = (x^T Ax, x^T Bx) \) for some \( x \).

We distinguish two cases. First, assume \((0, \gamma)\) is a linear combination of the vectors \((\lambda_1, \sigma_1)\) and \((\lambda_2, \sigma_2)\):

\[
0 = z_1 \lambda_1 + z_2 \lambda_2, \quad \gamma = z_1 \sigma_1 + z_2 \sigma_2,
\]

for some \(z_1, z_2\). In this case we choose \(x = \alpha v_1 + \beta v_2\), where \(\alpha\) and \(\beta\) are determined by solving two quadratic equations in two variables

\[
\alpha^2 + 2\alpha \beta z_1 = 1, \quad \beta^2 + 2\alpha \beta z_2 = 1.
\]

This will give the desired result, since

\[
\begin{bmatrix}
(\alpha v_1 + \beta v_2)^T A (\alpha v_1 + \beta v_2) \\
(\alpha v_1 + \beta v_2)^T B (\alpha v_1 + \beta v_2)
\end{bmatrix} = \alpha^2 \begin{bmatrix}
\lambda_1 \\
\sigma_1
\end{bmatrix} + 2\alpha \beta \begin{bmatrix}
0 \\
\gamma
\end{bmatrix} + \beta^2 \begin{bmatrix}
\lambda_2 \\
\sigma_2
\end{bmatrix} = \begin{bmatrix}
\lambda_1 + \lambda_2 \\
\sigma_1 + \sigma_2
\end{bmatrix}.
\]

It remains to show that the equations (B.9) are solvable. To see this, we first note that \(\alpha\) and \(\beta\) must be nonzero, so we can write the equations equivalently as

\[
\alpha^2 (1 + 2(\beta/\alpha) z_1) = 1, \quad (\beta/\alpha)^2 + 2(\beta/\alpha)(z_2 - z_1) = 1.
\]

The equation \(t^2 + 2t(z_2 - z_1) = 1\) has a positive and a negative root. At least one of these roots (the root with the same sign as \(z_1\)) satisfies \(1 + 2t z_1 > 0\), so we can choose

\[
\alpha = \pm 1/\sqrt{1 + 2t z_1}, \quad \beta = t\alpha.
\]

This yields two solutions \((\alpha, \beta)\) that satisfy (B.9). (If both roots of \(t^2 + 2t(z_2 - z_1) = 1\) satisfy \(1 + 2t z_1 > 0\), we obtain four solutions.)

Next, assume that \((0, \gamma)\) is not a linear combination of \((\lambda_1, \sigma_1)\) and \((\lambda_2, \sigma_2)\). In particular, this means that \((\lambda_1, \sigma_1)\) and \((\lambda_2, \sigma_2)\) are linearly dependent. Therefore their sum \(w = (\lambda_1 + \lambda_2, \sigma_1 + \sigma_2)\) is a nonnegative multiple of \((\lambda_1, \sigma_1)\), or \((\lambda_2, \sigma_2)\), or both. If \(w = \alpha^2 (\lambda_1, \sigma_1)\) for some \(\alpha\), we can choose \(x = \alpha v_1\). If \(w = \beta^2 (\lambda_2, \sigma_2)\) for some \(\beta\), we can choose \(x = \beta v_2\).

## B.4 Proofs of the strong duality results

We first prove the S-procedure result given in §B.2. The assumption of strict feasibility of \(\hat{x}\) implies that the matrix

\[
\begin{bmatrix}
A_2 & b_2 \\
b_2^T & c_2
\end{bmatrix}
\]
has at least one negative eigenvalue. Therefore
\[ \tau \geq 0, \quad \tau \begin{bmatrix} A_2 & b_2 \\ b_2^T & c_2 \end{bmatrix} \succeq 0 \implies \tau = 0. \]

We can apply the theorem of alternatives for nonstrict linear matrix inequalities, given in example 5.14, which states that (B.7) is infeasible if and only if
\[ X \succeq 0, \quad \text{tr} \left( X \begin{bmatrix} A_1 & b_1 \\ b_1^T & c_1 \end{bmatrix} \right) < 0, \quad \text{tr} \left( X \begin{bmatrix} A_2 & b_2 \\ b_2^T & c_2 \end{bmatrix} \right) \leq 0 \]
is feasible. From §B.3 this is equivalent to feasibility of
\[ \begin{bmatrix} v \\ w \end{bmatrix}^T \begin{bmatrix} A_1 & b_1 \\ b_1^T & c_1 \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} < 0, \quad \begin{bmatrix} v \\ w \end{bmatrix}^T \begin{bmatrix} A_2 & b_2 \\ b_2^T & c_2 \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix} \leq 0. \]

If \( w \neq 0 \), then \( x = v/w \) is feasible in (B.6). If \( w = 0 \), we have \( v^T A_1 v < 0 \), \( v^T A_2 v \leq 0 \), so \( x = \hat{x} + tv \) satisfies
\[ x^T A_1 x + 2b_1^T x + c_1 = \hat{x}^T A_1 \hat{x} + 2b_1^T \hat{x} + c_1 + t^2 v^T A_1 v + 2t(A_1 \hat{x} + b_1)^T v \]
\[ x^T A_2 x + 2b_2^T x + c_2 = \hat{x}^T A_2 \hat{x} + 2b_2^T \hat{x} + c_2 + t^2 v^T A_2 v + 2t(A_2 \hat{x} + b_2)^T v \]
\[ < 2t(A_2 \hat{x} + b_2)^T v, \]
i.e., \( x \) becomes feasible as \( t \to \pm \infty \), depending on the sign of \( (A_2 \hat{x} + b_2)^T v \).

Finally, we prove the result in §B.1, i.e., that the optimal values of (B.1) and (B.2) are equal if (B.1) is strictly feasible. To do this we note that \( \gamma \) is a lower bound for the optimal value of (B.1) if
\[ x^T A_1 x + b_1^T x + c_1 \leq 0 \implies x^T A_0 x + b_0^T x + c_0 \geq \gamma. \]

By the S-procedure this is true if and only if there exists a \( \lambda \geq 0 \) such that
\[ \begin{bmatrix} A_0 & b_0 \\ b_0^T & c_0 - \gamma \end{bmatrix} + \lambda \begin{bmatrix} A_1 & b_1 \\ b_1^T & c_1 \end{bmatrix} \succeq 0, \]
i.e., \( \gamma, \lambda \) are feasible in (B.2).
The results in this appendix are known under different names in different disciplines. The term S-procedure is from control; see Boyd, El Ghaoui, Feron, and Balakrishnan [BEFB94, pages 23, 33] for a survey and references. Variations of the S-procedure are known in linear algebra in the context of joint diagonalization of a pair of symmetric matrices; see, for example, Calabi [Cal64] and Uhlig [Uhl79]. Special cases of the strong duality result are studied in the nonlinear programming literature on trust-region methods (Stern and Wolkowicz [SW95], Nocedal and Wright [NW99, page 78]).

Brickman [Bri61] proves that the field of values of a pair of matrices $A, B \in \mathbb{S}^n$ (i.e., the set $F(A, B)$ defined in remark B.1) is a convex set if $n > 2$, and that the set $W(A, B)$ is a convex cone (for any $n$). Our proof in §B.3 is based on Hestenes [Hes68]. Many related results and additional references can be found in Horn and Johnson [HJ91, §1.8] and Ben-Tal and Nemirovski [BTN01, §4.10.5].
Appendix C

Numerical linear algebra background

In this appendix we give a brief overview of some basic numerical linear algebra, concentrating on methods for solving one or more sets of linear equations. We focus on direct (i.e., noniterative) methods, and how problem structure can be exploited to improve efficiency. There are many important issues and methods in numerical linear algebra that we do not consider here, including numerical stability, details of matrix factorizations, methods for parallel or multiple processors, and iterative methods. For these (and other) topics, we refer the reader to the references given at the end of this appendix.

C.1 Matrix structure and algorithm complexity

We concentrate on methods for solving the set of linear equations

\[ Ax = b \]  \hspace{1cm} (C.1)  

where \( A \in \mathbb{R}^{n \times n} \) and \( b \in \mathbb{R}^n \). We assume \( A \) is nonsingular, so the solution is unique for all values of \( b \), and given by \( x = A^{-1}b \). This basic problem arises in many optimization algorithms, and often accounts for most of the computation. In the context of solving the linear equations (C.1), the matrix \( A \) is often called the coefficient matrix, and the vector \( b \) is called the righthand side.

The standard generic methods for solving (C.1) require a computational effort that grows approximately like \( n^3 \). These methods assume nothing more about \( A \) than nonsingularity, and so are generally applicable. For \( n \) several hundred or smaller, these generic methods are probably the best methods to use, except in the most demanding real-time applications. For \( n \) more than a thousand or so, the generic methods of solving \( Ax = b \) become less practical.
Coefficient matrix structure

In many cases the coefficient matrix $A$ has some special structure or form that can be exploited to solve the equation $Ax = b$ more efficiently, using methods tailored for the special structure. For example, in the Newton system $\nabla^2 f(x)\Delta x_{nt} = -\nabla f(x)$, the coefficient matrix is symmetric and positive definite, which allows us to use a solution method that is around twice as fast as the generic method (and also has better roundoff properties). There are many other types of structure that can be exploited, with computational savings (or algorithm speedup) that is usually far more than a factor of two. In many cases, the effort is reduced to something proportional to $n^2$ or even $n$, as compared to $n^3$ for the generic methods. Since these methods are usually applied when $n$ is at least a hundred, and often far larger, the savings can be dramatic.

A wide variety of coefficient matrix structures can be exploited. Simple examples related to the sparsity pattern (i.e., the pattern of zero and nonzero entries in the matrix) include banded, block diagonal, or sparse matrices. A more subtle exploitable structure is diagonal plus low rank. Many common forms of convex optimization problems lead to linear equations with coefficient matrices that have these exploitable structures. (There are many other matrix structures that can be exploited, e.g., Toeplitz, Hankel, and circulant, that we will not consider in this appendix.)

We refer to a generic method that does not exploit any sparsity pattern in the matrices as one for dense matrices. We refer to a method that does not exploit any structure at all in the matrices as one for unstructured matrices.

C.1.1 Complexity analysis via flop count

The cost of a numerical linear algebra algorithm is often expressed by giving the total number of floating-point operations or flops required to carry it out, as a function of various problem dimensions. We define a flop as one addition, subtraction, multiplication, or division of two floating-point numbers. (Some authors define a flop as one multiplication followed by one addition, so their flop counts are smaller by a factor up to two.) To evaluate the complexity of an algorithm, we count the total number of flops, express it as a function (usually a polynomial) of the dimensions of the matrices and vectors involved, and simplify the expression by ignoring all terms except the leading (i.e., highest order or dominant) terms.

As an example, suppose that a particular algorithm requires a total of

$$m^3 + 3m^2n + mn + 4mn^2 + 5m + 22$$

flops, where $m$ and $n$ are problem dimensions. We would normally simplify this flop count to

$$m^3 + 3m^2n + 4mn^2$$

flops, since these are the leading terms in the problem dimensions $m$ and $n$. If in addition we assumed that $m \ll n$, we would further simplify the flop count to $4mn^2$. 
Flop counts were originally popularized when floating-point operations were relatively slow, so counting the number gave a good estimate of the total computation time. This is no longer the case: Issues such as cache boundaries and locality of reference can dramatically affect the computation time of a numerical algorithm. However, flop counts can still give us a good rough estimate of the computation time of a numerical algorithm, and how the time grows with increasing problem size. Since a flop count no longer accurately predicts the computation time of an algorithm, we usually pay most attention to its order or orders, \( i.e. \), its largest exponents, and ignore differences in flop counts smaller than a factor of two or so. For example, an algorithm with flop count \( 5n^2 \) is considered comparable to one with a flop count \( 4n^2 \), but faster than an algorithm with flop count \( (1/3)n^3 \).

### C.1.2 Cost of basic matrix-vector operations

#### Vector operations

To compute the inner product \( x^T y \) of two vectors \( x, y \in \mathbb{R}^n \) we form the products \( x_i y_i \), and then add them, which requires \( n \) multiplies and \( n-1 \) additions, or \( 2n-1 \) flops. As mentioned above, we keep only the leading term, and say that the inner product requires \( 2n \) flops, or even more approximately, order \( n \) flops. A scalar-vector multiplication \( \alpha x \), where \( \alpha \in \mathbb{R} \) and \( x \in \mathbb{R}^n \) costs \( n \) flops. The addition \( x + y \) of two vectors \( x, y \in \mathbb{R}^n \) also costs \( n \) flops.

If the vectors \( x \) and \( y \) are sparse, \( i.e. \), have only a few nonzero terms, these basic operations can be carried out faster (assuming the vectors are stored using an appropriate data structure). For example, if \( x \) is a sparse vector with \( N \) nonzero entries, then the inner product \( x^T y \) can be computed in \( 2N \) flops.

#### Matrix-vector multiplication

A matrix-vector multiplication \( y = Ax \) where \( A \in \mathbb{R}^{m \times n} \) costs \( 2mn \) flops: We have to calculate \( m \) components of \( y \), each of which is the product of a row of \( A \) with \( x \), \( i.e. \), an inner product of two vectors in \( \mathbb{R}^n \).

Matrix-vector products can often be accelerated by taking advantage of structure in \( A \). For example, if \( A \) is diagonal, then \( Ax \) can be computed in \( n \) flops, instead of \( 2n^2 \) flops for multiplication by a general \( n \times n \) matrix. More generally, if \( A \) is sparse, with only \( N \) nonzero elements (out of \( mn \)), then \( 2N \) flops are needed to form \( Ax \), since we can skip multiplications and additions with zero.

As a less obvious example, suppose the matrix \( A \) has rank \( p \ll \min\{m, n\} \), and is represented (stored) in the factored form \( A = UV \), where \( U \in \mathbb{R}^{m \times p} \), \( V \in \mathbb{R}^{p \times n} \). Then we can compute \( Ax \) by first computing \( Vx \) (which costs \( 2pn \) flops), and then computing \( U(Vx) \) (which costs \( 2mp \) flops), so the total is \( 2p(m + n) \) flops. Since \( p \ll \min\{m, n\} \), this is small compared to \( 2mn \).

#### Matrix-matrix multiplication

The matrix-matrix product \( C = AB \), where \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{n \times p} \), costs \( 2mnp \) flops. We have \( mp \) elements in \( C \) to calculate, each of which is an inner product of
two vectors of length \( n \). Again, we can often make substantial savings by taking advantage of structure in \( A \) and \( B \). For example, if \( A \) and \( B \) are sparse, we can accelerate the multiplication by skipping additions and multiplications with zero.

If \( m = p \) and we know that \( C \) is symmetric, then we can calculate the matrix product in \( m^2n \) flops, since we only have to compute the \((1/2)m(m + 1)\) elements in the lower triangular part.

To form the product of several matrices, we can carry out the matrix-matrix multiplications in different ways, which have different flop counts in general. The simplest example is computing the product \( D = ABC \), where \( A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{n \times p}, \) and \( C \in \mathbb{R}^{p \times q} \). Here we can compute \( D \) in two ways, using matrix-matrix multiplies. One method is to first form the product \( AB \) (\( 2mpn \) flops), and then form \( D = (AB)C \) (\( 2mpq \) flops), so the total is \( 2mp(n+q) \) flops. Alternatively, we can first form the product \( BC \) (\( 2npq \) flops), and then form \( D = A(BC) \) (\( 2mnq \) flops), with a total of \( 2nq(m+p) \) flops. The first method is better when \( 2mp(n+q) < 2nq(m+p) \), i.e., when

\[
\frac{1}{n} + \frac{1}{q} < \frac{1}{m} + \frac{1}{p}.
\]

This assumes that no structure of the matrices is exploited in carrying out matrix-matrix products.

For products of more than three matrices, there are many ways to parse the product into matrix-matrix multiplications. Although it is not hard to develop an algorithm that determines the best parsing (i.e., the one with the fewest required flops) given the matrix dimensions, in most applications the best parsing is clear.

### C.2 Solving linear equations with factored matrices

#### C.2.1 Linear equations that are easy to solve

We start by examining some cases for which \( Ax = b \) is easily solved, i.e., \( x = A^{-1}b \) is easily computed.

**Diagonal matrices**

Suppose \( A \) is diagonal and nonsingular (i.e., \( a_{ii} \neq 0 \) for all \( i \)). The set of linear equations \( Ax = b \) can be written as \( a_{ii}x_i = b_i, i = 1, \ldots, n \). The solution is given by \( x_i = b_i/a_{ii} \), and can be calculated in \( n \) flops.

**Lower triangular matrices**

A matrix \( A \in \mathbb{R}^{n \times n} \) is lower triangular if \( a_{ij} = 0 \) for \( j > i \). A lower triangular matrix is called unit lower triangular if the diagonal elements are equal to one. A lower triangular matrix is nonsingular if and only if \( a_{ii} \neq 0 \) for all \( i \).
Suppose $A$ is lower triangular and nonsingular. The equations $Ax = b$ are

$$
\begin{bmatrix}
  a_{11} & 0 & \cdots & 0 \\
  a_{21} & a_{22} & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{n1} & a_{n2} & \cdots & a_{nn}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{bmatrix} =
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_n
\end{bmatrix}.
$$

From the first row, we have $a_{11}x_1 = b_1$, from which we conclude $x_1 = b_1/a_{11}$. From the second row we have $a_{21}x_1 + a_{22}x_2 = b_2$, so we can express $x_2$ as $x_2 = (b_2 - a_{21}x_1)/a_{22}$. (We have already computed $x_1$, so every number on the righthand side is known.) Continuing this way, we can express each component of $x$ in terms of previous components, yielding the algorithm

$$
\begin{align*}
x_1 &:= b_1/a_{11} \\
x_2 &:= (b_2 - a_{21}x_1)/a_{22} \\
x_3 &:= (b_3 - a_{31}x_1 - a_{32}x_2)/a_{33} \\
\vdots \\
x_n &:= (b_n - a_{n1}x_1 - a_{n2}x_2 - \cdots - a_{n,n-1}x_{n-1})/a_{nn}.
\end{align*}
$$

This procedure is called *forward substitution*, since we successively compute the components of $x$ by substituting the known values into the next equation.

Let us give a flop count for forward substitution. We start by calculating $x_1$ (1 flop). We substitute $x_1$ in the second equation to find $x_2$ (3 flops), then substitute $x_1$ and $x_2$ in the third equation to find $x_3$ (5 flops), etc. The total number of flops is

$$
1 + 3 + 5 + \cdots + (2n - 1) = n^2.
$$

Thus, when $A$ is lower triangular and nonsingular, we can compute $x = A^{-1}b$ in $n^2$ flops.

If the matrix $A$ has additional structure, in addition to being lower triangular, then forward substitution can be more efficient than $n^2$ flops. For example, if $A$ is sparse (or banded), with at most $k$ nonzero entries per row, then each forward substitution step requires at most $2k + 1$ flops, so the overall flop count is $2(k+1)n$, or $2kn$ after dropping the term $2n$.

**Upper triangular matrices**

A matrix $A \in \mathbb{R}^{n \times n}$ is *upper triangular* if $A^T$ is lower triangular, i.e., if $a_{ij} = 0$ for $j < i$. We can solve linear equations with nonsingular upper triangular coefficient matrix in a way similar to forward substitution, except that we start by calculating $x_n$, then $x_{n-1}$, and so on. The algorithm is

$$
\begin{align*}
x_n &:= b_n/a_{nn} \\
x_{n-1} &:= (b_{n-1} - a_{n-1,n}x_n)/a_{n-1,n-1} \\
x_{n-2} &:= (b_{n-2} - a_{n-2,n-1}x_{n-1} - a_{n-2,n}x_n)/a_{n-2,n-2} \\
\vdots \\
x_1 &:= (b_1 - a_{12}x_2 - a_{13}x_3 - \cdots - a_{1n}x_n)/a_{11}.
\end{align*}
$$
This is called \textit{backward substitution} or \textit{back substitution} since we determine the coefficients in backward order. The cost to compute $x = A^{-1}b$ via backward substitution is $n^2$ flops. If $A$ is upper triangular and sparse (or banded), with at most $k$ nonzero entries per row, then back substitution costs $2kn$ flops.

\textbf{Orthogonal matrices}

A matrix $A \in \mathbb{R}^{n \times n}$ is \textit{orthogonal} if $A^T A = I$, \textit{i.e.}, $A^{-1} = A^T$. In this case we can compute $x = A^{-1}b$ by a simple matrix-vector product $x = A^T b$, which costs $2n^2$ in general.

If the matrix $A$ has additional structure, we can compute $x = A^{-1}b$ even more efficiently than $2n^2$ flops. For example, if $A$ has the form $A = I - 2uu^T$, where $\|u\|_2 = 1$, we can compute

$$x = A^{-1}b = (I - 2uu^T)^T b = b - 2(u^T b)u$$

by first computing $u^T b$, then forming $b - 2(u^T b)u$, which costs $4n$ flops.

\textbf{Permutation matrices}

Let $\pi = (\pi_1, \ldots, \pi_n)$ be a permutation of $(1, 2, \ldots, n)$. The associated \textit{permutation matrix} $A \in \mathbb{R}^{n \times n}$ is given by

$$A_{ij} = \begin{cases} 1 & j = \pi_i \\ 0 & \text{otherwise} \end{cases}$$

In each row (or column) of a permutation matrix there is exactly one entry with value one; all other entries are zero. Multiplying a vector by a permutation matrix simply permutes its coefficients:

$$Ax = (x_{\pi_1}, \ldots, x_{\pi_n}).$$

The inverse of a permutation matrix is the permutation matrix associated with the inverse permutation $\pi^{-1}$. This turns out to be $A^T$, which shows that permutation matrices are orthogonal.

If $A$ is a permutation matrix, solving $Ax = b$ is very easy: $x$ is obtained by permuting the entries of $b$ by $\pi^{-1}$. This requires no floating point operations, according to our definition (but, depending on the implementation, might involve copying floating point numbers). We can reach the same conclusion from the equation $x = A^T b$. The matrix $A^T$ (like $A$) has only one nonzero entry per row, with value one. Thus no additions are required, and the only multiplications required are by one.

\textbf{C.2.2 The factor-solve method}

The basic approach to solving $Ax = b$ is based on expressing $A$ as a product of nonsingular matrices,

$$A = A_1 A_2 \cdots A_k,$$
C.2 Solving linear equations with factored matrices

so that
\[ x = A^{-1}b = A_k^{-1}A_{k-1}^{-1} \cdots A_1^{-1}b. \]

We can compute \( x \) using this formula, working from right to left:
\[
\begin{align*}
    z_1 & := A_1^{-1}b \\
    z_2 & := A_2^{-1}z_1 = A_2^{-1}A_1^{-1}b \\
    \vdots \\
    z_{k-1} & := A_{k-1}^{-1}z_{k-2} = A_{k-1}^{-1} \cdots A_1^{-1}b \\
    x & := A_k^{-1}z_{k-1} = A_k^{-1} \cdots A_1^{-1}b.
\end{align*}
\]

The \( i \)th step of this process requires computing \( z_i = A_i^{-1}z_{i-1} \), i.e., solving the linear equations \( A_iz_i = z_{i-1} \). If each of these equations is easy to solve (e.g., if \( A_i \) is diagonal, lower or upper triangular, a permutation, etc.), this gives a method for computing \( x = A^{-1}b \).

The step of expressing \( A \) in factored form (i.e., computing the factors \( A_i \)) is called the factorization step, and the process of computing \( x = A^{-1}b \) recursively, by solving a sequence problems of the form \( A_iz_i = z_{i-1} \), is often called the solve step. The total flop count for solving \( Ax = b \) using this factor-solve method is \( f + s \), where \( f \) is the flop count for computing the factorization, and \( s \) is the total flop count for the solve step. In many cases, the cost of the factorization, \( f \), dominates the total solve cost \( s \). In this case, the cost of solving \( Ax = b \), i.e., computing \( x = A^{-1}b \), is just \( f \).

Solving equations with multiple right-hand sides

Suppose we need to solve the equations
\[
Ax_1 = b_1, \quad Ax_2 = b_2, \quad \ldots, \quad Ax_m = b_m,
\]
where \( A \in \mathbb{R}^{n \times n} \) is nonsingular. In other words, we need to solve \( m \) sets of linear equations, with the same coefficient matrix, but different right-hand sides. Alternatively, we can think of this as computing the matrix
\[
X = A^{-1}B
\]
where
\[
X = \begin{bmatrix} x_1 & x_2 & \cdots & x_m \end{bmatrix} \in \mathbb{R}^{n \times m}, \quad B = \begin{bmatrix} b_1 & b_2 & \cdots & b_m \end{bmatrix} \in \mathbb{R}^{n \times m}.
\]
To do this, we first factor \( A \), which costs \( f \). Then for \( i = 1, \ldots, m \) we compute \( A^{-1}b_i \) using the solve step. Since we only factor \( A \) once, the total effort is
\[
f + ms.
\]
In other words, we amortize the factorization cost over the set of \( m \) solves. Had we (needlessly) repeated the factorization step for each \( i \), the cost would be \( m(f + s) \).

When the factorization cost \( f \) dominates the solve cost \( s \), the factor-solve method allows us to solve a small number of linear systems, with the same coefficient matrix, at essentially the same cost as solving one. This is because the most expensive step, the factorization, is done only once.
We can use the factor-solve method to compute the inverse $A^{-1}$ by solving $Ax = e_i$ for $i = 1, \ldots, n$, i.e., by computing $A^{-1} I$. This requires one factorization and $n$ solves, so the cost is $f + ns$.

### C.3 LU, Cholesky, and LDL^T factorization

#### C.3.1 LU factorization

Every nonsingular matrix $A \in \mathbb{R}^{n \times n}$ can be factored as

$$A = PLU$$

where $P \in \mathbb{R}^{n \times n}$ is a permutation matrix, $L \in \mathbb{R}^{n \times n}$ is unit lower triangular, and $U \in \mathbb{R}^{n \times n}$ is upper triangular and nonsingular. This is called the **LU factorization** of $A$. We can also write the factorization as $P^T A = LU$, where the matrix $P^T A$ is obtained from $A$ by re-ordering the rows. The standard algorithm for computing an LU factorization is called **Gaussian elimination with partial pivoting** or **Gaussian elimination with row pivoting**. The cost is $(2/3)n^3$ flops if no structure in $A$ is exploited, which is the case we consider first.

**Solving sets of linear equations using the LU factorization**

The LU factorization, combined with the factor-solve approach, is the standard method for solving a general set of linear equations $Ax = b$.

**Algorithm C.1** Solving linear equations by LU factorization.

1. **LU factorization.** Factor $A$ as $A = PLU$ ($(2/3)n^3$ flops).
2. **Permutation.** Solve $Pz_1 = b$ (0 flops).
3. **Forward substitution.** Solve $Lz_2 = z_1$ ($n^2$ flops).
4. **Backward substitution.** Solve $Ux = z_2$ ($n^2$ flops).

The total cost is $(2/3)n^3 + 2n^2$, or $(2/3)n^3$ flops if we keep only the leading term.

If we need to solve multiple sets of linear equations with different righthand sides, i.e., $Ax_i = b_i$, $i = 1, \ldots, m$, the cost is

$$(2/3)n^3 + 2mn^2,$$

since we factor $A$ once, and carry out $m$ pairs of forward and backward substitutions. For example, we can solve two sets of linear equations, with the same coefficient matrix but different righthand sides, at essentially the same cost as solving one. We can compute the inverse $A^{-1}$ by solving the equations $Ax_i = e_i$, where $x_i$ is the $i$th column of $A^{-1}$, and $e_i$ is the $i$th unit vector. This costs $(8/3)n^3$, i.e., about $3n^3$ flops.

If the matrix $A$ has certain structure, for example banded or sparse, the LU factorization can be computed in less than $(2/3)n^3$ flops, and the associated forward and backward substitutions can also be carried out more efficiently.
LU factorization of banded matrices

Suppose the matrix $A \in \mathbb{R}^{n \times n}$ is banded, i.e., $a_{ij} = 0$ if $|i - j| > k$, where $k < n - 1$ is called the bandwidth of $A$. We are interested in the case where $k \ll n$, i.e., the bandwidth is much smaller than the size of the matrix. In this case an LU factorization of $A$ can be computed in roughly $4nk^2$ flops. The resulting upper triangular matrix $U$ has bandwidth at most $2k$, and the lower triangular matrix $L$ has at most $k + 1$ nonzeros per column, so the forward and back substitutions can be carried out in order $6nk$ flops. Therefore if $A$ is banded, the linear equations $Ax = b$ can be solved in about $4nk^2$ flops.

LU factorization of sparse matrices

When the matrix $A$ is sparse, the LU factorization usually includes both row and column permutations, i.e., $A$ is factored as

$$A = P_1LU P_2,$$

where $P_1$ and $P_2$ are permutation matrices, $L$ is lower triangular, and $U$ is upper triangular. If the factors $L$ and $U$ are sparse, the forward and backward substitutions can be carried out efficiently, and we have an efficient method for solving $Ax = b$. The sparsity of the factors $L$ and $U$ depends on the permutations $P_1$ and $P_2$, which are chosen in part to yield relatively sparse factors.

The cost of computing the sparse LU factorization depends in a complicated way on the size of $A$, the number of nonzero elements, its sparsity pattern, and the particular algorithm used, but is often dramatically smaller than the cost of a dense LU factorization. In many cases the cost grows approximately linearly with $n$, when $n$ is large. This means that when $A$ is sparse, we can solve $Ax = b$ very efficiently, often with an order approximately $n$.

C.3.2 Cholesky factorization

If $A \in \mathbb{R}^{n \times n}$ is symmetric and positive definite, then it can be factored as

$$A = LL^T$$

where $L$ is lower triangular and nonsingular with positive diagonal elements. This is called the Cholesky factorization of $A$, and can be interpreted as a symmetric LU factorization (with $L = U^T$). The matrix $L$, which is uniquely determined by $A$, is called the Cholesky factor of $A$. The cost of computing the Cholesky factorization of a dense matrix, i.e., without exploiting any structure, is $(1/3)n^3$ flops, half the cost of an LU factorization.

Solving positive definite sets of equations using Cholesky factorization

The Cholesky factorization can be used to solve $Ax = b$ when $A$ is symmetric positive definite.
Algorithm C.2  Solving linear equations by Cholesky factorization.

given a set of linear equations \( Ax = b \), with \( A \in S^n_{++} \).
1. Cholesky factorization. Factor \( A \) as \( A = LL^T \) ((1/3)\(n^3\) flops).
2. Forward substitution. Solve \( Lz_1 = b \) (\(n^2\) flops).
3. Backward substitution. Solve \( L^T x = z_1 \) (\(n^2\) flops).

The total cost is \((1/3)n^3 + 2n^2\), or roughly \((1/3)n^3\) flops.

There are specialized algorithms, with a complexity much lower than \((1/3)n^3\),
for Cholesky factorization of banded and sparse matrices.

Cholesky factorization of banded matrices

If \( A \) is symmetric positive definite and banded with bandwidth \( k \),
then its Cholesky factor \( L \) is banded with bandwidth \( k \), and can be calculated in \(nk^2\) flops.
The cost of the associated solve step is \(4nk\) flops.

Cholesky factorization of sparse matrices

When \( A \) is symmetric positive definite and sparse, it is usually factored as

\[ A = PLL^TP^T, \]

where \( P \) is a permutation matrix and \( L \) is lower triangular with positive diagonal elements.
We can also express this as \( P^TAP = LL^T \), i.e., \( LL^T \) is the Cholesky factorization of \( P^TAP \).
We can interpret this as first re-ordering the variables and equations, and then forming the (standard) Cholesky factorization of the resulting permuted matrix.
Since \( P^TAP \) is positive definite for any permutation matrix \( P \),
we are free to choose any permutation matrix; for each choice there is a unique associated Cholesky factor \( L \).
The choice of \( P \), however, can greatly affect the sparsity of the factor \( L \),
which in turn can greatly affect the efficiency of solving \( Ax = b \).
Various heuristic methods are used to select a permutation \( P \) that leads
to a sparse factor \( L \).

Example C.1  Cholesky factorization with an arrow sparsity pattern.
Consider a sparse matrix of the form

\[ A = \begin{bmatrix} 1 & u^T \\ u & D \end{bmatrix} \]

where \( D \in \mathbb{R}^{n \times n} \) is positive diagonal, and \( u \in \mathbb{R}^n \).
It can be shown that \( A \) is positive definite if \( u^TD^{-1}u < 1 \).
The Cholesky factorization of \( A \) is

\[ \begin{bmatrix} 1 & u^T \\ u & D \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ u & L \end{bmatrix} \begin{bmatrix} 1 & u^T \\ 0 & L^T \end{bmatrix} \] (C.2)

where \( L \) is lower triangular with \( LL^T = D - uu^T \). For general \( u \),
the matrix \( D - uu^T \) is dense, so we can expect \( L \) to be dense.
Although the matrix \( A \) is very sparse
(most of its rows have just two nonzero elements),
it Cholesky factors are almost completely dense.
On the other hand, suppose we permute the first row and column of $A$ to the end. After this re-ordering, we obtain the Cholesky factorization

$$
\begin{bmatrix}
D & u \\
 u^T & 1
\end{bmatrix} =
\begin{bmatrix}
D^{1/2} & 0 \\
 u^T D^{-1/2} & \sqrt{1 - u^T D^{-1} u}
\end{bmatrix}
\begin{bmatrix}
D^{1/2} & D^{-1/2} u \\
 0 & \sqrt{1 - u^T D^{-1} u}
\end{bmatrix}.
$$

Now the Cholesky factor has a diagonal 1,1 block, so it is very sparse.

This example illustrates that the re-ordering greatly affects the sparsity of the Cholesky factors. Here it was quite obvious what the best permutation is, and all good re-ordering heuristics would select this re-ordering and permute the dense row and column to the end. For more complicated sparsity patterns, it can be very difficult to find the ‘best’ re-ordering (i.e., resulting in the greatest number of zero elements in $L$), but various heuristics provide good suboptimal permutations.

For the sparse Cholesky factorization, the re-ordering permutation $P$ is often determined using only sparsity pattern of the matrix $A$, and not the particular numerical values of the nonzero elements of $A$. Once $P$ is chosen, we can also determine the sparsity pattern of $L$ without knowing the numerical values of the nonzero entries of $A$. These two steps combined are called the symbolic factorization of $A$, and form the first step in a sparse Cholesky factorization. In contrast, the permutation matrices in a sparse LU factorization do depend on the numerical values in $A$, in addition to its sparsity pattern.

The symbolic factorization is then followed by the numerical factorization, i.e., the calculation of the nonzero elements of $L$. Software packages for sparse Cholesky factorization often include separate routines for the symbolic and the numerical factorization. This is useful in many applications, because the cost of the symbolic factorization is significant, and often comparable to the numerical factorization. Suppose, for example, that we need to solve $m$ sets of linear equations

$$
A_1 x = b_1, \quad A_2 x = b_2, \quad \ldots, \quad A_m x = b_m,
$$

where the matrices $A_i$ are symmetric positive definite, with different numerical values, but the same sparsity pattern. Suppose the cost of a symbolic factorization is $f_{\text{symb}}$, the cost of a numerical factorization is $f_{\text{num}}$, and the cost of the solve step is $s$. Then we can solve the $m$ sets of linear equations in

$$
f_{\text{symb}} + m(f_{\text{num}} + s)
$$

flops, since we only need to carry out the symbolic factorization once, for all $m$ sets of equations. If instead we carry out a separate symbolic factorization for each set of linear equations, the flop count is $m(f_{\text{symb}} + f_{\text{num}} + s)$.

### C.3.3 LDL$^T$ factorization

Every nonsingular symmetric matrix $A$ can be factored as

$$
A = PDL^T P^T
$$
where $P$ is a permutation matrix, $L$ is lower triangular with positive diagonal elements, and $D$ is block diagonal, with nonsingular $1 \times 1$ and $2 \times 2$ diagonal blocks. This is called an $LDL^T$ factorization of $A$. (The Cholesky factorization can be considered a special case of $LDL^T$ factorization, with $P = I$ and $D = I$.) An $LDL^T$ factorization can be computed in $(1/3)n^3$ flops, if no structure of $A$ is exploited.

Algorithm C.3 Solving linear equations by $LDL^T$ factorization.

given a set of linear equations $Ax = b$, with $A \in S^n$ nonsingular.

1. $LDL^T$ factorization. Factor $A$ as $A = PLDL^TP$ ($(1/3)n^3$ flops).
2. Permutation. Solve $P_{21}z_1 = b$ (0 flops).
3. Forward substitution. Solve $L_{22}z_2 = z_1$ ($n^2$ flops).
4. (Block) diagonal solve. Solve $D_{22}z_3 = z_2$ (order $n$ flops).
5. Backward substitution. Solve $L^T_{21}z_4 = z_3$ ($n^2$ flops).
6. Permutation. Solve $P_{11}x = z_4$ (0 flops).

The total cost is, keeping only the dominant term, $(1/3)n^3$ flops.

$LDL^T$ factorization of banded and sparse matrices

As with the LU and Cholesky factorizations, there are specialized methods for calculating the $LDL^T$ factorization of a sparse or banded matrix. These are similar to the analogous methods for Cholesky factorization, with the additional factor $D$. In a sparse $LDL^T$ factorization, the permutation matrix $P$ cannot be chosen only on the basis of the sparsity pattern of $A$ (as in a sparse Cholesky factorization); it also depends on the particular nonzero values in the matrix $A$.

C.4 Block elimination and Schur complements

C.4.1 Eliminating a block of variables

In this section we describe a general method that can be used to solve $Ax = b$ by first eliminating a subset of the variables, and then solving a smaller system of linear equations for the remaining variables. For a dense unstructured matrix, this approach gives no advantage. But when the submatrix of $A$ associated with the eliminated variables is easily factored (for example, if it is block diagonal or banded) the method can be substantially more efficient than a general method.

Suppose we partition the variable $x \in \mathbb{R}^n$ into two blocks or subvectors,

$$x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix},$$

where $x_1 \in \mathbb{R}^{n_1}$, $x_2 \in \mathbb{R}^{n_2}$. We conformally partition the linear equations $Ax = b$ as

$$\begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}.$$  \hfill (C.3)
where \( A_{11} \in \mathbb{R}^{n_1 \times n_1} \), \( A_{22} \in \mathbb{R}^{n_2 \times n_2} \). Assuming that the submatrix \( A_{11} \) is invertible, we can eliminate \( x_1 \) from the equations, as follows. Using the first equation, we can express \( x_1 \) in terms of \( x_2 \):

\[
x_1 = A_{11}^{-1}(b_1 - A_{12}x_2).
\]

(C.4)

Substituting this expression into the second equation yields

\[
(A_{22} - A_{21}A_{11}^{-1}A_{12})x_2 = b_2 - A_{21}A_{11}^{-1}b_1.
\]

(C.5)

We refer to this as the reduced equation obtained by eliminating \( x_1 \) from the original equation. The reduced equation (C.5) and the equation (C.4) together are equivalent to the original equations (C.3). The matrix appearing in the reduced equation is called the Schur complement of the first block \( A_{11} \) in \( A \):

\[
S = A_{22} - A_{21}A_{11}^{-1}A_{12}
\]

(see also §A.5.5). The Schur complement \( S \) is nonsingular if and only if \( A \) is nonsingular.

The two equations (C.5) and (C.4) give us an alternative approach to solving the original system of equations (C.3). We first form the Schur complement \( S \), then find \( x_2 \) by solving (C.5), and then calculate \( x_1 \) from (C.4). We can summarize this method as follows.

**Algorithm C.4** Solving linear equations by block elimination.

given a nonsingular set of linear equations (C.3), with \( A_{11} \) nonsingular.

1. Form \( A_{11}^{-1}A_{12} \) and \( A_{11}^{-1}b_1 \).
2. Form \( S = A_{22} - A_{21}A_{11}^{-1}A_{12} \) and \( \tilde{b} = b_2 - A_{21}A_{11}^{-1}b_1 \).
3. Determine \( x_2 \) by solving \( Sx_2 = \tilde{b} \).
4. Determine \( x_1 \) by solving \( A_{11}x_1 = b_1 - A_{12}x_2 \).

**Remark C.1** Interpretation as block factor-solve. Block elimination can be interpreted in terms of the factor-solve approach described in §C.2.2, based on the factorization

\[
\begin{bmatrix}
  A_{11} & A_{12} \\
  A_{21} & A_{22}
\end{bmatrix}
= \begin{bmatrix}
  A_{11} & 0 \\
  A_{21} & S
\end{bmatrix}
\begin{bmatrix}
  I & A_{11}^{-1}A_{12} \\
  0 & I
\end{bmatrix},
\]

which can be considered a block LU factorization. This block LU factorization suggests the following method for solving (C.3). We first do a ‘block forward substitution’ to solve

\[
\begin{bmatrix}
  A_{11} & 0 \\
  A_{21} & S
\end{bmatrix}
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix}
= \begin{bmatrix}
  b_1 \\
  b_2
\end{bmatrix},
\]

and then solve

\[
\begin{bmatrix}
  I & A_{11}^{-1}A_{12} \\
  0 & I
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}
= \begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix}.
by ‘block backward substitution’. This yields the same expressions as the block elimination method:

\[
\begin{align*}
  z_1 &= A_{11}^{-1} b_1 \\
  z_2 &= S^{-1} (b_2 - A_{21} z_1) \\
  x_2 &= z_2 \\
  x_1 &= z_1 - A_{11}^{-1} A_{12} x_2.
\end{align*}
\]

In fact, the modern approach to the factor-solve method is based on block factor and solve steps like these, with the block sizes optimally chosen for the processor (or processors), cache sizes, etc.

**Complexity analysis of block elimination method**

To analyze the (possible) advantage of solving the set of linear equations using block elimination, we carry out a flop count. We let \( f \) and \( s \) denote the cost of factoring \( A_{11} \) and carrying out the associated solve step, respectively. To keep the analysis simple we assume (for now) that \( A_{12} \), \( A_{22} \), and \( A_{21} \) are treated as dense, unstructured matrices. The flop counts for each of the four steps in solving \( Ax = b \) using block elimination are:

1. Computing \( A_{11}^{-1} A_{12} \) and \( A_{11}^{-1} b_1 \) requires factoring \( A_{11} \) and carrying out \( n_2 + 1 \) solves, so it costs \( f + (n_2 + 1)s \), or just \( f + n_2 s \), dropping the dominated term \( s \).

2. Forming the Schur complement \( S \) requires the matrix multiply \( A_{21}(A_{11}^{-1} A_{12}) \), which costs \( 2n_2^3 n_1 \), and an \( n_2 \times n_2 \) matrix subtraction, which costs \( n_2^2 \) (and can be dropped). The cost of forming \( \tilde{b} = b_2 - A_{21} A_{11}^{-1} b_1 \) is dominated by the cost of forming \( S \), and so can be ignored. The total cost of step 2, ignoring dominated terms, is then \( 2n_2^2 n_1 \).

3. To compute \( x_2 = S^{-1} \tilde{b} \), we factor \( S \) and solve, which costs \((2/3)n_3^3\).

4. Forming \( b_1 - A_{12} x_2 \) costs \( 2n_1 n_2 + n_1 \) flops. To compute \( x_1 = A_{11}^{-1} (b_1 - A_{12} x_2) \), we can use the factorization of \( A_{11} \) already computed in step 1, so only the solve is necessary, which costs \( s \). Both of these costs are dominated by other terms, and can be ignored.

The total cost is then

\[
  f + n_2 s + 2n_2^3 n_1 + (2/3)n_3^3
\]

flops.

**Eliminating an unstructured matrix**

We first consider the case when no structure in \( A_{11} \) is exploited. We factor \( A_{11} \) using a standard LU factorization, so \( f = (2/3)n_3^3 \), and then solve using a forward and a backward substitution, so \( s = 2n_2^2 \). The flop count for solving the equations via block elimination is then

\[
  (2/3)n_1^3 + n_2(2n_1^2) + 2n_2^2 n_1 + (2/3)n_2^3 = (2/3)(n_1 + n_2)^3,
\]
which is the same as just solving the larger set of equations using a standard LU
factorization. In other words, solving a set of equations by block elimination gives
no advantage when no structure of $A_{11}$ is exploited.

On the other hand, when the structure of $A_{11}$ allows us to factor and solve
more efficiently than the standard method, block elimination can be more efficient
than applying the standard method.

**Eliminating a diagonal matrix**

If $A_{11}$ is diagonal, no factorization is needed, and we can carry out a solve in $n_1$
flops, so we have $f = 0$ and $s = n_1$. Substituting these values into (C.6) and
keeping only the leading terms yields

$$2n_2^2n_1 + (2/3)n_2^3,$$

flops, which is far smaller than $(2/3)(n_1 + n_2)^3$, the cost using the standard method.
In particular, the flop count of the standard method grows cubicly in $n_1$, whereas
for block elimination the flop count grows only linearly in $n_1$.

**Eliminating a banded matrix**

If $A_{11}$ is banded with bandwidth $k$, we can carry out the factorization in about
$f = 4k^2n_1$ flops, and the solve can be done in about $s = 6kn_1$ flops. The overall
complexity of solving $Ax = b$ using block elimination is

$$4k^2n_1 + 6n_2kn_1 + 2n_2^2n_1 + (2/3)n_2^3$$

flops. Assuming $k$ is small compared to $n_1$ and $n_2$, this simplifies to $2n_2^2n_1 + (2/3)n_2^3$
the same as when $A_{11}$ is diagonal. In particular, the complexity grows linearly in
$n_1$, as opposed to cubically in $n_1$ for the standard method.

A matrix for which $A_{11}$ is banded is sometimes called an *arrow matrix* since the
sparsity pattern, when $n_1 \gg n_2$, looks like an arrow pointing down and right. Block
elimination can solve linear equations with arrow structure far more efficiently than
the standard method.

**Eliminating a block diagonal matrix**

Suppose that $A_{11}$ is block diagonal, with (square) block sizes $m_1, \ldots, m_k$, where
$n_1 = m_1 + \cdots + m_k$. In this case we can factor $A_{11}$ by factoring each block
separately, and similarly we can carry out the solve step on each block separately.
Using standard methods for these we find

$$f = (2/3)m_1^3 + \cdots + (2/3)m_k^3, \quad s = 2m_1^2 + \cdots + 2m_k^2,$$

so the overall complexity of block elimination is

$$(2/3) \sum_{i=1}^{k} m_i^3 + 2n_2 \sum_{i=1}^{k} m_i^2 + 2n_2^2 \sum_{i=1}^{k} m_i + (2/3)n_2^3.$$

If the block sizes are small compared to $n_1$ and $n_1 \gg n_2$, the savings obtained by
block elimination is dramatic.
The linear equations $Ax = b$, where $A_{11}$ is block diagonal, are called partially separable for the following reason. If the subvector $x_2$ is fixed, the remaining equations decouple into $k$ sets of independent linear equations (which can be solved separately). The subvector $x_2$ is sometimes called the complicating variable since the equations are much simpler when $x_2$ is fixed. Using block elimination, we can solve partially separable linear equations far more efficiently than by using a standard method.

**Eliminating a sparse matrix**

If $A_{11}$ is sparse, we can eliminate $A_{11}$ using a sparse factorization and sparse solve steps, so the values of $f$ and $s$ in (C.6) are much less than for unstructured $A_{11}$. When $A_{11}$ in (C.3) is sparse and the other blocks are dense, and $n_2 \ll n_1$, we say that $A$ is a sparse matrix with a few dense rows and columns. Eliminating the sparse block $A_{11}$ provides an efficient method for solving equations which are sparse except for a few dense rows and columns.

An alternative is to simply apply a sparse factorization algorithm to the entire matrix $A$. Most sparse solvers will handle dense rows and columns, and select a permutation that results in sparse factors, and hence fast factorization and solve times. This is more straightforward than using block elimination, but often slower, especially in applications where we can exploit structure in the other blocks (see, e.g., example C.4).

**Remark C.2** As already suggested in remark C.1, these two methods for solving systems with a few dense rows and columns are closely related. Applying the elimination method by factoring $A_{11}$ and $S$ as

$$
A_{11} = P_1 L_1 U_1 P_2, \quad S = P_3 L_2 U_2,
$$

can be interpreted as factoring $A$ as

$$
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix} =
\begin{bmatrix}
P_1 & 0 \\
0 & P_3
\end{bmatrix}
\begin{bmatrix}
L_1 & 0 \\
0 & L_2
\end{bmatrix}
\begin{bmatrix}
P_1^{-1} P_2 A_{12} \\
0 & U_2
\end{bmatrix}
\begin{bmatrix}
P_2 & 0 \\
0 & I
\end{bmatrix},
$$

followed by forward and backward substitutions.

**C.4.2 Block elimination and structure**

**Symmetry and positive definiteness**

There are variants of the block elimination method that can be used when $A$ is symmetric, or symmetric and positive definite. When $A$ is symmetric, so are $A_{11}$ and the Schur complement $S$, so a symmetric factorization can be used for $A_{11}$ and $S$. Symmetry can also be exploited in the other operations, such as the matrix multiplies. Overall the savings over the nonsymmetric case is around a factor of two.
Positive definiteness can also be exploited in block elimination. When $A$ is symmetric and positive definite, so are $A_{11}$ and the Schur complement $S$, so Cholesky factorizations can be used.

**Exploiting structure in other blocks**

Our complexity analysis above assumes that we exploit no structure in the matrices $A_{12}$, $A_{21}$, $A_{22}$, and the Schur complement $S$, i.e., they are treated as dense. But in many cases there is structure in these blocks that can be exploited in forming the Schur complement, factoring it, and carrying out the solve steps. In such cases the computational savings of the block elimination method over a standard method can be even higher.

---

**Example C.2** *Block triangular equations.* Suppose that $A_{12} = 0$, i.e., the linear equations $Ax = b$ have block lower triangular structure:

$$
\begin{bmatrix}
A_{11} & 0 \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} =
\begin{bmatrix}
b_1 \\
b_2
\end{bmatrix}.
$$

In this case the Schur complement is just $S = A_{22}$, and the block elimination method reduces to block forward substitution:

$$
x_1 := A_{11}^{-1} b_1, \\
x_2 := A_{22}^{-1} (b_2 - A_{21} x_1).
$$

---

**Example C.3** *Block diagonal and banded systems.* Suppose that $A_{11}$ is block diagonal, with maximum block size $l \times l$, and that $A_{12}$, $A_{21}$, and $A_{22}$ are banded, say with bandwidth $k$. In this case, $A_{11}^{-1}$ is also block diagonal, with the same block sizes as $A_{11}$. Therefore the product $A_{11}^{-1} A_{12}$ is also banded, with bandwidth $k + l$, and the Schur complement, $S = A_{22} - A_{21} A_{11}^{-1} A_{12}$ is banded with bandwidth $2k + l$. This means that forming the Schur complement $S$ can be done more efficiently, and that the factorization and solve steps with $S$ can be done efficiently. In particular, for fixed maximum block size $l$ and bandwidth $k$, we can solve $Ax = b$ with a number of flops that grows linearly with $n$.

---

**Example C.4** *KKT structure.* Suppose that the matrix $A$ has KKT structure, i.e.,

$$
A = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix},
$$

where $A_{11} \in \mathbb{S}^{p}_{++}$, and $A_{12} \in \mathbb{R}^{p \times m}$ with $\text{rank} A_{12} = m$. Since $A_{11} \succ 0$, we can use a Cholesky factorization. The Schur complement $S = -A_{12} A_{11}^{-1} A_{12}$ is negative definite, so we can factor $-S$ using a Cholesky factorization.
C.4.3 The matrix inversion lemma

The idea of block elimination is to remove variables, and then solve a smaller set of equations that involve the Schur complement of the original matrix with respect to the eliminated variables. The same idea can be turned around: When we recognize a matrix as a Schur complement, we can introduce new variables, and create a larger set of equations to solve. In most cases there is no advantage to doing this, since we end up with a larger set of equations. But when the larger set of equations has some special structure that can be exploited to solve it, introducing variables can lead to an efficient method. The most common case is when another block of variables can be eliminated from the larger matrix.

We start with the linear equations

\[(A + BC)x = b,\]

where \(A \in \mathbb{R}^{n \times n}\) is nonsingular, and \(B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{p \times n}\). We introduce a new variable \(y = Cx\), and rewrite the equations as

\[Ax + By = b, \quad y = Cx,\]

or, in matrix form,

\[
\begin{bmatrix}
A & B \\
C & -I
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix} =
\begin{bmatrix}
b \\
0
\end{bmatrix}. 
\tag{C.8}
\]

Note that our original coefficient matrix, \(A + BC\), is the Schur complement of \(-I\) in the larger matrix that appears in (C.8). If we were to eliminate the variable \(y\) from (C.8), we would get back the original equation (C.7).

In some cases, it can be more efficient to solve the larger set of equations (C.8) than the original, smaller set of equations (C.7). This would be the case, for example, if \(A, B,\) and \(C\) were relatively sparse, but the matrix \(A + BC\) were far less sparse.

After introducing the new variable \(y\), we can eliminate the original variable \(x\) from the larger set of equations (C.8), using \(x = A^{-1}(b - By)\). Substituting this into the second equation \(y = Cx\), we obtain

\[(I + CA^{-1}B)y = CA^{-1}b,\]

so that

\[y = (I + CA^{-1}B)^{-1}CA^{-1}b.\]

Using \(x = A^{-1}(b - By)\), we get

\[x = (A^{-1} - A^{-1}B(I + CA^{-1}B)^{-1}CA^{-1})b.\]  
\tag{C.9}

Since \(b\) is arbitrary, we conclude that

\[(A + BC)^{-1} = A^{-1} - A^{-1}B(I + CA^{-1}B)^{-1}CA^{-1}.\]

This is known as the matrix inversion lemma, or the Sherman-Woodbury-Morrison formula.

The matrix inversion lemma has many applications. For example if \(p\) is small (or even just not very large), it gives us a method for solving \((A + BC)x = b\), provided we have an efficient method for solving \(Au = v\).
C.4 Block elimination and Schur complements

Suppose that $A$ is diagonal with nonzero diagonal elements, and we want to solve an equation of the form $(C.7)$. The straightforward solution would consist in first forming the matrix $D = A + BC$, and then solving $Dx = b$. If the product $BC$ is dense, then the complexity of this method is $2pn^2$ flops to form $A + BC$, plus $(2/3)n^3$ flops for the LU factorization of $D$, so the total cost is

$$2pn^2 + (2/3)n^3$$

flops. The matrix inversion lemma suggests a more efficient method. We can calculate $x$ by evaluating the expression $(C.9)$ from right to left, as follows. We first evaluate $z = A^{-1}b$ ($n$ flops, since $A$ is diagonal). Then we form the matrix $E = I + CA^{-1}B$ ($2p^2n$ flops). Next we solve $Ew = Cz$, which is a set of $p$ linear equations in $p$ variables. The cost is $(2/3)p^3$ flops, plus $2pn$ to form $Cz$. Finally, we evaluate $x = z - A^{-1}Bw$ ($2pn$ flops for the matrix-vector product $Bw$, plus lower order terms). The total cost is

$$2p^2n + (2/3)p^3$$

flops, dropping dominated terms. Comparing with the first method, we see that the second method is more efficient when $p < n$. In particular if $p$ is small and fixed, the complexity grows linearly with $n$.

Another important application of the matrix inversion lemma occurs when $A$ is sparse and nonsingular, and the matrices $B$ and $C$ are dense. Again we can compare two methods. The first method is to form the (dense) matrix $A + BC$, and to solve $(C.7)$ using a dense LU factorization. The cost of this method is $2pn^2 + (2/3)n^3$ flops. The second method is based on evaluating the expression $(C.9)$, using a sparse LU factorization of $A$. Specifically, suppose that $f$ is the cost of factoring $A$ as $A = P_1LUP_2$, and $s$ is the cost of solving the factored system $P_1LUP_2x = d$. We can evaluate $(C.9)$ from right to left as follows. We first factor $A$, and solve $p + 1$ linear systems

$$Az = b, \quad AD = B,$$

to find $z \in \mathbb{R}^n$, and $D \in \mathbb{R}^{n \times p}$. The cost is $f + (p + 1)s$ flops. Next, we form the matrix $E = I + CD$, and solve

$$Ew = Cz,$$

which is a set of $p$ linear equations in $p$ variables $w$. The cost of this step is $2p^2n + (2/3)p^3$ plus lower order terms. Finally, we evaluate $x = z - Dw$, at a cost of $2pn$ flops. This gives us a total cost of

$$f + ps + 2p^2n + (2/3)p^3$$

flops. If $f \ll (2/3)n^3$ and $s \ll 2n^2$, this is much lower than the complexity of the first method.

Remark C.3 The augmented system approach. A different approach to exploiting sparse plus low rank structure is to solve $(C.8)$ directly using a sparse LU-solver. The system $(C.8)$ is a set of $p + n$ linear equations in $p + n$ variables, and is sometimes
called the augmented system associated with (C.7). If $A$ is very sparse and $p$ is small, then solving the augmented system using a sparse solver can be much faster than solving the system (C.7) using a dense solver.

The augmented system approach is closely related to the method that we described above. Suppose

$$A = P_1 L U P_2$$

is a sparse LU factorization of $A$, and

$$I + CA^{-1}B = P_3 \tilde{L} \tilde{U}$$

is a dense LU factorization of $I + CA^{-1}B$. Then

$$\begin{bmatrix} A & B \\ C & -I \end{bmatrix} = \begin{bmatrix} P_1 & 0 & 0 \\ 0 & P_3 \end{bmatrix} \begin{bmatrix} L & 0 & U \end{bmatrix} \begin{bmatrix} P_2 & 0 & 0 \\ 0 & 0 & I \end{bmatrix},$$

(C.10)

and this factorization can be used to solve the augmented system. It can be verified that this is equivalent to the method based on the matrix inversion lemma that we described above.

Of course, if we solve the augmented system using a sparse LU solver, we have no control over the permutations that are selected. The solver might choose a factorization different from (C.10), and more expensive to compute. In spite of this, the augmented system approach remains an attractive option. It is easier to implement than the method based on the matrix inversion lemma, and it is numerically more stable.

**Low rank updates**

Suppose $A \in \mathbb{R}^{n \times n}$ is nonsingular, $u, v \in \mathbb{R}^n$ with $1 + v^T A^{-1} u \neq 0$, and we want to solve two sets of linear equations

$$Ax = b, \quad (A + uv^T)\tilde{x} = b.$$ 

The solution $\tilde{x}$ of the second system is called a rank-one update of $x$. The matrix inversion lemma allows us to calculate the rank-one update $\tilde{x}$ very cheaply, once we have computed $x$. We have

$$\tilde{x} = (A + uv^T)^{-1} b$$

$$= (A^{-1} - \frac{1}{1 + v^T A^{-1} u} A^{-1} uv^T A^{-1}) b$$

$$= x - \frac{v^T x}{1 + v^T A^{-1} u} A^{-1} u.$$ 

We can therefore solve both systems by factoring $A$, computing $x = A^{-1} b$ and $w = A^{-1} u$, and then evaluating

$$\tilde{x} = x - \frac{v^T x}{1 + v^T w} w.$$ 

The overall cost is $f + 2s$, as opposed to $2(f + s)$ if we were to solve for $\tilde{x}$ from scratch.
C.5 Solving underdetermined linear equations

To conclude this appendix, we mention a few important facts about underdetermined linear equations

\[ Ax = b, \quad (C.11) \]

where \( A \in \mathbb{R}^{p \times n} \) with \( p < n \). We assume that \( \text{rank} \, A = p \), so there is at least one solution for all \( b \).

In many applications it is sufficient to find just one particular solution \( \hat{x} \). In other situations we might need a complete parametrization of all solutions as

\[ \{ x \mid Ax = b \} = \{ Fz + \hat{x} \mid z \in \mathbb{R}^{n-p} \} \quad (C.12) \]

where \( F \) is a matrix whose columns form a basis for the nullspace of \( A \).

**Inverting a nonsingular submatrix of \( A \)**

The solution of the underdetermined system is straightforward if a \( p \times p \) nonsingular submatrix of \( A \) is known. We start by assuming that the first \( p \) columns of \( A \) are independent. Then we can write the equation \( Ax = b \) as

\[ Ax = \begin{bmatrix} A_1 & A_2 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = A_1 x_1 + A_2 x_2 = b, \]

where \( A_1 \in \mathbb{R}^{p \times p} \) is nonsingular. We can express \( x_1 \) as

\[ x_1 = A_1^{-1}(b - A_2 x_2) = A_1^{-1}b - A_1^{-1}A_2 x_2. \]

This expression allows us to easily calculate a solution: we simply take \( \hat{x}_2 = 0 \), \( \hat{x}_1 = A_1^{-1}b \). The cost is equal to the cost of solving one square set of \( p \) linear equations \( A_1 \hat{x}_1 = b \).

We can also parametrize all solutions of \( Ax = b \), using \( x_2 \in \mathbb{R}^{n-p} \) as a free parameter. The general solution of \( Ax = b \) can be expressed as

\[ x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} -A_1^{-1}A_2 \\ I \end{bmatrix} x_2 + \begin{bmatrix} A_1^{-1}b \\ 0 \end{bmatrix}. \]

This gives a parametrization of the form \((C.12)\) with

\[ F = \begin{bmatrix} -A_1^{-1}A_2 \\ I \end{bmatrix}, \quad \hat{x} = \begin{bmatrix} A_1^{-1}b \\ 0 \end{bmatrix}. \]

To summarize, assume that the cost of factoring \( A_1 \) is \( f \) and the cost of solving one system of the form \( A_1 x = d \) is \( s \). Then the cost of finding one solution of \((C.11)\) is \( f + s \). The cost of parametrizing all solutions (i.e., calculating \( F \) and \( \hat{x} \)) is \( f + s(n - p + 1) \).

Now we consider the general case, when the first \( p \) columns of \( A \) need not be independent. Since \( \text{rank} \, A = p \), we can select a set of \( p \) columns of \( A \) that is independent, permute them to the front, and then apply the method described
above. In other words, we find a permutation matrix $P$ such that the first $p$ columns of $\tilde{A} = AP$ are independent, i.e.,

$$\tilde{A} = AP = \begin{bmatrix} A_1 & A_2 \end{bmatrix},$$

where $A_1$ is invertible. The general solution of $\tilde{A}\tilde{x} = b$, where $\tilde{x} = P^T x$, is then given by

$$\tilde{x} = \begin{bmatrix} -A_1^{-1}A_2 \\ I \end{bmatrix} \tilde{x}_2 + \begin{bmatrix} A_1^{-1}b \\ 0 \end{bmatrix}.$$ 

The general solution of $Ax = b$ is then given by

$$x = P\tilde{x} = P \begin{bmatrix} -A_1^{-1}A_2 \\ I \end{bmatrix} z + P \begin{bmatrix} A_1^{-1}b \\ 0 \end{bmatrix},$$

where $z \in \mathbb{R}^{n-p}$ is a free parameter. This idea is useful when it is easy to identify a nonsingular or easily inverted submatrix of $A$, for example, a diagonal matrix with nonzero diagonal elements.

**The QR factorization**

If $C \in \mathbb{R}^{n \times p}$ with $p \leq n$ and $\text{rank} C = p$, then it can be factored as

$$C = \begin{bmatrix} Q_1 & Q_2 \end{bmatrix} \begin{bmatrix} R \\ 0 \end{bmatrix},$$

where $Q_1 \in \mathbb{R}^{n \times p}$ and $Q_2 \in \mathbb{R}^{n \times (n-p)}$ satisfy

$$Q_1^T Q_1 = I, \quad Q_2^T Q_2 = I, \quad Q_1^T Q_2 = 0,$$

and $R \in \mathbb{R}^{p \times p}$ is upper triangular with nonzero diagonal elements. This is called the **QR factorization** of $C$. The QR factorization can be calculated in $2p^2(n-p/3)$ flops. (The matrix $Q$ is stored in a factored form that makes it possible to efficiently compute matrix-vector products $Qx$ and $Q^T x$.)

The QR factorization can be used to solve the underdetermined set of linear equations (C.11). Suppose

$$A^T = \begin{bmatrix} Q_1 & Q_2 \end{bmatrix} \begin{bmatrix} R \\ 0 \end{bmatrix}$$

is the QR factorization of $A^T$. Substituting in the equations it is clear that $\hat{x} = Q_1 R^{-T} b$ satisfies the equations:

$$A\hat{x} = R^T Q_1^T Q_1 R^{-T} b = b.$$ 

Moreover, the columns of $Q_2$ form a basis for the nullspace of $A$, so the complete solution set can be parametrized as

$$\{x = \hat{x} + Q_2 z \mid z \in \mathbb{R}^{n-p}\}.$$ 

The QR factorization method is the most common method for solving underdetermined equations. One drawback is that it is difficult to exploit sparsity. The factor $Q$ is usually dense, even when $C$ is very sparse.
C.5 Solving underdetermined linear equations

LU factorization of a rectangular matrix

If $C \in \mathbb{R}^{n \times p}$ with $p \leq n$ and $\text{rank} C = p$, then it can be factored as

$$C = PLU$$

where $P \in \mathbb{R}^{n \times n}$ is a permutation matrix, $L \in \mathbb{R}^{n \times p}$ is unit lower triangular (i.e., $l_{ij} = 0$ for $i < j$ and $l_{ii} = 1$), and $U \in \mathbb{R}^{p \times p}$ is nonsingular and upper triangular. The cost is $(2/3)p^3 + p^2(n - p)$ flops if no structure in $C$ is exploited.

If the matrix $C$ is sparse, the LU factorization usually includes row and column permutations, i.e., we factor $C$ as

$$C = P_1 LU P_2$$

where $P_1, P_2 \in \mathbb{R}^{p \times p}$ are permutation matrices. The LU factorization of a sparse rectangular matrix can be calculated very efficiently, at a cost that is much lower than for dense matrices.

The LU factorization can be used to solve underdetermined sets of linear equations. Suppose $A^T = PLU$ is the LU factorization of the matrix $A^T$ in (C.11), and we partition $L$ as

$$L = \begin{bmatrix} L_1 \\ L_2 \end{bmatrix},$$

where $L_1 \in \mathbb{R}^{p \times p}$ and $L_2 \in \mathbb{R}^{(n-p) \times p}$. It is easily verified that the solution set can be parametrized as (C.12) with

$$\hat{x} = P \begin{bmatrix} L_1^{-T} U^{-T} b \\ 0 \end{bmatrix}, \quad F = P \begin{bmatrix} -L_1^{-T} L_2^T \\ I \end{bmatrix}. $$
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Notation

Some specific sets

\[ R \] Real numbers.
\[ R^n \] Real \( n \)-vectors (\( n \times 1 \) matrices).
\[ R^{m \times n} \] Real \( m \times n \) matrices.
\[ R^+, R^{++} \] Nonnegative, positive real numbers.
\[ C \] Complex numbers.
\[ C^n \] Complex \( n \)-vectors.
\[ C^{m \times n} \] Complex \( m \times n \) matrices.
\[ Z \] Integers.
\[ Z^+ \] Nonnegative integers.
\[ S^n \] Symmetric \( n \times n \) matrices.
\[ S^+_n, S^{++}_n \] Symmetric positive semidefinite, positive definite, \( n \times n \) matrices.

Vectors and matrices

\[ 1 \] Vector with all components one.
\[ e_i \] \( i \)th standard basis vector.
\[ I \] Identity matrix.
\[ X^T \] Transpose of matrix \( X \).
\[ X^H \] Hermitian (complex conjugate) transpose of matrix \( X \).
\[ \text{tr} X \] Trace of matrix \( X \).
\[ \lambda_i(X) \] \( i \)th largest eigenvalue of symmetric matrix \( X \).
\[ \lambda_{\text{max}}(X), \lambda_{\text{min}}(X) \] Maximum, minimum eigenvalue of symmetric matrix \( X \).
\[ \sigma_i(X) \] \( i \)th largest singular value of matrix \( X \).
\[ \sigma_{\text{max}}(X), \sigma_{\text{min}}(X) \] Maximum, minimum singular value of matrix \( X \).
\[ X^\dagger \] Moore-Penrose or pseudo-inverse of matrix \( X \).
\[ x \perp y \] Vectors \( x \) and \( y \) are orthogonal: \( x^Ty = 0 \).
\[ V^\bot \] Orthogonal complement of subspace \( V \).
\[ \text{diag}(x) \] Diagonal matrix with diagonal entries \( x_1, \ldots, x_n \).
\[ \text{diag}(X,Y,\ldots) \] Block diagonal matrix with diagonal blocks \( X,Y,\ldots \).
\[ \text{rank} A \] Rank of matrix \( A \).
\[ R(A) \] Range of matrix \( A \).
\[ N(A) \] Nullspace of matrix \( A \).
**Norms and distances**

- \( \| \cdot \| \): A norm.
- \( \| \cdot \|_* \): Dual of norm \( \| \cdot \| \).
- \( \| x \|_2 \): Euclidean (or \( \ell_2 \)-) norm of vector \( x \).
- \( \| x \|_1 \): \( \ell_1 \)-norm of vector \( x \).
- \( \| x \|_\infty \): \( \ell_\infty \)-norm of vector \( x \).
- \( \| X \|_2 \): Spectral norm (maximum singular value) of matrix \( X \).
- \( B(c,r) \): Ball with center \( c \) and radius \( r \).
- \( \text{dist}(A,B) \): Distance between sets (or points) \( A \) and \( B \).

**Generalized inequalities**

- \( x \preceq y \): Componentwise inequality between vectors \( x \) and \( y \).
- \( x \prec y \): Strict componentwise inequality between vectors \( x \) and \( y \).
- \( X \preceq Y \): Matrix inequality between symmetric matrices \( X \) and \( Y \).
- \( X \prec Y \): Strict matrix inequality between symmetric matrices \( X \) and \( Y \).
- \( x \preceq_K y \): Generalized inequality induced by proper cone \( K \).
- \( x \prec_K y \): Strict generalized inequality induced by proper cone \( K \).
- \( x \preceq_{K^*} y \): Dual generalized inequality.
- \( x \prec_{K^*} y \): Dual strict generalized inequality.

**Topology and convex analysis**

- \( \text{card} \ C \): Cardinality of set \( C \).
- \( \text{int} \ C \): Interior of set \( C \).
- \( \text{relint} \ C \): Relative interior of set \( C \).
- \( \text{cl} \ C \): Closure of set \( C \).
- \( \text{bd} \ C \): Boundary of set \( C \): \( \text{bd} \ C = \text{cl} \ C \setminus \text{int} \ C \).
- \( \text{conv} \ C \): Convex hull of set \( C \).
- \( \text{aff} \ C \): Affine hull of set \( C \).
- \( K^* \): Dual cone associated with \( K \).
- \( I_C \): Indicator function of set \( C \).
- \( S_C \): Support function of set \( C \).
- \( f^* \): Conjugate function of \( f \).

**Probability**

- \( \mathbb{E} X \): Expected value of random vector \( X \).
- \( \text{prob} \ S \): Probability of event \( S \).
- \( \text{var} X \): Variance of scalar random variable \( X \).
- \( \mathcal{N}(c, \Sigma) \): Gaussian distribution with mean \( c \), covariance (matrix) \( \Sigma \).
- \( \Phi \): Cumulative distribution function of \( \mathcal{N}(0, 1) \) random variable.
Functions and derivatives

$f : A \rightarrow B$ is a function on the set $\text{dom } f \subseteq A$ into the set $B$.

$\text{dom } f$ Domain of function $f$.

$\text{epi } f$ Epigraph of function $f$.

$\nabla f$ Gradient of function $f$.

$\nabla^2 f$ Hessian of function $f$.

$Df$ Derivative (Jacobian) matrix of function $f$. 
