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•  Image denoising can be done with convolutional neural networks 
(CNNs) [3] 

•  Convolution kernel of size DK×DK×S×T operates on input U of size 
DF×DF×S and outputs V of size DF×DF×T. 

• Kernel factorization of pre-trained CNNs with CP-decomposition [2] 
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Computational Complexity: 
O(DK×DK×S×T×DF×DF) 

Where:  
•  2∂=DK 
•  x,y in DF×DF 

• Approximate architecture with depthwise separable convolutions [1]: 

Original Image Noisy Image, σ=.1 BM3D denoised image 
PSNR = 26.3638  

UNet denoised image 
PSNR: 26.5669 

Depthwise separable conv UNet 
PSNR:  25.8227 

Original Image Noisy Image, σ=.1 BM3D denoised image 
PSNR = 32.6021  

UNet denoised image 
PSNR: 31.7033 

Depthwise separable 
conv UNet 
PSNR:  29.6242 

Computational Complexity: 
O(DK×DK×S×DF×DF + S×T×DF×DF) 

Operations: 26.765184×109 
Parameters: 76968 

Operations: 178.487045×109 
Parameters: 811100 

Change architecture to reflect separable convolutions, 
retrain on data vs. decompose an already trained model 

CP-decomposed 
UNet 
PSNR:  28.1682 

CP-decomposed UNet 
PSNR:  25.6650 

Operations: 127.800331×109 
Parameters: 351651 

UNet: 

Separable: 

CP-decomposed: 


