3-D Ambisonics Experience for Virtual Reality

Cedric Yue, Teun de Planque
Stanford University
{cedyue, teun}@stanford.edu

Abstract

To create an immersive virtual reality experience both graphics and audio need
to be of high quality. Nevertheless, while much virtual reality research has fo-
cused on graphics and hardware, there has been less research into audio for virtual
reality. Ambisonics is a technique that can provide virtual reality users with an
immersive 360 degrees surround audio experience. For this project we built a vir-
tual reality application for Google Cardboard in which the user can experience the
audio produced with ambisonics. We also made a B-format ambisonics channel
visualization. Four particle simulations show samples of each of the four first or-
der ambisonics channels. In addition, we created a particle simulation with 512
particles that show the frequency components of the binaural version of the sound.

1 Introduction

1.1 Motivation

To create an immersive alternate reality both immersive graphics and audio are necessary. With-
out high quality audio that matches the graphics users do not truly feel part of the virtual reality.
Ambisonics and spatial audio have much potential to improve the virtual reality sound experience.
Ambisonics is a method to record, modify, and recreate audio in 360 degrees. After being selected
by Google as the preferred audio format for Google VR and being supported by leading game en-
gine Unity there has been rising interesting in ambisonics for virtual reality. While most sound
recording techniques encode information corresponding to specific speakers, ambisonics encodes
the whole spherical soundfield. The major benefit of this approach is that the recorded sound can be
reproduced with a variable number of speakers at a variety of positions distanced horizontally and
vertically from the listener. In this project we experimented with ambisonics and created an audio
and visual ambisonics experience. We obtained an ambisonics audio encoding from Anna Tskhovre-
bov of the Stanford Center for Computer Research in Music and Acoustics (CCRMA). We then used
Unity to create a Google CardBoard virtual reality application with ambisonics based audio. Our
project also has an educational component. There still seem to be few virtual reality developers
familiar with how ambisonics work. We hope that with our application users can learn more about
ambisonics and how to use ambisonics to create a virtual reality application with great audio. The
scene we created contains ambisonic channel visualizations. The ambisonics B-format file format
consists of four channels W, X, Y, and Z. We created particle visualizations that show the samples
of the four B-format channels and change location based on the beat of the binaural version of the
music. Each of these four particle visualizations contains 512 particles. The size of each particle
changes over time and represents samples of the four B-format ambisonic channels. The particles
are animated to behave like broken arcs shaped firework. The radius of the arc is determined by the
amplitude of the raw output data. In addition, in our application there is a visualization of the fre-
quency components of the binaural version of the sound in the form of a spiral. We used the Fourier
transform to determine the frequency components. The spiral moves around based on the beat of the
music, and each of the 512 spiral particles corresponds to one of the frequency components of the
binaural version of the sound.



2 Related Work

Many virtual reality research papers have focused on graphics and hardware, but there have been
relatively few papers about audio [1-4]. However, research demonstrates that audio is essential for
an immersive virtual reality experience. Hendrix et al. showed that 3-D sound greatly increases
people’s sense of presence in virtual realities [1]. The study showed that people felt more immersed
in virtual realities with spatial sound than in virtual realities with non-spatial sound or no sound [1,2].
Similarly, Naef et al. found that creating two separate sound signals for the left and right ear based
on the head-related transfer function (HRTF) leads to a more realistic sound experience [2]. The
HRTF is based on the shapes and sizes of the ears and head. As head and ear shapes vary between
people it is common to use general HRTF, since it is time-consuming and expensive to compute the
HRTF for all users. Vljame et al. and Gilkey et al. studied the consequences of suddenly removing
sound for someone in the real world. Both Vljame et al. and Gilkey et al. showed that the sudden
loss of sound makes people feel lost in the physical world; they lose their sense of being part of their
environments [3,4]. Sundareswaran et. al., on the other hand, tried to guide people through a virtual
world using only 3-D audio. They found that people can quickly identify the location of 3-D audio
sources, meaning that 3-D audio can be an effective way to guide people through an application.
Without 3-D audio users could localize audio sources within only 40 degrees, while with 3-D audio
the users were able to identify the location of objects within 25 degrees. However, according to the
study localizing a sound source is relatively challenging when the sound source is behind the user.
Given that audio quality has a large impact on how users experience the virtual world, one might
wonder why audio has received relatively limited research attention. In the paper ”3-D Sound for
Virtual Reality and Multimedia” Begault and Trejo argue that audio has played a less important role
in virtual reality development for two main reasons [5]. First, audio is not absolutely necessary for
developing a virtual reality. One can use a virtual reality headset without audio, just like a deaf
person can legally drive a car without (mostly) problems [5]. Second, the tools needed to develop
3-D audio for virtual reality have long been limited to audio experts, composer musicians, and music
academics [5]. Many people simply did not have the tools to develop audio for virtual reality [5].
Begault and Trejo believe that as audio hardware is becoming less expensive, more people will start
developing audio to create more realistic virtual reality experiences [5].

To improve audio for virtual reality researchers have experimented with
small microphones placed inside and around the ears of users that mea-
sure sound with high precision [6,7]. In this way it is possible to create
personalized and highly realistic audio. Subsequently, an audio engineer
plays a sound from a specific location. Harma et al. applied this idea
of personalized audio to augmented reality [6]. They placed two small
microphones in the ear of each user, and then collected and processed
audio from different locations and sources [6]. The downside of this
approach is that each measurement is only accurate for sound coming
from a sound source at one specific location [6]. To create a compre-

hensive personalized sound landscape the speakers has to be placed at Figure 1:
hundreds or even thousands of locations around the user [6]. VisiSon- Omnidirectional
ics, the company that is currently the main audio technology supplier for ~ soundfield micrgphone
Oculus Rift, aims to tackle this problem by placing speakers in the users for ambisonics

ears instead of microphones [7]. The researchers swap the speakers with

microphones, play sound through the speakers, and then record the sound with microphones placed
at many locations around the user [7]. In this way they can pick up the necessary information to
create a personalized audio experience in several seconds [7]. Nevertheless, most of these new 3-D
personalized sound recording techniques are still best for headphones instead of 360 degrees sur-
round sound speakers, and without head tracker the speaker needs to sit still in a relatively small
space [6,7].

Sennheiser recently released a microphone specifically for 360 degrees surround sound; this
Sennheiser microphone can be used for ambisonic recording (see Figure 1) [7]. Research into am-
bisonics for virtual reality has so far been most limited [5-9]. Since its adoption by Google as the
audio format of choice for virtual reality, and Unitys support of ambisonics B-format audio file for-
mat, ambisonics has seen an increase in interest [7,10]. Research into ambisonics was started in
the 1972 when Michael Gerzon wrote the first paper about first order ambisonics and the B-format
[9,11]. In the paper he described the first order ambisonics encoding and decoding process for the
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