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1 Overview

Given a video, optical flow is defined as a 2D vector field describing the ap-
parent movement of each pixel due to relative motion between the camera (ob-
server) and the scene (objects, surfaces, edges). The camera or the scene or both
may be moving. Figure 1 shows a fly rotating in a counter-clockwise direction
(from the fly’s point-of-view). Although the scene is static, the 2D optical flow
of apparent motion indicates a rotation in the opposite (clockwise) direction
around the origin.

Figure 1: Optical flow example [3].

Optic flow Optic flow
(3D representation) (2D representation)

Rotation of observer

T5 NVt t 7 s
'\!il'f;;_a._:::‘”‘:
- \1111;,,__\\\:::‘,
=3 “1””"‘\\““;
= RN NN TN
S pittttire.g
= EEEEEEE
= R R
> L L U U NN
o IAEER FEEL A
w N EEE
R R SN TN
(R R SN TN
75 - . . !
-120 0 120
Azimuth (%)

1.1 Motion field

Optical flow is not to be confused with the motion field, a 2D vector field
describing the projection of 3D motion vectors for points in the scene onto the
image plane of the observer. Figure 2 illustrates the motion field in a simple
2D case (imagine viewing a 3D scene from a top-down perspective). The 2D
object point P, is projected to a alD point P; in the image plane as viewed
by observer O. If the object point P, is displaced by V, - dt (called the motion
vector), the corresponding projected 1D point moves by V; - dt. The 1D motion
field here consists of all velocity values V; for all ¢ located in the image plane.



Figure 2: Example of a motion field for a 2D scene [5].
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Generalizing to a 3D scene, the motion field for pixel (z,y) is given by
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where x’ = [‘fi—f, %, %]T represents the motion of a 3D point and M € R?*3

contains the partial derivatives of pixel displacement with respect to the 3D
point locations.

The motion field is an ideal 2D representation of 3D motion as projected onto
the image plane. It is the “ground truth” that we cannot observe directly; we
can only estimate the optical flow (apparent motion) from our noisy observations
(video). It is important to note that the optical flow is not always the same
as the motion field. For instance, a uniform rotating sphere with a fixed light
source has no optical flow but a non-zero motion field. In contrast, a fixed
uniform sphere with a light source moving around it has a non-zero optical flow
but a zero motion field. These two cases are illustrated in Figure 3.
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Figure 3: Physical vs. optical correspondence [4].

2 Computing the optical flow

We define a video as an ordered sequence of frames captured over time. I(z,y,t),
a function of both space and time, represents the intensity of pixel (x,y) in the
frame at time ¢. In dense optical flow, at every time ¢ and for every pixel (z,y),
we want to compute the apparent velocity of the pixel in both the x-axis and
y-axis, given by u(x,y,t) = % and v(z,y,t) = %9, respectively. The optical
flow vector for each pixel is then given as u = [u,v]" . In the following sections,
we describe the Lucas-Kanade method, which uses a semi-local approach to
independently solve for u different pixel patches using least-squares.

From the brightness constancy assumption, we can assume that the
apparent intensity in the image plane for the same object does not change across
different frames. This is represented by Equation (2) for a pixel that moved Ax
and Ay in the x and y directions between times ¢ to ¢t + At.

I(z,y,t) = I(z + Az, y + Ay, t + At) (2)

One common simplification is to use At = 1 (consecutive frames), such that
the velocities are equivalent to the displacements u = Ax and v = Ay. We can
then obtain I(x,y,t) = I(x + u,y + u,t + 1) as in the lecture slides.

Next, by the small motion assumption, we assume the motion (At, Ay)
is small from frame to frame. This allows us to linearize I with a first-order
Taylor series expansion, illustrated by Equation (3).
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The ... represents the higher-order terms in the Taylor series expansion

which we subsequently truncate out in the next line. Substituting the result
from Equation (3) into Equation (2), we arrive at the optical flow constraint
equation:
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I, 1,,I; are short-hand for the two spatial derivatives and time derivative,
respectively.

—Iy = I;u+ Iy
=VITu (5)
=VI-i

We recognize this as linear system in the form of Ax =b. VI = [I,, |7 €
R2*1 represents the spatial gradient of intensity, and i € R?*! is the flow vector
we want to solve for.

However, since VI is a fat matrix, this is an under-constrained system since
we only have a single constraint equation for our two unknowns u,v. This
constraint only takes us from two to one degree of freedom; the set of (u,v)
solutions must lie along a line given by Equation (5) and illustrated in Figure 4.
Specifically, the optical flow constraint can only give us the normal flow: the
component of u along the direction of the spatial gradient VI. Figure 5 visu-
alizes the spatial image gradient in the x and y direction of an example image.
You can see that the high gradient magnitudes correspond to images edges.

Recall that the dot product between two vectors a and b is a-b = ||a|||b]| cos(9),
where 6 is the angle between the two vectors. The projection of a on b can then
be obtained by dividing both sides by ||b||, illustrated in Figure 6.

Thus, Equation (6) shows how the optical flow constraint gives us the pro-
jection of u on VI, which is the normal flow.
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At a single image pixel, we get a line:
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“Normal flow”

Figure 4: Solution set for (u,v) as a line in the form of y = mx + b.

Figure 5: On the left, an intensity image of a cat. In the center, a gradient
image in the x direction measuring horizontal change in intensity. On the right,
a gradient image in the y direction measuring vertical change in intensity. Gray
pixels have a small gradient; black or white pixels have a large gradient [1].
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Figure 6: Dot product projection [2].



Figure 7: Visual example of the aperture problem.

Figure 4 plots the solution space for u. However, we can also visualize the
image space on top of this. The normal flow (solution space) is in the same
direction of the spatial gradient of the image intensity at a given pixel. The
solution set (the line) has the same direction as the edge in the image space
since it is orthogonal to the spatial gradient.

Thus, while we know the component of u in direction of VI (normal flow),
we do not know the component of u along the edge. This is represented by the
solution set, which shows all the possible values this component could have. To
find a possible value for u, we first travel in the direction of the spatial gradient
by a distance equivalent to the magnitude of the normal flow, and then we can
travel any (unknown) distance in the direction of the edge, which represents our
one degree of freedom.

This issue where we do not know the magnitude of the pixel movement in the
edge direction is also known as the aperture problem, illustrated in Figure 7.
The blue square is opaque and has a square cutout at the center that forms a
small aperture. The light gray rectangle is our moving object. On the left, the
gray rectangle is in front of the blue square. On the right, the gray rectangle
is behind the blue square. In both cases, the rectangle moves down and to
the right (at the same time). The red arrows indicate the perceived direction
of movement in both cases. In the first case on the left, since the rectangle
is not blocked by the blue square, we can clearly perceive its true direction
of movement. However, for the case on the right, the rectangle is behind the
blue square and is thus occluded: the movement of the rectangle is in the same
direction as on the left, but we only perceive a movement directly to the right.
This aligns with what we derived earlier. We only know how much the rectangle
moved in the direction of the spatial gradient (here the x-axis), but not how
much the it traveled in the direction of the image edge (here the y-axis).

To mitigate this problem, we can use the spatial smoothness assumption:



neighboring points belong to the same surface in the scene, and thus share the
same optical flow u. If we define an N x N neighborhood around the current
pixel, we end up with a constraint VI(p;)7u = —I;(p;) for each of the N2
pixels, where p; = [x;,v;]7 is the location of the i—th pixel. Assuming N? > 2,
we now have the following system of equations:

Au=D>b

L:(p1)  I,(p1) I;(p1)

0=, i

L(py2) I,(pn2) I(px2)

We then minimize the error ||Au — b|| to find the least-squares solution of
this overdetermined system, w; = (AT A)~*ATb by multiplying both sides of
Equation (7) with AT. We consider the solvability of this system by examining
the following normal equations:

ATAu=A"b

(S, ) (500) :

The summations are over each pixel in the neighbourhood. For the system
to be solvable, AT A should not be small due to the presence of noise. For
example, low-texture regions have small gradient magnitudes, leading to small
eigenvalues and easily corrupted u values. AT A should also be well-conditioned
such that the system is robust to measurement errors since A”b depends on all
the gradients calculated from the image intensity data. For example, at an edge
all the large gradients will be pointing in the same direction, resulting in one
eigenvalue that is significantly larger than the other (large condition number).
A good region where u can be solved unambiguously is a highly textured region
with directionally varying spatial structures; we will have large gradients in
different directions, leading to a well-conditioned AT A..

To more intuitively see why directionally varying structures helps us solve
for u, consider Figure 8. We have two cases here. The gray circle represents
our pixel neighborhood that we are optimizing over. The dashed line represents
the object at a previous time step, and and the solid line represents the object
at the current time step. This depicts the true movement of the object. In
(c), we see the aperture problem at play again. We have a single normal flow
vector (in green), so there are numerous possible solutions for u (in blue) along
the constraint line (also in green). However, in (b), we have varying spatial
structure in the form of a corner, which we can view as the two edges with
different directions. We now have two normal flow vectors and two constraint
lines (one in red, the other in green). There is only one possible solution for
the flow vector u that satisfies both constraints lines, shown in the blue. Thus,
we are incentivized to increase the neighborhood size N to increase the chances
of including varying spatial structure. However, there is a tradeoff as we might



Figure 8: (b) shows the importance of having varying spatial structure in light
of the aperture problem depicted in (c).

also cross motion boundaries to include pixels that belong to other surfaces and
therefore it becomes more and more likely that u is not constant across the
entire neighborhood.

In practice, Lucas-Kanade in this traditional formulation is not robust due
to large camera motions, occlusions, and violations of the aforementioned set of
assumption.
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