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Abstract We combine extant theories of evidence accumu-
lation and multi-modal integration to develop an integrated
framework for modeling multimodal integration as a pro-
cess that unfolds in real time. Many studies have formulated
sensory processing as a dynamic process where noisy sam-
ples of evidence are accumulated until a decision is made.
However, these studies are often limited to a single sensory
modality. Studies of multimodal stimulus integration have
focused on how best to combine different sources of infor-
mation to elicit a judgment. These studies are often limited
to a single time point, typically after the integration process
has occurred. We address these limitations by combining
the two approaches. Experimentally, we present data that
allow us to study the time course of evidence accumulation
within each of the visual and auditory domains as well as in
a bimodal condition. Theoretically, we develop a new Aver-
aging Diffusion Model in which the decision variable is the
mean rather than the sum of evidence samples and use it as a
base for comparing three alternative models of multimodal
integration, allowing us to assess the optimality of this inte-
gration. The outcome reveals rich individual differences
in multimodal integration: while some subjects’ data are
consistent with adaptive optimal integration, reweighting
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sources of evidence as their relative reliability changes dur-
ing evidence integration, others exhibit patterns inconsistent
with optimality.

Keywords Averaging diffusion model - Multimodal
integration - Cognitive modeling - Bayesian estimation

Introduction

Humans are constantly confronted with a diverse array of
sensory stimuli, each with their own properties known as
features. Often, features of a given sensory stimulus vary in
the types of perceptual information they convey. Ultimately,
we process features with our senses, and depending on the
type of feature, we may process the feature in a different
part of our brain. For example, visual features are processed
through a visual network (i.e., a hierarchy) consisting of sev-
eral brain regions (e.g., V1, V2), whereas auditory features
are processed in an entirely different network (e.g., Al, A2).

Our ability to interact effectively with the world around
us depends on how we extract features of stimuli and form
a perception of them. This extraction process can be time
consuming, so when faced with a life-and-death situation,
it’s imperative that we extract the most important features
of a stimulus first. The importance of a feature is its diag-
nosticity, and it will depend on task demands. For example,
when looking for a yellow fruit, tactile features like texture
of the peel will be less important to the task demands than
the visual features like color, and so a good strategy would
involve increasing the importance of visual features while
decreasing other features. Once we’ve extracted the most
important features, we can move on to other features such
as gustatory features, which would help use to distinguish
between fruits of the same color (e.g. a banana and a lemon).
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In addition to the importance of features for given task
demands, we must also consider the inconsistency of fea-
tures as sometimes features can be diagnostic or misleading.
For example, when looking for a ripe fruit, a yellow fea-
ture is useful for fruits like bananas and lemons, but would
lead us astray for fruits like limes. The two aspects of
stimulus features, diagnosticity and inconsistency, are often
combined combined into the “signal-to-noise ratio”, and
more commonly referred to as reliability. To be successful
in a given task, an observer must extract the features of the
stimulus, weigh them according to their reliability (i.e., their
signal-to-noise ratio), and integrate them into a single repre-
sentation that can be used to facilitate an accurate judgment.

Although little is known about how time interacts with
feature integration, a great deal is known about each of their
constituent parts. For example, studies of simple percep-
tual decision making tasks have revealed that the formation
of a percept resembles a stochastic accumulation-to-bound
process in which the accuracy of the judgment starts at
chance and asymptotes within a second or two (Ratcliff,
1978; Usher & McClelland, 2001; Ratcliff, 2006; Kiefer
et al., 2009; Gao et al., 2011). The general pattern of results
is believed to arise from the gradual summation of noisy
evidence for each of the response alternatives, and these
conclusions have been drawn from a variety of experimen-
tal manipulations targeting the time course of the process
(Usher & McClelland, 2001; Tsetsos et al., 2012), statisti-
cal analyses of empirical choice response time distributions
(Van Zandt & Ratcliff, 1995; Ratcliff & Smith, 2004),
and evidence from single-unit neurophysiology (Shadlen &
Newsome, 2001; Mazurek et al., 2003; Schall, 2003).

However, to reduce the complexity of the problem, most
studies in perceptual decision making are limited to uni-
modal — typically visual — stimuli. Other lines of research
have examined how information from two or more modal-
ities (i.e., multimodal information) is combined to form a
judgment. Such research speaks to the assessment of reli-
ability in the sense that the quality of each modality of
information can be experimentally manipulated. To fore-
shadow, the general conclusion in this literature is that
humans and animals are able to integrate multimodal sen-
sory information in an apparently optimal or near-optimal
manner (Ernst & Banks, 2002; Angelaki et al., 2009a; Wit-
ten & Knudsen, 2005; Alais & Burr, 2004; Ma & Pouget,
2008; van Beers et al., 1999; Knill, 1998). However, to
our knowledge, these multimodal integration studies have
allowed a comfortable length of time in which to elicit a
judgment. Such a paradigm is limited because the result-
ing data are manifestations of a representation that has been
formed well before a response has been initiated. Hence,
these data only inform our understanding of the integration
process at its final time point, where presumably, all sources
of information have been fully integrated.
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The goal of the present article is to examine the time
course of multimodal integration from both an experimen-
tal and theoretical standpoint. Experimentally, we present
the results from a multimodal perceptual decision-making
task using the interrogation paradigm, where subjects are
required to make a response indicating their judgment at
experimentally-controlled points in time. Such a paradigm
reveals the time course of the multimodal integration pro-
cess, which to our knowledge, has not yet been explored.
Theoretically, we put forth a new model that describes how
multimodal integration might occur over time, and we use
it to examine the nature of integration from a mechanistic
perspective. We begin by first reviewing the relevant liter-
ature from the perceptual decision making and multimodal
integration domains.

The time course of evidence accumulation

Although there are many studies investigating multialter-
native decision making, when studying perceptual decision
making, it is often convenient to restrict the stimulus set
to two alternatives. Typically, these tasks require subjects
to choose an appropriate direction of motion or orientation,
such as providing a “left” or “right” response. Currently,
the dominant theory of how observers perform these tasks
is known as sequential sampling theory (Forstmann et al.,
2016). Under this perspective, observers begin with a base-
line level of “evidence” for each alternative. Because this
baseline level is generally assumed to be independent of
the stimuli themselves, the difference in the baselines for
each alternative reflects a bias in the decision process, and is
subject to experimental manipulations (e.g., Noorbaloochi
et al. 2015; Mulder et al. 2012; Van Zandt 2000; Turner
et al. 2011). Following the presentation of the stimulus,
observers accumulate evidence for each of the (two) alterna-
tives sequentially through time (e.g., Ratcliff 1978; Vickers
et al. 1985; Kiani et al. 2008; Laming 1968). Models of
perceptual decision making vary widely in the assumptions
they make about the precise nature of how evidence accu-
mulates (e.g., Ratcliff 1978; Usher and McClelland 2001;
Brown and Heathcote 2005, 2008; Shadlen and Newsome
2001; Merkle and Van Zandt 2006), but they usually assume
that the noise present in the integration process follows a
Gaussian distribution. Furthermore, at each time point, these
models assume that the state of evidence at time 7 is a noisy
summation of all the evidence preceding ¢ (i.e, the sum
of the baseline evidence at time O up to t; Ditterich 2010;
Purcell et al. 2010). Due to the assumptions about the noise
in the process and the linear summation, the distribution of
the sensory evidence variable at any time ¢ also follows a
Gaussian distribution, whose mean and standard deviation
increase with ¢ together in a linear fashion (Wagenmakers
& Brown, 2007).



Psychon Bull Rev

Experimentally, a common approach to studying percep-
tual decision making behavior is the so-called free response
paradigm. In this paradigm, subjects are given free reign in
determining the appropriate time to elicit a judgment. Often,
subjects are provided with instructions emphasizing which
factor in the task is most important, such as the speed or
accuracy of the response, but ultimately, the interpretation
of these instructions is subject to a great deal of variability
across subjects (e.g., Ratcliff and Rouder 1998). The self-
terminating nature of the free response paradigm requires
additional elicitation mechanisms from models that embody
the core principles of sequential sampling theory. By far the
most common assumption is a decision “threshold” that ter-
minates the evidence accumulation process once one of the
accumulators reaches its value. At this point in time, a deci-
sion is made that corresponds to the accumulator that first
reached the threshold.

Despite its productivity, the free response paradigm
makes it difficult to appreciate how the evidence accu-
mulation process unfolds over time. One way to obtain a
more detailed timeline of the evidence accumulation pro-
cess is through the interrogation paradigm where subjects
are explicitly asked to make a decision at a prescribed set
of time points (Gao et al., 2011; Kiani et al., 2008; Ratcliff,
2006; Wickelgren, 1977). For reasons that we will discuss
in the next section, this paradigm is particularly well suited
for studying perceptual decision making in the context of
multimodal integration.

Multimodal integration

The interrogation procedure will continue to be a relevant
tool, given recent proposals about the time course of mul-
timodal integration. For example, many have proposed a
temporal window of integration that helps decide whether
two or more stimuli will be integrated as one. This window
may act as a filtering mechanism: if two or more stimuli are
received within a certain amount of time, they will be uni-
fied into a single percept. However, if the temporal distance
between stimuli is too long, each stimulus will correspond to
a distinct percept (Colonius & Diederich, 2010; McDonald
et al., 2000; Rowland et al., 2007; Ohshiro et al., 2011; Burr
et al., 2009). To explain this integration dynamic, Colonius
and Diederich (2010) proposed the time-window of inte-
gration model, that assumes multimodal perception starts
with a race between peripheral sensory processes. If these
sensory processes finish together within a certain time win-
dow, the stimuli will be integrated (Colonius & Diederich,
2010). Although the time-window of integration model is
useful for identifying the boundary conditions of integra-
tion, the uncertainty surrounding the bounds of this window
leave much to be desired. For example, some estimates of
the window width range from 40 to 1500 ms (Colonius &

Diederich, 2010), which span the effective time period for
decision making in many perceptual decision making tasks.

There also exists an important terminological distinction
in multimodal integration involving the terms integration
and interplay. Integration refers to cases in which fea-
tures converge together to form a single percept, whereas
interplay refers to cases where one stimulus affects the per-
ception of another, but is not combined with it. For example,
experiments have shown that touch at a given location can
improve judgments about color, even though touch cannot
carry color information and would not be integrated into a
touch-color percept (Driver & Noesselt, 2008; Spence et al.,
2004). These experiments rely on multimodal interplay and
not multimodal integration.

Perhaps the most inconsistent aspect of the literature
surrounding multimodal integration is the issue of opti-
mality. Many experiments on multimodal integration are
constructed around the issue of stimulus reliability, which
is commonly defined as the inverse of the stimulus vari-
ance (Fetsch et al., 2011; Driver & Noesselt, 2008; Ernst
& Banks, 2002; Drugowitsch et al., 2015). When combin-
ing information from one or more sources, the brain must
acknowledge that inputs may vary not only in their modal-
ity, but also in their reliability. Testing performance then
entails examining whether or not subjects can appropriately
assign importance or “weight” in proportion to the reliabil-
ity of stimulus features (Ma & Pouget, 2008). Apparently,
the optimal method of assigning weights is to inversely
relate them to the reliability of the features, and then com-
bine the weighted representations according to Bayes rule
(Fetsch et al., 2011; Pouget et al., 2002; Angelaki et al.,
2009b; Battaglia et al., 2003; Angelaki et al., 2009a). How-
ever, the process of assigning weights is difficult to study
experimentally, especially in cases where cue reliability is
being actively manipulated. In such cases, the assignment
of weights is likely to be a dynamic process, where weight
values vary throughout the experiment. Experimenters have
tested multimodal integration in a variety of settings, where
visual, auditory, haptic, vestibular, proprioceptive, gusta-
tory, or olfactory features serve as the stimuli. Despite the
wealth of literature on the topic, however, the breadth of
experimental manipulations make it difficult to conclude
the robustness of the optimality of integration. Furthermore,
there are several inconsistencies in the evaluation of how
closely predictions from a model using an optimal integra-
tion algorithm must match the empirical data to still be
considered optimal.

Both optimal and sub-optimal integration have been
observed in many different paradigms, underscoring the
demand for further investigation. One specific example
that is closely related to our experiment is an audio-visual
localization task in which subjects are instructed to make
a choice between left and right. Studies on multimodal
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integration argue that subjects keep track of the “estimation”
of a stimulus; for example, the estimation of a car’s position
as it is driven somewhere either to the left or right of the per-
ceiver. Suppose the estimation given visual information is
given by p(x|v), and the estimation given independent audi-
tory information is given by p(x|a). In this case, the optimal
estimation based on both visual and auditory information
p(x|v, a) should follow Bayes’ rule. If both estimations are
Gaussian with means u, and . and standard deviations o,
and o,, then the resulting optimal estimation should also be
Gaussian with mean

2 2
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Many authors, including Ernst and Banks (2002), Ange-
laki et al. (2009b), Witten and Knudsen (2005), Alais and
Burr (2004), and Ma and Pouget (2008) have explored this
formulation. As discussed more fully under hypothesis 1
below, the weight on one modality (e.g., the visual modal-
ity) is proportional to the relative size of the variance in the
other modality (in this case, visual), so that the more reliable
modality — the one with the smaller variance — receives the
greater weight. To see how bimodal information can help,
we can imagine the case of congruency, where the visual
and auditory estimations are both centered at the actual loca-
tion p of the stimulus and are equally reliable with standard
deviation o. The estimation based on bimodal information
will then be centered at the same place  with a sharper stan-
dard deviation o/+/2. Therefore, the probability of making
the correct choice is higher with bimodal information.
Audio-visual localization tasks sometimes produce pat-
terns of data that are considered optimal (Bresciani et al.,
2008; Alais & Burr, 2004), and sometimes produce sub-
optimal patterns (Bejjanki et al., 2011; Battaglia et al,,
2003). To make things more confusing, a weighting strategy
that may be optimal for some situations may not be optimal
for others. For example, Witten and Knudsen (2005) sug-
gested that a particular sub-optimal pattern they observed
was evolutionarily appropriate, arguing that visual informa-
tion, being inherently more reliable than other modalities
in spatial tasks, should have relatively larger weights. They
reasoned that while this weighting strategy may result in
sub-optimal performance in a particular setting, it could
still be considered optimal from an integration stand point.
Only when the visual cue becomes significantly less reliable
than its auditory counterpart does this particular weighting
strategy become sub-optimal (Battaglia et al., 2003).
Another example is the heading discrimination paradigm
where subjects had to determine the direction they faced
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using a combination of visual and vestibular information.
In some cases, subjects optimally adjusted their weights
according to the changing reliability of the visual cue
(Angelaki et al., 2009b) while some subjects integrated sub-
optimally, assigning too much weight to either the visual
or vestibular cue (Drugowitsch et al., 2015; Fetsch et al.,
2011; Fetsch et al., 2009). As for other modalities, exper-
iments have shown that primates may integrate visual and
haptic information optimally. For example, one such study
examined visual, auditory, and haptic integration in the
rhesus monkey. This study selected the superior colliculus
as a target for single-neuron recordings because previous
work involving sensory convergence in primates and cats
identified the superior colliculus as an important hub for
integration, likely due to its connections to various sensory
processes (Meredith & Stein, 1983; Jay & Sparks, 1984).
In a bimodal condition involving visual and somatosensory
cues, neurons in the superior colliculus optimally adjusted
their sensitivity and firing patterns according to the reliabil-
ity of each stimulus (Wallace et al., 1996). Another study
showed a similar result in humans, demonstrating optimal
visual-haptic integration (Ernst & Banks, 2002). An addi-
tional structure proposed to be a hub for integration is the
dorsal medial superior temporal area, or the MSTd. The
MSTAd is thought to receive vestibular and visual informa-
tion related to self-motion and also plays a role in heading
discrimination tasks (Gu et al., 2008). Single neuron record-
ings during visual-vestibular integration tasks revealed that
these cells may also optimally adjust their firing patterns
and sensitivity in response to changes in the cue (Fetsch
et al., 2011; Angelaki et al., 2009b).

Filling the gap

From each of the sections above, we have emphasized the
need for considering two types of integration. The first type
of integration deals with the summation of noisy stimu-
lus information from one time point to the next. This type
of integration gives rise to the latent evidence for each
response alternative, and ultimately determines the response
and response time in classic perceptual decision making
tasks. The second type of integration deals with how mul-
tiple sources of information from different modalities are
combined to form a representation of, say, stimulus location.
In this case, “integration” refers to the weighed, normalized
sum of the representations corresponding to each modality.
In the sections outlined above, we have discussed formal,
mathematical models that describe how each of these two
types of integration might occur independently, but the
question of how best to combine these models remains an
open question.

To address this question, and in order for the two lines
of research to connect, we propose the Averaging Diffusion



Psychon Bull Rev

Model (ADM) for perceptual decision making. The model
is based on the central tenants of the classical diffusion deci-
sion model (Ratcliff, 1978), as that model was originally
applied to the interrogation procedure, but makes a different
assumption about how evidence is accumulated (i.e., inte-
grated) over time. Instead of assuming that the evidence
is summed over time, the ADM assumes that the evidence
is averaged. This seemingly trivial modification has mean-
ingful theoretical implications; specifically, ADM assumes
that perceptual decision making is inherently a denoising or
filtering process, such that the judgment of a certain fea-
ture of the stimulus is based on a representation that gets
sharper over time. As will become clear below, this change
of perspective allows us to connect directly with models
of multimodal integration, allowing for a fully integrated
framework.

In addition to developing the ADM, we also present the
results of an experiment on multimodal integration with
three conditions: a visual only condition, an auditory only
condition, and an audiovisual condition, in which congruent
auditory and visual information are presented simultane-
ously. In each condition, stimuli could be presented at four
locations, two to the left of a reference point, and two to
the right, and in each case the participant’s task was to
decide whether the location was left or right of the reference
point. Crucially, the task was performed in the interroga-
tion paradigm, where response cues occurred at either 75,
150, 300, 450, 600, 1200, or 2000 milliseconds after stim-
ulus onset. As discussed above, this paradigm provides us
with a rich dataset from which we can fully appreciate how
multimodal integration unfolds over time. We use the ADM
framework to test different assumptions about how the rep-
resentations formed in each of the two unimodal conditions
are combined to form a representation used in the bimodal
condition.

The rest of this article is organized in the following way.
First, we present the details of the ADM, motivating its use
by describing the accumulation process used in the classic
DDM. This initial section describes how the ADM accu-
mulates noisy evidence from unimodal stimuli, and how
it diverges from the classic DDM. Second, we extend the
presentation of the ADM by discussing several ways in
which multiple modalities of information can be integrated.
Specifically, we propose three ways of performing modality
integration, which creates three variants of the ADM. Third,
we present the details of our experiment, and discuss the pat-
terns present in the raw data. Finally, we compare the fit of
the three variants of ADM via conventional model fit statis-
tics (i.e., the Watanabe-Akaike information criterion), and
provide some interpretation for how modality integration is
performed across the data in our experiment. We close with
a general discussion of the implications and limitations of
our results.

Model

The model is conceptually similar to the classic DDM (Rat-
cliff, 1978), but has a slightly different assumption about
how the distributions of sensory evidence are mapped onto
an overt response. We will now compare and contrast the
classic DDM with our averaging model.

The diffusion decision model

As mentioned in the introduction, many studies converge
in demonstrating that — within a single modality — infor-
mation integration across time is imperfect, in one or more
different ways. Furthermore, many studies have converged
on the idea of sequential sampling theory where observers
gradually accumulate information to aid them in choosing
among several alternatives. Suppose there are two types of
stimuli Sg and Sy, (e.g., a rectangle positioned to the right
or left of a central reference point, respectively), and two
possibilities of choice responses Rr and R;. Many mod-
els of decision making assume that, on the presentation of a
stimulus S, noisy samples of sensory evidence are accumu-
lated throughout the course of the trial, and these samples
are integrated to guide the decision process. Perhaps one
of the simplest ways of describing this process of evidence
integration is in terms of the differential equation

da(t) = psdt + opdW,

where a(t) is the value of the integrated evidence variable at
time ¢, ps represents the mean of the noisy samples, and o,
is the standard deviation of within-trial sample-to-sample
variability in the samples of evidence. For the two types of
stimuli, we might arbitrarily assume that

[p ifS=Sk
Bs=V\—pifs=s,

Let us assume, following (Ratcliff, 1978) that subjects inte-
grate according to this expression from the time the sensory
evidence starts to affect the evidence accumulators until
the go cue precipitates a decision. This leads to a time-
dependent distribution of the sensory evidence variable such
that a(t) ~ N(u(t), o (¢)), where

w(t) = pust
o (1) = oyt

When subjects are asked to provide a response, a rightward
choice Rp is thought to be made when the sensory evi-
dence variable a(¢) is greater than some criterion c¢(¢), and
a leftward choice Ry is made otherwise.

The left panel of Fig. 1 illustrates how the distribu-
tion of sensory evidence variable a(t) evolves over time
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Fig. 1 A comparison of the DDM and the ADM. The left and right panels show a graphical illustration of the evolution of the sensory evidence
state a(t) (x-axis) as a function of time (y-axis) for the DDM (left panel) and the ADM (right panel). For illustrative purposes, we set o, = 0.8,

op =00 =0,and uy = [—1.5, 1.5]

for the DDM. In the beginning, the distribution of evi-
dence has relatively little variance, and the location of
potential belief states are concentrated on w(f). As time
increases, the cumulative amount of moment-to-moment
noise increases, which directly impacts the dispersion of the
sensory evidence variable a(f). Figure 1 also shows how
these representations interact with the criterion c(¢), which
is illustrated by the vertical black line.

Independent of the value of c(¢), the level of discrim-
inability d’(r) evolves according to the following equation:

2ust _ Zﬂs\/;
Uw\/; ow

As time increases, d’(t) increases without bound, thereby
predicting infinite discriminability (i.e., error-free perfor-
mance) at long integration times. While very easy stimuli
allow for error-free performance given sufficient process-
ing time, the stimuli used in many psychophysical studies
do not. Yet, the model as stated so far predicts that even
the most difficult stimuli, if integrated for long enough,
should allow error-free performance. There are now three
prominent approaches to addressing this deviation from
optimality.

First, Ratcliff (1978) proposed that there may be vari-
ability from trial to trial in the drift rate parameter. That
is, a trial-specific value of u is taken to be sampled from
a Gaussian distribution with mean w; and standard devia-
tion op, where o}, is referred to as the between-trial drift
variability parameter. While this between-trial variability
can be attributed to the stimulus itself, in many studies the

d ) =
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mean stimulus value (e.g., position in screen coordinates)
does not vary at all from trial to trial, implying that some
factor internal to the observer (e.g., trial-to-trial variabil-
ity in the representation of the reference position) must be
the source of the limitation on performance. Other findings
(e.g., Ratcliff and McKoon 2008) suggest that, at the begin-
ning of integration, the decision variable may have some
initial variability. Often this is also assumed to be Gaus-
sian, with mean O and standard deviation op. Incorporating
these additional sources of variability into the DDM, look-
ing across many experimental trials, the distribution of the
accumulated evidence variable a(z) still evolves according
to a normal distribution with mean () = ust, but its
standard deviation is

o(t) = /of + 02t + oft2. (D)

With these assumptions, it follows that

limd'(t) = 2—“ )
t—00 op
In other words, as ¢ increases, the effects of both the ini-
tial variability and the moment-to-moment or within-trial
variability become negligible, and accuracy is ultimately
limited by the between-trial variability. Hence, the addi-
tional sources of variability allow the model to account for
the leveling off of accuracy at long decision times.

The second — not mutually exclusive — possibility is
that subjects stop integrating evidence before the end of
a trial once the absolute value of the decision variable
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a(t) exceeds a decision threshold (Mazurek et al., 2003;
Ratcliff, 2006). All models assume some stopping crite-
rion for free-response paradigms, when the timing of the
response is up to the subject. In the interrogation procedure,
however, there is no need to stop integrating evidence before
the go cue occurs, and stopping integration earlier can only
reduce the discriminability d’. The use of such a threshold
is still possible however, and it offers one way to explain
why time-accuracy curves level off. However, we will not
investigate models that use the thresholding process in this
article.

The third possibility is in the way information is inte-
grated. While the DDM assumes that the evidence for
each alternative is accumulated in a perfectly anti-correlated
fashion, other models assume a competitive process among
accumulators where the evidence for each alternative can
arrive at different times (Vickers, 1979; Merkle and Van
Zandt, 2006), inhibit or excite the amount of evidence
for an opposing accumulator (Usher & McClelland, 2001;
Brown & Heathcote, 2005; Shadlen & Newsome, 2001),
or have a completely independent race process (Brown &
Heathcote, 2008; Reddi & Carpenter, 2000). Furthermore,
plausible mechanisms such as passive loss of evidence (i.e.,
“leakage”) have been considered by other models with sim-
ilar accumulation dynamics (Usher & McClelland, 2001;
Wong & Wang, 2006). Across various architectures, ranges
of parameter settings can allow these models to predict a
natural leveling off of the time-accuracy curves. Although
we feel that the dynamics of these models are very inter-
esting, we will not consider them further in this article.
Instead, we will focus on an adaptation of the DDM with
starting-point, between-trial, and within-trial variability as
reflected in Eq. 1 as it is very widely used and provides
good descriptive fits to behavioral data (Ratcliff & McKoon,
2008).

The averaging diffusion model

We can now adapt the DDM as described above by trans-
forming the decision variable into the framework often used
in multisensory integration studies by dividing the amount
of accumulated evidence a(¢) by the elapsed time ¢, mea-
sured in seconds. We denote this new variable [i(f) because
it is an estimate of the mean of the stimulus variable 1(¢).
The expected value of ji(¢) is constant and equal to s,
while its standard deviation decreases with the square root
of time: o(f) = 0y,/+/t. The decrease in the standard
deviation of the estimate of the stimulus variable makes it
less and less likely that the evidence value will be on the
wrong side of the decision criterion at 0, therefore account-
ing for the increase in d’ as time increases. We call this
transformed version of the DDM the Averaging Diffusion
Model (ADM), to represent the fact that the model assumes

participants attempt to estimate the mean of the stimulus
input value.

As in the standard DDM model discussed above, a
between-trial variability parameter o; can allow the ADM
to account for limitations in performance (i.e., d’ reaching
a finite asymptotic value) as time increases. Also as in the
DDM, the ADM can accommodate initial or starting point
variability. For our purposes, we assume this initial vari-
ability to be drawn from a Gaussian distribution with mean
0 and standard deviation op. Incorporating these additional
sources of variability into the ADM, the expected value of
the representation variable a(f) rapidly converges to g,
while the standard deviation changes as follows:

02 O’2
o) =\[oj + =+ t—g 3)

This equation shows that as ¢ increases, the initial variability
oo and the moment-to-moment or within-trial variability o,
become negligible, leading o (7) to converge to oy, such that

2
Op )

lim d'(¢) = “)
—00

Hence, as in the DDM, accuracy in the ADM is ultimately
limited by the between-trial variability, allowing this model
to predict an asymptotic d for large integration times.

The right panel of Fig. 1 illustrates how the distribution
of sensory evidence variable a(¢) evolves over time for the
ADM. In the beginning, the distribution of evidence is rel-
atively more variable due to the initial starting point noise,
making the location of potential beliefs disperse around
() due to having only averaged a few noisy samples. As
time increases, the number of noisy samples increases, and
the estimate of the mean of the samples becomes more accu-
rate. The model expresses this increased accuracy through
the decrease in the variance of the representations. Similar
to the DDM discussed above, in modeling responses that
occur at particular times in our behavioral experiment, we
assume the participant chooses one response alternative if
the evidence variable a(t) is greater than a particular crite-
rion at the time the response is triggered, and chooses the
other response otherwise. In Fig. 1, the criterion c(¢) is set
to zero and is illustrated by the vertical line in both panels.

Accounting for bias and temporal delay in evidence
integration

Two additional considerations unrelated to the main focus
of our investigation need to be taken into account in pro-
viding a complete fit to the experimental data (i.e., all
response probabilities, not just discriminability data). The
first of these is the presence of biases (which vary between
participants) that may favor one response over the other.
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Because we are primarily interested in explaining how stim-
ulus information is integrated over time and across stimulus
modalities (i.e., visual or auditory), we will use a simple
mechanism for capturing bias, although other more system-
atic mechanisms are possible in the signal detection theory
framework (e.g., Treisman and Williams 1984; Mueller and
Weidemann 2008; Benjamin et al. 2009; Turner et al. 2011).
Specifically, we will assume that the mean of the sen-
sory evidence variable evolves according to the following
equation:

'30
p =S+p"+—. )
Equation 5 shows that, in addition to the stimulus infor-
mation S, the model has parameters that allow for a static
bias in the mean of the evidence variable (i.e., B!) as
well as a decaying bias parameter which captures an ini-
tial bias that becomes negligible as ¢ increases. Although
we did investigate other forms of systematic biases over
time, the aforementioned mechanism provided a reasonably
good account of the data, and as a consequence, we will not
discuss these other alternatives.

Finally, care needs to be taken in relating the time f,
at which the response signal is presented to the timing and
duration of the evidence accumulation process. For this pur-
pose, we adopt the common assumption that the evidence
accumulation process begins after an encoding delay fol-
lowing stimulus onset and ends after a fixed decision delay
following the presentation of the go cue, at which time
the state of the evidence variable is read out and used to
determine the participant’s choice response. The difference
between these encoding delay and the decision delay is
called 7.! Note that the evidence delay could be longer than
the decision delay, in which case the decision could be exe-
cuted before evidence accumulation begins if the response
signal comes very soon after stimulus onset. Because the
delay prior to the start of evidence accumulation can vary
across participants and across modalities due to differences
in modality-specific input pathways, different values of t
are estimated for each modality for each participant. When
modeling the state of the decision process at the time of a
particular response signal #,; measured from stimulus onset,
the time variable ¢ in Eqs. 3 and 5 is adjusted to ¢, — T when-
ever t,s > (1t +€). When t,; < (7 + €), this corresponds to
the situation were the state of the evidence variable is inter-
rogated before evidence accumulation has had a chance to
begin. In this case, ¢ is set to €, where € is small enough that

INote that neither the encoding delay nor the decision delay are
directly observed, because the response occurs after a further response
activation process whose duration may depend on the state of the con-
tinuous decision variable at the time this process is initiated (Gao &
McClelland, 2013).
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;80 and og dominate the initial state of the evidence vari-
able a(t). The (small) constant term € is necessary to avoid
dividing by zero in Eqgs. 3 and 5 above. In all of the model
fitting below, we set € = 0.001.

Integrating multiple modalities

With a description of how the ADM accounts for unimodal
(i.e., coming from one source) stimuli, we can begin to
consider how the model should be extended to account
for how observers integrate multimodal (i.e., coming from
multiple sources) stimuli. Specifically, we will consider
three hypotheses for how observers integrate two sources
of information — visual and auditory — in forming their
decisions. Furthermore, our hypotheses will consider how
observers achieve real-time optimal integration of two dif-
ferent sources of evidence. For example, it is conceivable
that observers could employ a dynamic reweighting of the
input to a single cross-modal integrator in order to weigh
one stimulus input more highly at earlier times and the
other stimulus input more highly at later times. However,
specific mechanisms for this dynamic reweighing process
across time have yet to be proposed. Recently Ohshiro et al.
(2011) have proposed how a population of competing mul-
tisensory integrators might automatically reweigh evidence
according to its reliability, but without considering the time
course of processing. As part of our modeling investigation,
we consider whether our data is consistent with dynamic
reweighting. In the discussion below we consider how such
reweighting might be incorporated into the Ohshiro et al.
(2011) model.

Because we will be considering both unimodal and
bimodal stimuli, a word on notation is in order here. Hence-
forth, we will subscript the various model quantities with
either a “v”, “a”, or “b” to represent the visual, auditory,
or bimodal conditions, respectively. For example, the mean
of the sensory evidence variable at time ¢ in the auditory
condition will be denoted u,(¢). Table 1 provides a com-
plete list of the notation used to represent the variables
throughout the article. In the descriptions of the model
variants for stimulus integration below, we assume that each
unimodal condition has been considered independently, and
so u(t) and oy (¢) are separately evaluated for each con-
dition (i.e., k = {a, v}). In all of the model variants we
fit below, separate parameters were used in the auditory
and visual modality conditions for 8°, B, o9, op, ow,
and . However, these parameters were not free to vary in
the bimodal condition. Instead, for the bimodal condition,
the relevant variables were calculated as a function of the
equations describing the representations used in the two uni-
modal conditions, in accordance with the three integration
hypotheses considered below.
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Table 1 Model parameters and other variables

Type Notation ~ Description
i parameter for component of bias that
decays over time
Modality B! parameter representing static bias
Specific 00 standard deviation of the trial-to-trial

starting point

Parameters op standard deviation of the trial-to-trial

mean drift

ow standard deviation of the within-trial vari-
ability

T the nondecision time parameter

S experimenter-controlled stimulus variable

Condition a(t) the amount of accumulated sensory evi-

dence at time ¢

Specific u(t) mean of the sensory evidence
Variables o(t) standard deviation of the sensory evidence
&) dummy variable used to evaluate pre-

dicted response probabilities

Integration  « Estimated weight assigned to the visual

input in the SFW model

Variables o optimal value of « for the SOW model

Notation and corresponding description of the parameters and other
variables used throughout the article. All six of the modality-specific
parameters of the Averaging Diffusion Model (ADM) were estimated
separately for the visual and auditory modalities, and all of the con-
dition specific variables other that S are calculated separated for the
visual, auditory, and both conditions. Subscripts designating condi-
tions are not included for simplicity. SFW: Static Free Weight; SOW:
Static Optimal Weight

Hypothesis 1: Adaptive optimal weights

The first method of stimulus integration we investigated was
the Adaptive Optimal Weights (AOW) model. The AOW
model assumes that at each time point the observer com-
bines the evidence from each of the two modalities in a way
that reflects the reliability of each modality. To do so, the
model relies on a term that expresses the ratio of variabil-
ity within a specific modality relative to the total amount
of variability in the inputs. For example, the variability in
the auditory representation is af(t), whereas the total vari-
ability in all the inputs is oaz 1) + ovz(t). Hence, the ratio
of these variabilities is O’az(t) / [aaz(t) + of(t)]. The intu-
ition behind this term is that as the auditory features of the
stimulus become more noisy relative to the visual features,
this term increases above 0.5, and as the auditory features
become less noisy relative to the visual features, this term
decreases below 0.5. Using the relation

o2(t)
o2(t) + o2(t)

o2ty
o2(t) +o2(t)

9

we can use the ratio of variabilities within each modality
to express how cues are combined in an optimal manner
(e.g., Ma and Pouget 2008; Landy et al. 2011; Witten and
Knudsen 2005). Building on this intuition, in the bimodal
condition, the mean u,(#) and standard deviation o () of
the stimulus representation are

o2(t) o (1)
20+ MO0 o0 ©

OO
Va2t + 02’ @

Hence, the evidence variable in the bimodal condition
ap(t) ~ N(up(t), op(t)) will reflect the optimal weighted
combination of the two unimodal evidence variables a, (¢)
and a, (¢). Equations 6 and 7 reflect a cue weighting strategy
that is considered “optimal” in the sense that the modality
with the least amount of variability is given a greater amount
of weight when both modalities appear together, as in the
bimodal condition. Equations 6 and 7 are also optimal in the
sense that they produce the highest possible discriminability
d’(t) curve for each value of ¢.

The weighting terms applied to the visual and auditory
modalities in Eq. 6 may seem counterintuitive given that
the variance for the visual stream is used in the numera-
tor of the weighting term applied to the auditory mean (i.e.,
the rightmost term), whereas the variance for the auditory
stream appears in the numerator in the term applied to the
visual stream. The reason for this is that the variance in the
modality is inversely related to the reliability of the cor-
responding modality. As an example, suppose the auditory
modality is perfectly reliable such that o, = 0, and the
visual modality is not perfectly reliable such that o, = ¢
where ¢ > 0. Here, regardless of the value of ¢, the weight-
ing term applied to the visual modality becomes zero and all
attention should go to the auditory modality. This is desir-
able in the model because as in this example, the auditory
modality is weighted more heavily, as it is the more reliable
modality.

Mp() = py(t)

op(t)

Hypothesis 2: Static optimal weights

The AOW model above maintains that observers base their
integration strategy on the reliability of each unimodal fea-
ture at the moment the decision must be made. Another
possibility is that subjects adopt a single fixed weighting
policy that maximizes overall response accuracy across all
possible decision times. While the AOW policy will result
in optimal cue weighting at each time point, this alternative
policy can be considered optimal subject to the constraint
that the weight assigned to each modality is fixed or static
regardless of the reliability of the unimodal evidence at any
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given moment. We refer to this strategy as the Static Optimal
Weight (SOW) model.

For this and the subsequent model, a new parameter « is
introduced. As in the AOW model above, we parameterize
the weights associated with each modality so that they sum
to one, or oy + o, = 1. Given this constraint, we (arbitrar-
ily) choose ¢ = «,, to represent the weight allocated to the
visual modality, such that &, = 1 — «. Since « is assumed
fixed for different time points during evidence accumula-
tion, we use it to replace the time-specific terms in Eqs. 6
and 7 to describe the mean and standard deviation of the
evidence variable at time ¢ as

wp(t) = apy(t) + (1 — a@)pa(t), and (®)
ob(1) = v (@0y(1)? + (1 — 0)ou(1))?, ©)
respectively.

To determine the value of « that maximizes accuracy, we
first define a “response loss function” £(t), given by

1 — ®O0lup(t), op(t)) if S >0

®Olup), op1))  ifS <0 (10)

%‘(t)={

Equation 10 calculates the probability of making a response
for each of the different values of S, which can take any of
values {—2, —1, 1, 2} across trials (S is always the same for
both modalities within a trial). Specifically, if the stimulus
is to the right (i.e., S is positive as in Fig. 1), £(¢) is the
proportion of the total area of the sensory evidence distribu-
tion that is greater than zero, whereas if the stimulus is to
the left (i.e., S is negative as in Fig. 1), £(¢) is the propor-
tion of the area of the sensory evidence distribution that is
less that zero. In both cases, £(¢) represents the probability
of making a response that is consistent with the true state of
the stimulus. In other words, &(¢) is the probability of mak-
ing the correct response. In theory, we could calculate &(¢)
at every possible time point and select the value of « that
optimizes & () for every stimulus value, where

a® = argmax,, (/oog(t)dt) (11
0

However, this may not lead to the actual optimal pol-
icy given the set of specific time points sampled in our
experiment. Therefore, we calculate «* by summing up
the probabilities at each (discrete) time point used in the
experiment:

a* = argmax, (Z S(t)). (12)
t

Once o™ has been determined, it is used in Eqs. 8 and 9 to
calculate up(¢) and op ().

@ Springer

Hypothesis 3: Static free weights

The weighting strategies used by the AOW model and the
SOW both assume an optimal integration of unimodal cues,
and these weighting strategies are both deterministic in the
sense that they are completely determined by the parameters
from the unimodal conditions, carried over directly into the
bimodal condition. However, in the presence of two cues,
observers may not necessarily integrate them optimally. In
one extreme, they may decide to rely exclusively on one
cue over another, since considering both cues simultane-
ously may impose extra processing demands on participants
(cf. Witten and Knudsen 2005). Given these considera-
tions, as well as some of the aforementioned discrepancies
in what is considered optimal, our third model explicitly
parameterizes the weighting process.

The inclusion of this additional model provides for a
stronger test of optimality of integration. The models con-
sidered above are limited in the sense that they provide
only weak evidence about the extent to which a participant’s
strategy is optimal. That is, by assuming a deterministic
combination function, we can only evaluate the fidelity
of our assumption by comparing the model fit to empir-
ical data, but it does not give us the freedom to explore
whether some other cue-combination strategy is more likely
to account for the data. Because we have data from this
bimodal condition, instead of assuming a direct mapping
from unimodal conditions to the bimodal one, we can infer
the most-likely weighting policy, conditional on the data.
While in principle it is possible that participants choose
non-optimal weights for each value of the decision time
parameter ¢, considering this possibility would result in
excessive model freedom. Instead we consider the sim-
ple possibility that each participant chooses a single value
of the fixed weighting parameter «, corresponding to a
fixed assignment of weight to signals arising from the audi-
tory and visual modalities. As in the SOW model above,
we parameterize the weights associated with each modal-
ity so that they sum to one, and choose « to represent the
weight allocated to the visual modality such that the weight
assigned to the auditory modality is 1 — «. As in the SOW
model, we describe the mean and standard deviation of the
evidence variable at time ¢ as

pb(t) = apy(t) + (1 — a)pua(r), and 13)
op(1) = V(@0 (1) + (1 — @)oa(1))>, (14)

respectively. We call this model the Static Free Weights
(SFW) model, because the weight « is freely estimated on
a subject-by-subject basis, but remains static or fixed for all
time points within each participants’ data.
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The “sum-to-one” constraint on the weights naturally
constrains ¢ € [0, 1], which allows us to compare « to
a reference point of 0.5. Specifically, when o > 0.5, the
visual modality is given more weight relative to the audi-
tory, and when o < 0.5, more weight is given to the auditory
modality. In addition, the sum-to-one constraint allows us to
directly compare the estimate of the parameter « to the opti-
mal integration strategy assumed by the SOW model and by
the AOW as discussed below.

Evaluating the likelihood function

Once i (t) and ok (¢) have been evaluated for each stimu-
lus modality condition (i.e., evaluated for all k € {a, v, b}),
we can determine the likelihood of the data given the model
parameters. In each of the model fits, the likelihood is
expressed as a function of the model parameters, given the
full set of response probability data. We denote the num-
ber of stimulus presentations in the ith stimulus difficulty
condition at the fth integration time in the kth stimulus
modality condition as S; x () and the number of “rightward”
responses to the S (¢) stimuli as R;(z). To determine
the response probability predicted by the model in the ith
stimulus difficulty condition at the tth integration time in
the kth stimulus modality condition (denoted R P; x(t)), we
evaluate the following equation:

RP;i(t) =1 — @0fur (1), o (1)),

the set of response probabilities predicted by the model.
Although not explicit in the notation, ui(#) and oy(¢)
are evaluated through a set of model parameters 6 and
the equations detailed in the above sections. Because the
responses are binary, we can evaluate the probability of
having observed the data from a given experiment under
a particular model with parameters 6 through the binomial
distribution. Specifically, we calculate

Bin[R; x (1)|S; k(£), RP; x(1)],

where Bin(x|n, p) represents the probability of having
observed x “successes” in n observations with a single-trial
success probability of p, which is given by

Bin(x|n, p) = (;’)pxa —

This expression is evaluated for all values of i and k as spe-
cified above. Finally, we can combine all of the data and
model predictions by multiplying the densities together,
which forms the likelihood function

L@|D) = [ [T [T IBinlRix®)ISix(t), RPix (0],
ki t

where D contains the data from a given experiment (i.e,
D = {R, S}).

Bayesian prior specification

Because we fit each of the three models to data in the
Bayesian paradigm, we were required to specify priors for
each of the model parameters. Although one could easily
implement a hierarchical version of the model that allows
information to be exchanged from one subject to another,
we chose not to develop a hierarchical model due to the
limited number of subjects in our experiment. To obtain
the unimodal parameters needed to fit the three models of
bimodal integration listed above, we must specify priors for
six parameters (see Table 1). Specifically, we need priors for
the between-trial variability parameter op, the within-trial
variability parameter oy, the initial starting point variability
parameter oy, the two bias parameters ,BO and ,61, and the
nondecision time parameter t. Some of the model param-
eters naturally have restrictions to obey; for example, the
standard deviation parameters must be positive. To facilitate
estimation of the posterior distribution for such parameters,
we applied a logarithmic transformation (cf. Gelman et al.
2004). To avoid the possibility that a poor model fit would
arise solely as a result of a poorly chosen prior, we manually
adjusted the prior distribution for each parameter so that pre-
dicted response curves generated from the model encompas-
sed the range of unimodal data patterns found in the experi-
ment reported here (i.e., see Fig. 2) and in other experiments
using a similar behavioral paradigm (Gao et al., 2011),
guided by our prior experience fitting similar models to such
data sets. In the end, we specified the following priors:
log(op) ~ N (0.3, 1),
log(oy) ~ N(=5,2.8),
log(og) ~ N(0, 1),

B° ~ N(©.7),

B! ~ N(0,7), and

T ~ N(0.1, 1).

Because it was not clear how to connect stimulus informa-
tion processing from each of the two unisensory stimulus
conditions, each of the models posses an independent set of
parameters for the visual and auditory conditions.

In addition, the SFW model possesses one additional free
parameter « that weights the contribution of the auditory
and visual stimulus modalities. As mentioned, « is bound
by zero and one, which can sometimes cause instabilities in
the estimation procedure. We applied a logit transformation

to « for reasons similar to the logarithmic transformation
above, and specified the prior on this transformed space:

logit(ar) ~ N(0, 1.4),

where

) X
logit(x) = log (1—> .
—X
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Fig. 2 Choice probabilities from the experiment. The rows indicate
a particular subject’s performance, whereas the columns represent the
modality conditions. Choice probabilities are framed as the probabil-
ity of “rightward shift” endorsement. The data from the 2, 1, -1, and -2
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pixel shift conditions are show as the blue, green, red, and black lines,
respectively. In each panel, the point of indifference is shown as the

dashed horizontal line
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This particular prior was chosen because it places approxi-
mately equal weight for all values of « in the unit interval
(i.e., the probability space), and as a consequence, it allows
us to be agnostic about the relative contributions of auditory
and visual stimulus cues in the bimodal stimulus condition.

Experiment

We now present the details of our experiment. Recall that
our goal is to understand how the multimodal integration
process occurs over time. To do this, we manipulated two
important variables in our interrogation paradigm. First,
we manipulated the type of information that was pre-
sented to the subject: auditory alone, visual alone, or audi-
tory and visual together. Second, we manipulated the time
that the stimulus was present before requiring a response.
Together, these components provide insight into how the
representations are fused together in the crucial bimodal
condition.

Subjects

Six subjects with normal hearing and normal or corrected-
to-normal vision completed 420 trials in each of the audi-
tory, visual and combined conditions in each of 12-20
sessions, which allowed enough data for detailed assess-
ment of each subjects’ performance. Subjects gave their
informed consent, and were told that they would be paid
USD $5.00 plus an additional amount determined by their
performance for their participation in each session. For
every point earned, subjects were paid an additional USD
$0.01. To improve retention, subjects received a“‘completion
bonus” of $4 per session for participating in all the required
sessions.

Stimuli and apparatus

For each trial, subjects saw a fixation cross at the center
of the screen paired with an auditory sound signaling the
beginning of the trial, and the stimulus was displayed 500ms
later. In the visual-only condition, the stimulus was a rect-
angle, drawn by an outline 1px wide. The rectangle was
300px wide and 100px high. On each trial, the rectangle
stimulus was shifted to either the left or the right by 1 or
2 pixels. In the auditory-only condition, the stimulus was
white noise played to either ear at two different intensity
levels. The two levels of white noise intensity were obtained
by setting the volumes of the two headphone channels as
V1=V0(l+dx S)and V2 = VOl —d x S) through
PsychToolBox, where S takes value of 1 or 2 representing
the two auditory intensity levels, and d represents the base
difference. The base difference d was adaptively chosen

for each individual subject at the beginning of the experi-
ment so that their stimulus sensitivity to the visual shifts and
auditory shifts were approximately the same. In the com-
bined stimulus condition, the stimulus was always a visual
stimulus and a congruent auditory stimulus, both shifted by
the same number of unit steps (one or two) in the same
direction.

The visual cues of this experiment were displayed on a 17
inch Dell LCD monitor at 1280 x 1024 resolution. All visual
cues were light gray on a darker gray background. Audi-
tory cues were played through Beyerdynamic DT150 head-
phones. The experiment was run using the Psychophysics
Toolbox v3 extensions of Matlab R2010b. Auditory control
with precise timing was obtained using M-Audio 1010LT
audio card. Subjects were seated approximately 2.5 feet
from the computer monitor in the experiment. Subjects were
instructed to report the direction of the shift by pressing one
of two buttons on the keyboard, the “z” button for left shifts
and the “?/” button for right shifts.

Procedure

Subjects performed a two-alternative forced decision task
similar to that used in many multisensory integration stud-
ies. Three types of trials were used: auditory trials, visual
trials, and combined trials. The first 2-5 sessions were train-
ing sessions in which the physical auditory stimulus levels
were adaptively adjusted so that subjects’ sensitivity in
the visual and auditory conditions were approximately the
same. The adapted auditory stimulus was then used for each
of the following sessions.

Subjects were instructed to hold their response until
receiving a go cue. On each trial, a fixation point appeared
at the start of the trial, and 500 msec later, the stimulus pre-
sentation began. At different delays after stimulus onset (75,
150, 300, 450, 600, 1200, and 2000 msec), the stimulus pre-
sentation ended, and a go cue was presented. The go cue
consisted of an auditory tone accompanied by the presenta-
tion of the word “GO!” in the middle of the display screen.
Subjects pressed one of two response keys to indicate their
judgment about whether the stimulus was located to the left
or right of center. Subjects were to respond within 300 msec
after go cue onset and received feedback on each trial 750ms
after the go cue.

Visual and auditory feedback was used to indicate to the
subject whether the response occurred within the 300ms
response window, and (if so) whether it was correct. If
subjects responded within the response window and chose
correctly, they received one point for the trial, feedback
consisting of a pleasant noise, and a display with the total
number of accumulated points on the screen. Incorrect,
early, or late responses earned no points, and the feedback
was an unpleasant noise with visual feedback of “X,” “Too
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early,” or “Too late” on the screen, respectively. The total
time allotted for feedback of any type was 500ms.

Results

We now present the results of our analysis in five stages.
First, we discuss the raw behavioral data because, as we
mentioned, multimodal integration experiments have not
been reported with an interrogation paradigm. Second, we
discuss our results in terms of discriminability as mea-
sured by signal detection theory model, and compare these
discriminability measures to ones derived from assuming
optimal integration. Third, we present the results of our
three model variants, showing model fits and model compar-
ison statistics. Fourth, we examine the estimated posterior
distribution of the o parameters in our SFW model and
compare them to the optimal setting of «, determined by
unimodal feature reliability. Finally, we discuss differences
across the two modalities in the values of the time offset
parameter T and the three variability parameters oy, oy,
and o( and consider how these relate to differences in the
time-accuracy curves for the two modalities.

Raw data

We begin our analysis by examining the raw choice prob-
abilities for each modality by shift condition. Figure 2
shows the choice probabilities for each subject (rows) by
modality (columns) condition. The choice probabilities are
framed as the probability of endorsing the “rightward shift”
alternative. The blue, green, red, and black lines repre-
sent the choice probabilities for the 2, 1, -1, and -2 pixel
shift conditions, respectively, across each of the 7 go cue
delay conditions. In each panel, the point of indifference
(i.e., the point at which each response alternative is equally
preferred) is shown as the dashed horizontal line.

Although Fig. 2 shows large individual differences in
the choice probabilities, some features of the data remain
consistent across subjects. First, the larger pixel shift con-
ditions result in higher choice probabilities toward the cor-
rect alternative, relative to the lower pixel shift conditions.
Specifically, the blue and black lines — which represent the
2 and -2 pixel shift conditions, respectively — are farther
from the point of indifference (0.5) than either the green
or red lines — which represent the 1 and -1 pixel shift con-
ditions, respectively. A second general trend in the data is
that the choice probabilities tend to become more discrim-
inable (i.e., move away from the point of indifference) as the
go cue delay increases. The standard interpretation of the
gradual increase in discriminability is that the cumulative
sum of the noisy perceptual samples contains more signal
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relative to noise over time. Analogously, the ADM pre-
sented below describes how the average of these samples
has a higher signal-to-noise ratio, allowing the representa-
tion of the stimulus to be more discriminable over time.

Some features of the data are not consistent across sub-
jects. For example, at the shortest go cue delay condition,
we see that not all subjects begin at the point of indif-
ference. This property suggests that some subjects (e.g.,
Subjects hh and la) begin with an initial (rightward choice)
bias for reasons that are unlikely to be a consequence of
the stimuli. Another clear individual difference in the data
is the maximum level of response probability for the alter-
natives. For example, Subject mb never reaches a response
probability of 0.8 for the rightward choices under any go
cue delay, whereas Subject hh reaches much more extreme
choice probabilities for even the shorter go cue delay condi-
tions (e.g., a probability of 0.9 at go cue delay 0.6). The rate
of response endorsement for each alternative will be more
carefully examined in the next section.

Discriminability analysis and optimality

Rather than examining the probability of response endorse-
ment, we can rely on summary statistics that characterize the
level of discriminability for a particular condition. To do this
across the four stimulus difficulty conditions, we assumed
the presence of four Gaussian distributions, each centered at
the location of the pixel shift conditions [—2, —1, 1, 2]. We
then assumed that each Gaussian distribution had a standard
deviation parameter equal to o4, and a single decision crite-
rion parameter was used as in the traditional signal detection
theory model (Balakrishnan and MacDonald, 2001). We
then freely estimated o, and the decision criterion for each
subject at each interrogation time. Given these assumptions,
the level of discriminability for the one-pixel shift condition
isd' = 2/0,4, whereas discriminability in the two-pixel shift
conditionis d’ = 4/o0,4. Figure 3 shows the calculated d’ val-
ues for each subject (shown as panels) in the two-pixel shift
condition. The green, red, and blue lines represent the d’
curves for the auditory, visual, and both conditions, respec-
tively, across all go cue delays. The general pattern across
subjects — echoed from Fig. 2 — is that d’ increases as a
function of the go cue delay.

We can also examine the subjects’ performance relative
to the optimal integration model discussed above. Letting
d', and d’,, denote the discriminability from the visual and
auditory conditions, respectively, the discriminability for the
both condition d’; under the assumptions of the optimal
integration model is

d'y=+/d?+d">.
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Fig. 3 Discriminability-based optimality analysis from the experi-
ment. The data from the visual, auditory, and bimodal conditions
(two-pixel shift stimuli only) are show as the red, green and solid black

Figure 3 shows the optimal observer’s d’ as the dashed
black line. In the figure, deviations from optimal integra-
tion are shown as differences between the black and blue
lines. For the majority of the subjects, the two curves are
reasonably close to one another. However, for Subjects mb
and ms, there are clear signs of suboptimal integration of
the stimulus cues. The analysis in this section is somewhat
crude, relying on differences in the d’ statistic that are less
interpretable than what could be realized within a compu-
tational modeling framework. Specifically, the analysis in
this section only informs our understanding of the accu-
racy of the integration process, but says nothing about how
the auditory and visual cues are being integrated to form a
representation in the bimodal condition. Considering these
limitations, we will explore the results of fits of the models
discussed above in the next section.

Model comparison and fit

To evaluate the relative merits of the three proposed ways
of integrating sensory stimuli, we fit the three models to
the data from our experimental task. To fit the models to
the data, we used differential evolution with Markov chain
Monte Carlo (DE-MCMC; ter Braak 2006; Turner et al.

lines, respectively. The performance of the optimal integration model
is shown as the dashed black lines

2013) to estimate the shape of the joint posterior distribu-
tion, for each subject independently. We used 24 chains and
obtained 5,000 samples after a burn-in period of 1,000 sam-
ples. The burn-in period allowed us to converge quickly to
the high-density regions of the posterior distribution, while
the rest of the samples allowed us to improve the reliability
of the estimates. Visual inspection of each chain was used
to assure us that the chains had converged. Following the
sampling process, we thinned the chains to reduce autocor-
relation by retaining every other sample. Thus, our estimates
of the joint posterior distribution for each model are based
on 60,024 samples.

To compare the three models on the basis of model fit,
we used the Watanabe-Akaike information criterion (WAIC;
Watanabe 2010).2 For this statistic, a lower value indicates
a better model fit to the data. Table 2 shows the resulting
WAIC values obtained for each model (columns) by sub-
ject (rows) combination. Table 2 shows that for Subjects am
and la, the Adaptive Optimal Weights model provided the
best fit, whereas for the remaining subjects the Static Free
Weights model provided the best fit.

2The Bayesian predictive information criterion (BPIC; Tomohiro
2007) provided identical conclusions as the WAIC.
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Table 2 Watanabe-Akaike information criterion (WAIC) fit statistics
for each method of stimulus modality integration (columns) by subject
(rows)

Subject Adaptive Optimal Static Optimal Static Free

am 1002.5 (79.8) 1087.2 (114.1) 1117.8 (126.9)
hh 599.0 (31.1) 590.1 (30.4) 572.8 (26.2)
jl 645.2 (21.6) 644.6 (22.0) 599.6 (17.5)
la 578.5 (16.5) 587.6 (16.0) 586.7 (14.8)
mb 706.6 (27.1) 705.5 (30.6) 629.1 (18.4)
ms 652.3 (22.5) 590.2 (21.1) 577.0 (15.4)

The standard errors of each WAIC statistic appear in parentheses. For
each subject, the bold WAIC value indicates the best fitting model

We can also visually examine the fit of the model pre-
dictions relative to the data. In this section, we show the
model fits in terms of discriminability for visual clarity, but
Fig. 7 shows the model predictions for response probabil-
ities against the raw data as in Fig. 3. Figure 4 shows the
discriminability data from the experiment for each subject
in the auditory, visual, and bimodal conditions as the green,
red, and blue lines, respectively. Figure 4 also shows the
predictions of the corresponding best-fitting model for each
subject. To generate predictions from the model, we ran-
domly sampled values for the parameters from the estimated

joint posterior distribution, and then simulated data from the
model with those samples. We then calculated the median
and 95 % credible set of the simulated data. In Fig. 4, the
medians are shown as the dashed lines, and the 95 % credi-
ble sets are shown as the shaded regions with corresponding
colors. In general, we see that the best-fitting model tends
to make predictions that are consistent with the data. Fur-
thermore, we see that the models are sensitive to noisy data,
and account for this additional noise by inflating the 95
% credible set. For example, the credible sets for Subject
hh are dispersed, whereas the credible sets for Subject am,
whose data were also best captured by the AOW model, are
considerably more narrow.

Optimality of modality weights

For our next investigation, we assessed the degree of opti-
mality for the modality weights in the SFW model for
the four participants whose data were best fit by the SFW
model — that is, all of the participants other than am and
la (Table 2). We hypothesized that the posterior distribu-
tion of the modality weight parameter o might explain why
these four subjects’ data were more consistent with the SFW
model than the SOW model. Specifically, we suspected that
there may be some departure in the estimates of o consid-
ered optimal by the SOW model from the estimates obtained
when freely estimating «, as in the SFW model.

< Auditory
e Visual
= - e Both

o Subject am o Subject mb
- 0‘0 0‘5 1.‘0 1‘5 2‘0 0‘.0 0‘.5 1‘.0 1i5 2i0
©

T Subjecthh | Subjectla | . | Subject ms

T T
0.0 0.5 1.0 1.5 2.0 0.0 0.5
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Fig. 4 Posterior predictive distributions from the best fitting model against the data from the experiment. The data from the auditory, visual, and
bimodal conditions are show as the green, red, and blue lines, respectively. The predictions from the best fitting model for each subject are shown
as the dashed lines (median prediction) along with the 95 % credible set (shaded regions) with corresponding colors
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To examine our hypothesis, we first plotted the posterior
distribution of the weight parameter « for the SFW model.
Figure 5 shows the 95 % credible set across time as the blue
shaded area for each participant, though the comparisons
are not as relevant for Subjects am and la because their data
were best fit by the AOW model. To provide a reference
of the optimal setting for «, we used the internal calcula-
tions for the SOW model (see Eq. 12) to calculate o* for
each subject. These estimates, despite being a determinis-
tic function of the model parameters, have some inherent
variability as a result of generating the estimates through
the posterior predictive distribution (i.e., because the pos-
terior estimates for the model parameters have uncertainty
within them). Figure 5 shows the 95 % credible set for
these optimal estimates from the SOW model as the green
shaded area across time. Finally, we also calculated esti-
mates for the weights derived from the AOW model. For
this model, the degree to which the visual or auditory infor-
mation should be attended depends on the nondecision time
parameter T as well as the relative values of the three o
parameters within each modality, and as a consequence,
the weights change across time. Figure 5 shows the 95 %
credible set of weights expected for the AOW model as
the red shaded area, generated from the posterior predictive
distribution. For all subjects except Subject jl, the distribu-
tion of weights suggest that the optimal weighting strategy
is to first attend to the auditory modality, with a gradual

adjustment toward a more balanced allocation of attention
as time increases.

Figure 5 shows that the estimates for @ from the SFW
and SOW models diverge considerably for all participants
other than am and la. That is, the posterior distributions for
o from these two models show hardly any overlap. This sug-
gests that these subjects are setting their weight parameters
in a static way, but are not doing so in an optimal fash-
ion. We will save further consideration of these participants’
weighting parameters for the General Discussion.

Differences in evidence integration delay across
modalities

In this section, we consider possible differences in the evi-
dence integration delay across the two stimulus modalities
used in our experiment. The t parameter for each of the two
modalities reflects the difference between the evidence inte-
gration delay and the decision delay. Under the assumption
that the decision delay is constant across all conditions of
the experiment, comparing the nondecision time parameter
T across the two stimulus modalities allows us to estimate
the difference in the evidence integration delay for auditory
and visual information. We are aware that the conditions
of our experiment would allow participants to adopt dif-
ferent decision delays in different conditions of the exper-
iment. Thus, the interpretation of the results presented in
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this section must be tentative given this possibility. Given
that the same response signal cue was used in all conditions,
we considered the assumption sufficiently plausible to make
the comparison potentially interesting.

Figure 6 shows the difference between the posterior dis-
tributions for t, and t, for each subject (see Table 5 for
posterior credible sets for these parameters). The estimates
shown are derived from the best-fitting model correspond-
ing to each subject. To examine these posteriors, we simply
examine the posteriors relative to the point at which 7, =
7,. As a reference, a dashed vertical line appears in each
panel that corresponds to this location. If the tau parameter
for the visual condition is greater than that of the audi-
tory condition, 7, will be larger than t, and consequently,
we will see a larger portion of the posterior to the right
of the vertical line. Figure 6 shows that for every subject
except Subject jl, 7, > 1,4, consistent with the conclusion
that the evidence integration delay is generally greater for
visual than for auditory information. For most subjects, this
parameter difference is substantial (e.g., p(tr, > t,)=1.0
for Subjects mb, am, and hh), although for Subject jl, the
evidence that the auditory nondecision time parameter is
larger that the visual nondecision time parameter is rela-
tively weak — in fact, in the opposite direction — such that
p(ty < 74)=0.54.

As noted at the beginning of this section, it seems rea-
sonable to treat the differences in the T parameter across
modalities shown in Fig. 6 as reflecting modality-specific
differences in the time required for stimulus encoding.
Assuming this, our data support the conclusion that stimu-
lus encoding time is generally shorter for the auditory than
the visual modality. Figure 6 shows that for every subject
except Subject jl, T, > 7,, suggesting that the visual stim-
ulus information takes longer to encode than does auditory
information. This pattern of results is consistent with other
studies. For example, Bell et al. (2005) found that in a con-
gruent stimulus presentation (i.e., both auditory and visual
information was consistent with respect to direction), the
response to the auditory features of the stimuli came before
that of the response to the visual features. Although this
particular finding came from single-unit recordings of the
superior colliculus of primates, our results corroborate the
result in humans.

Variance parameters, asymptotic accuracy,
and the shapes of time-accuracy curves

Summaries of the posterior distributions for the three types
of variance parameters appear in the Appendix (Table 3).
These parameters are worth examining because they explain
the behavioral performance in the two unimodal conditions
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by means of three different types of noise: starting point
variability, between-trial variability, and within-trial vari-
ability. The easiest parameters to interpret and relate to data
are the between-trial variability parameters op. As shown
in Eq. 4, performance is inversely related to o3, which
means that the subjects with higher values of o3, should have
lower asymptotic d’ curves. Figures 3 and 4 show that this
is indeed the case. As the most extreme example, Subject
la has estimates of o} that range from (0.357, 0.442) for
the auditory modality, and (0.447, 0.611) for visual modal-
ity. From these values and Eq. 4, we should expect the d’
curve for the auditory modality to be larger than the visual
modality curve. Figure 3 confirms this prediction, where the
auditory d’ curve (green) levels off at a higher value than
the visual d’ curve (red). The other parameters o and oy,
together affect the rate of growth in the d’ curves. There are
clearly differences in rate of evidence accumulation across
modalities for some partipants, and these appear to be well-
captured by the model. In particular, both am and la show
much more rapid growth of d’ in the auditory than the visual
modality, and this is well captured by the model fits as
shown in Fig. 4.

Discussion

In this article, we have joined two important lines of
research on the study of multimodal perceptual decision
making. The first deals with how observers integrate sources
of information that have different sensory properties. The
second deals with how evidence for a choice is accumulated
over time. We presented data from a multimodal integra-
tion task within the interrogation paradigm, which allowed
us to study how the process of sensory modality integration
occurs over time. Our experimental design facilitated a com-
parison across stimulus modalities, and the models we used
allowed us to compare stimulus processing relative to the-
ories of optimality. In this section, we discuss some of the
features of our models in greater detail, as well as addressing
some important limitations of our results.

Comparing the averaging diffusion model to the drift
diffusion model

We do not see the ADM as being at odds with the DDM. In
this article, the ADM was proposed as a way of investigating
the time course of integrating multiple streams of informa-
tion into a single representation of the environment in a way
that connects with existing literature in the field of multi-
modal integration (Landy et al., 2011). Formally, the ADM
and DDM are almost notational variants of one another in
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Fig. 6 A comparison across modalities of the estimated posterior distribution for the nondecision time parameter t. Each panel shows the
difference in T between visual and auditory stimulus modalities for the best fitting model for each subject. Reference lines appear in each panel

for the point at which the two nondecision time parameters are equal. The units of 7 are in seconds

the absence of a decision bound. As we discussed in the
introduction, both the mean and standard deviation of the
evidence variable in the DDM are simply divided by ¢ to
obtain the mean and standard deviation of the evidence vari-
able in the ADM. As a consequence, when diving the mean
by the standard deviation, as one would when calculating
the signal-to-noise ratio, the resulting d’ measures are iden-
tical across the two models because d’(¢) is proportional to
u(t)/o(t) (see Egs. 2 and 4).

The advantage of developing the ADM is that it can be
extended to task in which participants are asked to indicate
their estimate of the position of the stimulus on a contin-
uum, as reflected in the ADM’s evidence variable a(¢). Such
extensions are in line with recent developments of the DDM
for continuous elicitation paradigms (Smith, 2016).

Our experiment used an exogenous stopping rule via
the interrogation paradigm where subjects were required
to respond immediately following a go cue. While this
paradigm is useful in understanding how the sensory vari-
ables evolve over time, as presented here, the model is not
suited for endogenous stopping rules where subjects deter-
mine when a choice should be made. These paradigms,
often referred to as “free response” paradigms, are concep-
tually quite similar to interrogation paradigms, but mod-
els of this task require some mechanism to terminate the

information accumulation process. Typically, the termina-
tion process is instantiated in a decision model such as the
DDM through a response threshold parameter. Although it
has been argued that a response threshold mechanism could
underly the decision dynamics in the interrogation paradigm
(see Ratcliff 2006), we have ignored this possibility here
because excellent fits to time-accuracy curves are often
obtained without such a mechanism (see, e.g., Gao et al.
2011, for a study that used a procedure very similar to the
one used here). Because including the possibility of an early
termination policy (i.e., prior to the go cue) would greatly
increase the complexity of the ADM presented here, we
opted for the simpler formulation in which the decision vari-
able remains continuous until readout is triggered by the go
cue. Future work could investigate ‘the incorporation of a
decision bound into’ the ADM.

Weight parameters, optimality, and neglect

One surprising result from our analyses was the lack of
optimality in the decision making process for four out of
our six subjects. Recall that we used two different defi-
nitions of optimality when constructing variants of ADM.
First, we used the classic definition of optimality where
weights are established on the basis of the variability (i.e.,
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reliability) of the unimodal sensory stimuli. This compu-
tation assumed by the Adaptive Optimal Weights (AOW)
model, is shown in Egs. 6 and 7. According to this model,
at each instant in time, the weight assigned to the input
from each stimulus modality is determined by its relative
reliability. We explained that as the reliability of one sen-
sory modality increased, the weight assigned to that sensory
modality in the bimodal condition would also increase.
As the name suggests, this version of the model is “adap-
tive” meaning that this assessment of reliability is done
dynamically at each point in time. Second, we considered
another form of optimality on the basis of overall accuracy.
This model, which we called the Static Optimal Weights
(SOW) model, is similar to the AOW model in the sense that
the SOW model has weights that are completely determined
by a particular strategy for optimization. However, the SOW
model is different in that it is “static” over time: the opti-
mization of the model weights is done for all time points
simultaneously. The combination of these two models
allows us to address the question of how optimization is
performed — either dynamic or static — if optimization is
performed at all. After fitting our models to data, we deter-
mined that optimization was the best account of the data for
Subjects am and la, and the type of optimization used was
adaptive, not static (See Table 2).

Another way of assessing the degree of optimality on a
more continuous basis is through the Static Free Weights
(SFW) model. In this variant, we assumed no specific strat-
egy for cue integration as defined by optimality, but instead
allowed the cue integration to be inferred by way of the
parameter «. Hence, the parameter « carries with it use-
ful information about both the degree of optimality, because
we can directly compare the estimates of « with the cal-
culations of optimality assumed by the SOW models. A
comparison of the estimates of « to the AOW model is less
straightforward as these weights adjust across time. Figure 5
shows that, for the four participants who were better fit by
the SFW model, the estimates for « obtained by the SFW
model rarely have density in areas that would be considered
optimal by the SOW model.

The estimates of « can also be used to assess whether
any sort of integration occurred. Unlike other parameters
in the model, the o parameter is most directly informed by
data in the bimodal condition. As a consequence, « can be
interpreted directly as it applies to integrating the two cues.
Because the o parameter reveals the weight assigned to
each stimulus modality, when an estimate of « is near either
bound (i.e., near zero or one), we can conclude that only one
source of information was used in the bimodal condition.
Specifically, when « is near 1, only the visual informa-
tion in the bimodal condition was used, whereas when « is
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near 0, only the auditory information was used. As « tends
toward 0.5, it suggests that the subject is using some com-
bination of both cues — whether it be optimal or not — to
form a representation of the stimulus in the bimodal con-
dition. Of the four participants best fit by the SFW model,
subjects hh, jl, and mb appear to use both stimulus modal-
ities in the bimodal condition, whils subject ms appears
to use a different strategy. Specifically, subject ms appears
to rely almost exclusively on the auditory cue. This strat-
egy of neglecting the visual information may be a fairly
reasonable one for this participant. According to the SOW
model, the optimal weight setting is 0.28, and this makes
sense because the participant’s d’ scores are higher at all
time points in the auditory than the visual modality. Thus,
although overweighting the auditory modality has a cost, it
is far better than overweighting the visual modality. Figure 4
hints at the same aspect of the decision making through the
d’ curves. That is, the d’ curve for the bimodal condition
is very similar to the d’ curve in the auditory modality for
Subject ms.

There is one other participant, mb, whose d’ data in Fig. 3
also appears consistent with placing all of the weight on
one dimension — in this case the visual dimension — in the
bimodal condition. That is, for this participant, the d’ curve
shown for the both condition lies nearly exactly on top of
the d’ curve for the visual condition, and for this partici-
pant, d’ for visual is better at all time points than d’ for
auditory, so that choosing to rely on the visual input only
may be somewhat reasonable for this participant. However,
the model provided an alternative account for this pattern of
data, in which the participant is treated as placing more of
the weight on the auditory input than the visual input. This
solution may have been found by the fitting process because
it can account for the fact that the initial bias in the both
condition is a compromise between the bias in the auditory
and visual conditions. Whether this is indeed what the par-
ticipant was doing or whether, instead, the participant used a
visual-only strategy in the both condition but adopted a dif-
ferent bias than in the visual condition cannot be determined
from our data.

Finally, we briefly discuss two other participants, hh
and jl, whose performance in the both condition was not
markedly sub-optimal in terms of the d’ analysis, but for
whom the model found that the best-fitting static weight
was not the same as the optimal static weight for either par-
ticipant. These findings can be understood by noting that
moderate deviations from optimal weighting — especially of
nearly-equally reliable cues — is not terribly costly in the d’
measure. As an example, when the reliabilities of the two
cues are exactly equal, so that d’ for each modality would
be the same, the optimal weighting (.5) produces a d’ equal
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to 1.41 times the d’ for either modality, whereas a weighting
of .333 or .667 (i.e., placing twice the weight on one rather
than the other modality) produces a d’ equal to 1.34, only
about 5 % smaller than the optimal d’.

Artificial vs. realistic cues

Given that some subjects in our experiment exhibited pat-
terns of results that are inconsistent with optimal cue
integration it is worth speculating about the reason for
this suboptimality, particularly for participants mb and ms,
where the deviations from optimality are fairly substantial.
One potential explanation is the lack of realistic cues used
in our experiment. While the laboratory setting allows for
control over stimuli by the experimenter, the results may not
correlate perfectly with the function of the human nervous
system in a natural environment. Human perceptual systems
are designed to perform tasks useful for survival in the envi-
ronment in which they evolved. The artificial nature and the
scarcity of sensory cues in a laboratory present an issue in
the sense that they could place a subject in a situation that
their nervous system is ill equipped to manage, and as a
result, they may perform suboptimally (Landy et al., 2011).
Specifically, Buckley and Frisby (1993) had observers make
depth judgements while viewing ridges in artificial and real-
istic stimulus conditions. In the realistic stimulus condition,
actual three-dimensional ridges were made of a textured
card on a wooden form. In the artificial condition, the shad-
ing of lines on a computer screen gave the impression
of raised ridges on a similar-looking wooden form. When
comparing the performance across conditions, Buckley and
Frisby (1993) found a significant improvement of the sub-
jects’ ability to perceive depth in the real ridge experiment
compared to the artificial images. While the limitations of
artificial and realistic cues is an important consideration,
Landy et al. (2011) provide an in-depth discussion argu-
ing that, when fitted to cue integration data, some Bayesian
models largely correct for the artificial nature of the
cues.

The discrepancy between realistic and artificial cues can
also be realized in the auditory domain. For example, in
real world scenarios, humans use the interaural time differ-
ences present in auditory stimuli to better triangulate the
position from which a sound originated (for a review see
Blauert 1983). Although our study was limited because we
did not manipulate interaural time differences, such manip-
ulations have been used in auditory perception tasks (Meyer
and Wuerger, 2001; Wuerger et al., 2003; Alais & Burr,
2004). While we do feel that interaural time differences
are an important consideration in location orientation, these
variables can be very difficult to control in the laboratory.

Furthermore, Landy et al. (2011) argued that relative to
visual discrepancies between artificial and realistic cues, the
differences in auditory discrepancies are less severe. On the
other hand, the variable we did manipulate was loudness,
which has been shown to be an effective indicator of the
stimulus position (e.g., Blauert 1983). Indeed, our results
demonstrate that the manipulation of loudness was suffi-
cient for some of our subjects to integrate the auditory and
visual cues, which suggests that the auditory cues are at least
somewhat realistic. With such cues, it may be that some par-
ticipants are able to integrate the cues, and some are not. In
our case, it appears that am, hh, jl, and la should be counted
among the integrators, while ms should not; as discussed
above, it is difficult to be sure whether mb was an integrator
or not.

Conclusions

In this article, we have explored how the process of multi-
modal stimulus integration unfolds over time. We developed
the Averaging Diffusion Model as a way to combine stan-
dard theories of evidence accumulation with standard the-
ories of multi-modal information integration. We proposed
three different forms of cross-modal integration, which were
chosen to directly assess the optimality of the integration
process. We found that basing modality weights on the rel-
ative reliability of the stimulus at each time point during
evidence integration was the most likely strategy for two
of our subjects (Subjects am and la). However, a model
assuming a completely free strategy of modality weight
setting provided the best account of four subjects in our
data (Subjects jl, hh, mb, and ms). This model had one
more parameter than either optimal integration model, but
still provided a better fit after penalty terms were applied
for model complexity. Our results highlight the importance
of studying the modality integration process over time,
and suggest that, under the conditions of our experiment
at least, evidence integration across modalities approaches
optimality for some but not all participants.
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Appendix

Table 3 Estimates for Variance Parameters. Posterior summaries for the three variance parameters in the auditory and visual modalities for the

best fitting model for each subject

Visual

Op

Oy

00

Auditory

Subject op ow 00

am (1.977,2.277) (0.000, 0.383) (0.468, 0.848)
hh (1.229, 1.428) (0.000, 0.508) (0.188, 0.347)
jl (1.595, 1.819) (0.000, 0.307) (0.360, 0.587)
la (1.429, 1.556) (0.000, 0.287) (0.183, 0.270)
mb (2.642, 3.181) (0.000, 0.666) (0.954, 1.568)
ms (1.721, 1.954) (0.000, 0.352) (0.390, 0.730)

(1.530, 1.771)
(1.283, 1.481)
(1411, 1.578)
(1.563, 1.842)
(2.063, 2.426)
(1.615,2.113)

(0.000, 0.144)
(0.000, 0.196)
(0.000, 0.458)
(0.000, 0.533)
(0.000, 0.486)
(0.000, 0.561)

(0.576, 0.845)
(0.203, 0.303)
(0.387, 0.547)
(0.775, 1.125)
(0.318, 0.627)
(0.930, 1.758)

Each summary presents the 95 % credible set for each parameter. Values less than 0.0005 were rounded to 0.000

Table 4 Estimates for Bias Parameters. Posterior summaries for the two bias parameters in the auditory and visual modalities for the best fitting
model for each subject

Visual

’30

‘31

Auditory
Subject B B!
am (—0.086, —0.012) (0.271, 0.485)
hh (0.087, 0.150) (—0.392, —0.225)
jl (—0.042, 0.011) (0.376, 0.550)
la (0.088, 0.136) (—0.448, —0.311)
mb (—0.262, —0.119) (—0.158, 0.122)
ms (0.037,0.116) (—0.073, 0.108)

(=0.290, —0.165)
(0.167, 0.248)
(0.061, 0.113)
(0.301, 0.477)
(=0.026, 0.018)
(=0.222, —0.021)

(=0.267, —0.022)
(=1.106, —0.877)
(=0.617, —0.465)
(=0.735, —0.503)
(—1.040, —0.826)
(0.144, 0.488)

Each summary presents the 95 % credible set for each parameter

Table 5 Estimates for Nondecision Time Parameters. Posterior sum-
maries for the nondecision time parameters in the auditory and visual
modalities for the best fitting model for each subject

Subject Auditory © Visual ©

am (—0.065, 0.021) (0.074,0.123)

hh (0.022, 0.059) (0.056, 0.072)
jl (0.009, 0.064) (0.019, 0.054)
la (0.017,0.043) (0.016, 0.093)
mb (—0.021, 0.062) (0.072,0.118)
ms (—0.087,0.012) (—0.107, 0.049)

Each summary presents the 95 % credible set for each parameter
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Choice Probability

Fig.7 Choice probabilities from the experiment with model fits. Each
row corresponds to a particular subject, whereas each column corres-
ponds to a modality condition. All choice probabilities are framed as
the probability of “rightward shift” endorsement. The data from the 2,

Subject mb Subject la Subject |l Subject hh Subject am

Subject ms

0.2 0.4 06 0.8 1.0

0.0

0.2 04 06 0.8

0.0

Auditory

Visual

0.2 0.4 0.6 0.8 1.0

0.0

1.0

08

06

!

. “ R

0.4

0.2

0.0

0.0 0.5 1.0

15 20

‘Go Cue Delay (sec) |

1, -1, and -2 pixel shift conditions are shown as the blue, green, red,

and black lines, respectively. The model predictions are shown in cor-
responding colors, where the shaded areas illustrate the 95 % credible
set, and the dotted line illustrates the median prediction. In each panel,
the point of indifference is shown as the dashed horizontal line
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