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I. The Optimal Diagonal Preconditioner via 

Semidefinite Programming

II. Towards Practical Approximate Optimal 

Diagonal Preconditioner
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Ruiz over optimal



• 𝑀 = 𝑋𝑇𝑋
𝑶(𝐥𝐨𝐠 𝐬𝐚𝐦𝐩𝐥𝐞 )
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Finding the optimal preconditioner seems impractical in a real-time fashion
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ε does not affect performance
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Improvement beyond Jacobi Improvement beyond Ruiz Improvement beyond best



𝑺 ≽ 𝟎







scalable?


