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Today’s talk

• Introduction to Multiblock-ADMM

• Benefit of Data Exchange in Multi-Block ADMM Algorithm for 

Regression Estimation

• Applying RAC-ADMM to Mixed Integer Programming



Introduction to ADMM

● Consider the following convex optimization problem

min 𝑓 𝒙

s.t. 𝑨 𝒙 = 𝒃

𝒙 ∈ 𝜲

● Where 𝑓 is a convex function, and 𝜲 the Cartesian product of possibly non-

convex, real, closed, nonempty sets.

● The corresponding augmented Lagrangian function is

𝐿(𝒙, 𝝀)𝒙 ∈ 𝜲 = 𝑓 𝒙 − 𝝀𝑇 𝑨𝒙 − 𝒃 +
𝜌

2
||𝑨𝒙 − 𝒃||2

2

where 𝝀 is the Lagrangian multipliers or dual variables, and 𝜌 > 0 is the

step size.



Two-block ADMM with separable variables

● Consider the following optimization problem

min 𝑓 𝒙 + 𝑔(𝒔)

s.t. 𝑨 𝒙 + 𝑩𝒔 = 𝒃

𝒙 ∈ 𝜲, 𝒔 ∈ 𝑺

● The corresponding augmented Lagrangian function is

𝐿(𝒙, 𝒔, 𝝀)𝒙∈𝜲, 𝒔∈𝑺 = 𝑓 𝒙 + 𝑔(𝒔) − 𝝀𝑇 𝑨𝒙 + 𝑩𝒔 − 𝒃 +
𝜌

2
||𝑨𝒙 + 𝑩𝒔 − 𝒃||2

2



Two-block ADMM with separable variables

● Two-block ADMM updates as follows

● The two-block ADMM with separable objective is guarantee to converge.



Multi-block cyclic ADMM algorithm

● We could also partition the variables into multiple blocks. Let 𝒙 =

[𝒙1, 𝒙2, … , 𝒙𝑏]

● Direct extension of multi-block (cyclic) ADMM updates as follows



Direct extension of three-block ADMM does not converge



Several variants of multi-block ADMM

● Consensus ADMM (Bertsekas 1982)

● Double sweep ADMM (Sun et al. 2015)

● Randomly Permuted ADMM ( RP-ADMM ) (Sun et al. 2015)

● Randomly Assembled Cyclic ADMM ( RAC-ADMM ) (Mihi ́c  t  a . 2020)



Consensus or Variable-Splitting ADMM I

● Consensus ADMM introduces auxiliaries to each block of variables.

● Consider the following optimization problem with separable objective

min Σ𝑖=1
𝑏 𝑓𝑖(𝒙𝑖)

s.t. Σ𝑖=1
𝑏 𝑨𝑖𝒙𝑖 = 𝒃

𝒙 ∈ 𝜲

● Primal Consensus ADMM reformulates the problem as

min Σ𝑖=1
𝑏 𝑓𝑖 𝒙

s.t. Σ𝑖=1
𝑏 𝒚𝑖 = 𝒃

𝑨𝑖𝒙𝑖 − 𝒚𝑖 = 0 ∀𝑖

𝒙 ∈ 𝜲



Consensus or Variable-Splitting ADMM II

● In each cycle of ADMM

○ Update all 𝒙𝑖 (independently) as one block

○ Update all y𝑖 together as one block with a closed-form solution

○ Update the multipliers the same way

● Consensus ADMM is guaranteed to converge with any fixed step-size.

● However, it suffers from slow convergence.



Double-Sweep ADMM

In each cycle of ADMM

● Sequentially update 𝒙1 ,…, 𝒙b followed by updating 𝒙b-1,…, 𝒙1 in 

the reversed order.

● Update the multipliers the same way.



Randomly Permuted - ADMM (RP - ADMM)

In each cycle of ADMM

● Randomly generate a permutation of 1,…,b; and following the 

permutation order to update 𝒙i sequentially.

● Update the multipliers the same way.

● RP - ADMM is guaranteed to converge in expectation. 



Randomly Assembled Cyclic - ADMM ( RAC-ADMM )

● In each cycle, stead of cyclic updating, double sweep updating,

or updating with block-wise random permutation, RAC-ADMM

first randomly assemble blocks of all primal variables, then

sequentially updates each of the blocks.

● Update the multipliers the same way.

● RAC - ADMM is guaranteed to converge in expectation. 



RAC-ADMM

● RAC-ADMM can be viewed as introducing double randomness compared 

with RP-ADMM: permuting block-wise order + grouping variables in 

blocks



Performance on the diverging example



RAC – ADMM Performance

● RAC - ADMM overcomes the slow convergence issue of cyclic-ADMM 

and RP-ADMM

● RAC - ADMM is guaranteed to converge in expectation.

● However, RAC - ADMM is not guaranteed to converge almost surely, and

there are problem instances that RAC - ADMM may diverge/oscillates.
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Statistical learning across decentralized data centers

• Decentralized Learning : Method that learns or trains an algorithm across

multiple decentralized centers holding local data.

• Pros: Such method protects data privacy and data security.

• Cons: Many decentralized learning algorithms suffers from slow

convergence.



Statistical Learning Model

• Each center 𝑖 possess model data matrix 𝑿𝑖 ∈ 𝑅𝑠×𝑝 and dependent

variable vector 𝒚𝑖 ∈ 𝑅𝑠×1.

• Let 𝒙𝑖,𝑗 , 𝑦𝑖,𝑗 be the 𝑗𝑡ℎ data pair of the 𝑖𝑡ℎ data center.

• The decision maker tries to find the global estimator 𝜷 ∈ 𝑅𝑝×1 that

minimizes the following loss function

●Σ𝑖=1
𝑏 Σ𝑗=1

𝑠 𝑓 (𝒙𝑖,𝑗 , 𝑦𝑖,𝑗); 𝜷

where 𝑓 (𝒙𝑖,𝑗 , 𝑦𝑖,𝑗); 𝜷 is the loss function.



Commonly used loss functions

• Commonly used loss function are convex in 𝜷, including

• Least Square

𝑓 (𝒙, 𝒚); 𝜷 = ||𝒙𝜷- 𝑦||2
2

• Ridge

𝑓 (𝒙, 𝒚); 𝜷 = ||𝒙𝜷- 𝑦||2
2 + 𝛼||𝜷||2

2

• Lasso

𝑓 (𝒙, 𝒚); 𝜷 = ||𝒙𝜷- 𝑦||2
2 + 𝛼||𝜷||1

• Elastic Net

𝑓 (𝒙, 𝒚); 𝜷 = ||𝒙𝜷- 𝒚||2
2 + 𝛼||𝜷||1 + (1 − 𝛼) ||𝜷||2

2

• Logistic

𝑓 (𝒙, 𝒚); 𝜷 = 𝑙𝑜𝑔(1 − 𝑒𝑥𝑝(−𝑦𝒙𝜷))
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Statistical learning across decentralized data centers

● Centralized Learning

● All local data are uploaded to one

server

● Decentralized Learning

● Local data cannot be exchanged



ADMM in decentralized learning

• Consensus/distributed ADMM is widely used in decentralized learning.

• Compared with another commonly used algorithm, Stochastic Gradient

Descend (SGD), consensus ADMM is more robust in step-size choice,

and it is guaranteed to converge for any choice of step-size.



Algorithm : Consensus ADMM

• Introducing local estimators 𝜷𝑖 to each center and reformulate the

problem as

• Let 𝜆𝑖 be the dual with respect to the constraint 𝜷𝑖 − 𝜷 = 𝟎 , and 𝜌𝑝 be the

step-size to the primal consensus ADMM, the augmented Lagrangian is

given by



Least Square Regression

• Specifically, when 𝑓 (𝒙, 𝑦); 𝜷 = ||𝒙𝜷- 𝑦||2
2, the problem becomes a linearly

constrained quadratic optimization.

• Let 𝑫𝑖 = 𝑿𝑖
𝑇𝑿𝑖 and 𝒄𝑖 = −𝑿𝑖

𝑇𝒚𝑖 , primal consensus ADMM becomes



Consensus ADMM suffers from slow convergence

• While consensus ADMM does not exchange local data, and enjoys benefit

from parallel computing, it suffers from slow convergence.

• The following table reports the performance of GD, primal consensus ADMM,

and Dual Randomly-Assembled Cyclic ADMM (DRC-ADMM), which we

designed to carefully balance the trade-off between data privacy and

efficiency.

Table 1 : Algorithm Performances on UCI machine learning repository (Dua and Graff(2017)) regression data YearPrediction-MSD (Chang and Lin 

(2011)) with number of observations n=463,715, and number of features p=90, number of local data centers = 4. Table 1 report the number of 

iterations, and absolute L2 loss defined by 𝐴𝐿 = | 𝜷∗ − 𝜷′ |2. For ADMM method the step-size we set equals to 1 and for GD the step-size is

optimally chosen.



Why data exchange helps convergence

• Consider the following example with 𝑛 = 4, 𝑝 = 1, and number of data

center 𝑏 = 2.

• Normalized the model matrix 𝑿 by the Frobenius norm ||𝑿||𝐹



Why data exchange helps convergence

• The convergence rate under the previous data structure is 0.6661, and one can

show that if model matrix is normalized, with number of data centers equals to 2, the

upper bound of convergence rate ( worst case convergence rate) is 0.6667.

• Convergence rate 𝛼:

• However, if we apply data exchange

• The convergence rate becomes 0.5264, and one can show that the lower bound of

convergence rate ( best case of convergence rate ) is 0.5000.



Theory on worst case data structure

• Generally, under the following assumption

• When step-size is relatively large, the worst-case data structure and the

upper bound of convergence rate of consensus ADMM is given by



Several Remarks

• The upper bound on convergence speed is increasing with respect to number of 

data centers and decreasing with smallest eigenvalue of covariance model matrix.

This implies that a greater number of data centers and ill conditioning of

matrix hurt convergence.

• Intuitively, for large step size, ADMM converges faster when each block “differs” 

from one another significantly.

• When updating dual, ADMM takes average of all local estimators, which are

essentially, the product of inverse matrix and vector. When each block

differs from one another, it creates more momentum for dual updating .

• When applying data augmentation in machine learning with ADMM based

optimization algorithm, one need to be careful as data augmentation are more

likely to creates similar blocks.



Comparison between Gradient Descend

• Gradient Descend is also widely used in decentralized learning, with the

bounds of distributed ADMM, we could compare performance between the

two algorithms under different step-size.

• Consensus ADMM is indeed more robust in step-size choice, and for

gradient descend method, there is only a small range of sweet spot of step-

size that leads to faster convergence.



Introducing Dual Randomly-Assembled Cyclic ADMM

• Inspirtd by Mihi ́c  t  a . (2020), we introduce the Dual Randomly-

assembled Cyclic ADMM (DRC-ADMM)

• the least square regression problem is equivalent as

• Let 𝒕 be the dual variables, the dual is given by

• the dual variables serves as a label for each (potentially) exchanged data 

pair, and the randomization is more effective in the dual space.



Introducing Dual Randomly-Assembled Cyclic ADMM

Data Center 1 Data Center 2 Data Center 3

Global Data Pool

Local data Local data Local data



Introducing Dual Randomly-Assembled Cyclic ADMM

Data Center 1 Data Center 2 Data Center 3

Local data Local data Local data

Cyclic updating Cyclic updating

Global Data Pool



Introducing Dual Randomly-Assembled Cyclic ADMM



Data exchange is essential

• If each the time we directly add all global data to each of the block (here the

data structure at each block is fixed), and compare

• Distributed ADMM with global data

• Cyclic ADMM with global data

• Randomly Permuted ADMM with global data



Numerical Results on UCI ML regression repository



Numerical Results on UCI ML regression repository

• With 5% of access to global data, DRC ADMM utilizes the

benefit of data exchange, and outperforms primal distributed

ADMM.

• Benefit of DRC-ADMM

• Manage to get a good quality of solution within fewer

iteration, which further reduces the communication load

across centers

• Manage to get a good quality of solution within a fixed

time.



Privacy-Preserved DRC-ADMM

• Privacy would be a major concern when performing data exchange. The 

privacy-preserved DRC-ADMM (PDRC-ADMM) utilizes the random

Gaussian projection for data required to be exchanged, which is known to

be differentially private.

• Let 𝑹 ∈ 𝑅𝑘×𝑘 be a square matrix with entries i.i.d. sampled from normal 

Gaussian, and 𝑘 = 𝛼𝑛 , where 𝛼 is the percentage of global data.
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Approaches to MIP 



RACQP using external MIP solver for sub-problems 



Improving the performance: grouping variables 



Improving the performance: partial augmented Lagrangian 

approach 



Experiments: maximum bisection problem



Experiments: maximum bisection problem 



Experiments: quadratic assignment problem (QAP) 



Experiments: quadratic assignment problem (QAP) 



Experiments: quadratic assignment problem (QAP) 



Ongoing: Branch-and-bound solver based on RACQP 



Solving a node: convex relaxation 



Solving a node: Certificates of primal and dual infeasibility 



Solving a node: Finding an integer feasible solution 



Experiments: Randomly constructed problems 



Experiments: Randomly constructed problems 
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