Reconstruction of compressive light field data
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Introduction & Motivation New Technique
o Light field photography records both spatial and angular Our low-rank + sparse formulation: Explanations |
(4D) information, allowing for new applications | , f/s E;Ska°ij;°sjzxoiwj f‘vd:'v'vzfatftj)
° Depth eStimatiOn, Occlusion remOval, etc. Ill;l’lél ||A(L _I_ S) - b||2 _I_ )\1P1 (L) _I_ AQPQ(S) b acquired view-combined image (T frames in total)

AL, A, regularization parameters

o However, intrinsic tradeoff between spatial and angular Update rule using ADMM p, | prior on low rank term
resolution while stop criterion false do — S:Z':’::‘:’a’zzt’e f:ba”y low-rank)
LE+1 — argming, ||A(L + Sk) —b z +p/2||L - Z{f + U{“Hj (I11-wavelet, 11-fft, I1-dct, 12, TV)

o Different physical design: combining different views
(angular) while adding 5t dimension (time frame) [1]
* Spatial resolution reserved /N
- Needs to be reconstructed ~ ~ 7/ |\ Y 22 = proxxa p, (T(S* 1) + U3 ™)
s \ U{C—I—l _ U]]-{: + Lk,'-l—l . Z{C-I—l
Uyt = Uy +9(S*) — Z7*
return L, S

Sk = argming ||A(L* + 8) — b 2 +p/2||¥(S) — Z5 + U2I€HZ

Z1 = prox p (LA 4 Uufth
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minimize EHb_Ax ‘ |2 N\ - *Code available at https://drive.google.com/open?id=1XDZsROvJaLwXzfpkCJR6GRPxOVAIFVYf
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Experimental Results
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Summary

= Able to recover multiple views
from compressive light field
data.

Related Work

Super resolution algorithm: linear optimization, not work for
compressive light field data [2]

4D light field dictionary: learning phase computationally
slow and expensive [3]

Compressive light field photography reconstruction using
low rank and sparse priors [1]

Different priors/constraints including: total variation,
locally/globally low-rank [4], L1-DCT.
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= Formulated the recovery as a
two-component model (low
rank + sparse) and
implemented corresponding
ADMM algorithm to solve it.

=  Still exploring different models,
different combinations of priors
and parameter space.
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