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Abstract—Crowdsourcing refers to solving large problems by involving human workers that solve component sub-problems or tasks. In data crowdsourcing, the problem involves data acquisition, management and analysis. In this paper we provide an overview of data crowdsourcing, giving examples of problems that the authors have tackled, and presenting the key design steps involved in implementing a crowdsourced solution. We also discuss some of the open challenges that remain to be solved.

Index Terms—Data Crowdsourcing, Data Augmenting, Data Curation, Data Processing, Crowdsourcing Space, Crowdsourcing Design, Crowdsourcing Workflow, Worker Management

1 INTRODUCTION

Crowdsourcing, i.e., recruiting human workers to perform tasks, is an effective solution for problems that are inherently hard for computers to perform on their own. Such problems include sentiment analysis of text [49], image or video classification or tagging [56], matching data records that belong to the same entity [57], as well as creative tasks like writing novels, and software development. Just to give one example, consider a clothing store that wants to determine what clothing combinations fit well together (in terms of matching colors, compatible designs, shared purpose, and so on)\(^1\). A computer vision program would have difficulty (at least in the foreseeable future) in determining what combinations will be aesthetically pleasing to people. Furthermore, there are too many clothing combinations for a single human expert to analyze. With a crowdsourcing solution a large pool of human workers can be asked to evaluate these combinations. In each worker task, the worker compares one or a small number of combinations, and ranks them in some way. A coordinating computer can then gather the results and select the overall winners.

The main reason why crowdsourcing has become popular over the last decade is the availability of internet platforms like Amazon Mechanical Turk that enable the large-scale participation of human workers. These platforms match available tasks to humans willing to work, and acts as an intermediary for the financial compensation provided to workers. There are many other platforms available, such as UpWork [3] and Samasource [5], as well as companies specializing in implementing and optimizing crowdsourced applications, such as CrowdFlower [1]. (The site http://www.crowdsourcing.org/ is a good resource on industrial crowdsourcing.)

In this paper we focus on data crowdsourcing, where the goal is to address data processing and management problems, as opposed to applications related to say funding or ad design. We will discuss how data crowdsourcing relates to other types of crowdsourcing, but then we narrow down our scope to the challenges, opportunities and future of data crowdsourcing.

Crowdsourcing has the potential to improve the quality, timeliness and breadth of data. Human workers can report important information in a timely fashion, can verify its accuracy, and can help organize and classify it. The human-provided or processed data can be used in various ways. For instance, human-processed data can be used to enrich, enhance, or clean structured data repositories [18], [48], which in turn can be useful for applications such as keyword search, data integration, or analysis. Human-processed data can also be used as training data for machine learning tasks, enabling us to make progress on a variety of intractable problems in making sense of images, video,
Crowdsourcing can be used in many different scenarios and can come about in different ways. In this section, we give a brief overview of the "crowdsourcing space of options" by describing some of the main dimensions in this space. We also give some examples of crowdsourcing instances and where they sit in our space of options.

**Workers, Coordinator, and Output.** Figure 1(a) illustrates three of the main dimensions in our space: a) the "workers" axis refers to the units or agents solving the tasks, b) the "coordinator" axis refers to the entity that coordinates the units solving the tasks, and c) the "output" axis refers to type of the outcome, the crowdsourcing solution generates. (Note incidentally we are assuming a single (central) coordinator; tasks can of course be managed by a distributed set of coordinators, but this is not very practical in our context.)

There are two possibilities for the “workers” and “coordinator” axes: human and computer. When both the coordinator and the workers are human, we have a person supervising the task execution, and hiring or sub-contracting other humans to do parts of the job (i.e., tasks). This type of crowdsourcing has been used for many years. For instance, in the “Wild West” (in the United States), a Sheriff looking for an outlaw would post “wanted” posters asking for people to help. In this case, the Sheriff is the coordinator, and the workers are paid a bounty when they complete the task. This human-human region in the space, is still active in modern days: systems like Turkomatic [29], CrowdForge [28], and Flash Teams [42], involve humans in the design of the tasks to be solved by human workers. In these systems there is some automation in the coordination role, so perhaps we can classify these systems as having a hybrid human-computer coordinator (not shown in our diagram).

Another important region in our diagram is the computer coordinator, human workers region. Here a computer (programmed by a human of course) partitions a problem into tasks and asks human workers to solve the resulting tasks. For example, if the problem is to tag a set of photographs, the coordinator can assign each photo to one or more workers for labeling, collect the answers, handle inconsistent tags, and so on. All of the examples we present in Section 3 fall in this category.

The remaining two combinations for the coordinator and worker axis are not that relevant for this paper. When both the coordinator and the worker roles are played by computers, we have in essence, a traditional distributed computing system. (For instance, a coordinator picking the next chess move asks other computers to analyze each of the possible moves.) The final region, a human coordinator and computer workers, could represent say a system administrator running a set of computers.

The output dimension in Figure 1(a) refers to the eventual outcome or solution to the crowdsourcing...
problem. The figure illustrates some, but not all, of the possibilities. The output we focus on in this paper is data: digital records that represent people, products, purchases, maps, images, etc. This data has been analyzed, enhanced or manipulated by the crowd workers in some way. For instance, in our image tagging example, the output is a set of images with labels attached. The “training set” output is a special case of data that is subsequently used as a training set for some machine learning algorithm. (In our labeling example, the machine learning algorithm may attempt to label images automatically based on the human labeled images in the training set.) We make this distinction here simply because crowd output is often used as a training set later on [47]. The output can also be a document (e.g., soylent [14], wordy.com, novel writing) or software (e.g., Flash Teams [42]). Our last output example is money, where a project, a movie, or a company is funded by a large number of people. This type of funding is referred to as crowdfunding.

Incentives and Granularity. In Figure 1(b), we present two additional dimensions that can be used for defining the crowdsourcing space: “incentives” and “granularity”. Granularity refers to the size of the tasks performed by workers. For example, in the image tagging example granularity is small (tasks are often called “micro-tasks” in such cases), as each worker performs a relatively small part of the overall problem (and is compensated accordingly). On the other hand, when workers develop the components of a large software system, we have a coarse granularity (tasks could be then called “macro-tasks”).

The incentives dimension describes what motivates (human) workers to participate. The most common incentives are money, services, entertainment, learning and philanthropy. Most crowdsourcing platforms use money as incentive, with workers receiving financial compensation for their work. In other cases, the workers receive a service, as opposed to money. For example, a worker may be able to open an account at a web site if she solves a puzzle (e.g., Captcha [55]). The puzzle is used by the site to ensure the account is requested by a person (and not a robot), but in addition, the puzzle can be part of a larger problem the site contributes in solving (e.g., converting images containing handwriting into text). Another incentive is entertainment or learning: workers answer crowdsourcing questions while playing games (e.g., Games with a purpose [56]) or while learning a new language (e.g., Duolingo [2]). Finally, philanthropy can also be an incentive: workers answer tasks for social good. For example, in the Christmas Bird Count (http://www.audubon.org/conservation/science/christmas-bird-count) citizen scientists perform a bird census each year; Galaxy Zoo [41] recruits volunteers to identify galaxies in astronomical photographs.

Our Focus. As mentioned earlier, the focus of this paper is on crowdsourcing related to data management and analysis. Thus, after setting the stage with our overview of the crowdsourcing space, we now focus on the part of the space where data crowdsourcing is typically done: the coordinator is a computer, workers are humans, the output is data (or training sets), and there is a fine-granularity with small and simple tasks for humans to solve. In addition, the incentive is usually money.

Fundamental Tradeoffs. As we consider ways to solve a data crowdsourcing problem, it is important to keep in mind three important conflicting factors: uncertainty, cost and latency (see Figure 1(c)).

(a) Uncertainty refers to the possibility that our solution or final answer is incorrect. Human workers often make mistakes, either because the tasks are too hard and they do not have adequate expertise, or because they are not answering the tasks diligently (and are simply guessing). In all these cases, we need to make sure that individual worker mistakes do not affect the eventual solution. (b) Cost refers to the monetary cost of performing all tasks. Cost is important
because human workers need to be compensated, and overall cost can be significant even if executing each task costs just a few cents but there are a large number of tasks. (c) Latency refers to the time taken to solve the problem. Latency is especially critical in a crowdsourcing environment where setting up tasks in a crowdsourcing marketplace and having them performed by humans can take significant time, often many orders of magnitude greater than computer processing times.

Unfortunately, these three factors conflict with each other, making the design of solutions for data crowdsourcing especially difficult. Consider the following examples: a) One method for reducing uncertainty is by asking multiple human workers to attempt the same task, and then aggregating the responses in some way. For example, if we are classifying images, we can ask multiple workers to classify each image, and take the majority response. However, asking multiple workers to attempt the same task will increase cost and latency, since more humans need to be compensated, and since we need to wait for more tasks to be completed. b) We can issue tasks in parallel, thereby reducing latency, or we can issue tasks serially, increasing latency, but at the same time potentially decreasing cost. To see this, consider the image classification example, with 1000 images. If we ask, say, 3 workers to classify the same image, and then take the majority score, and if we issue tasks in parallel, we will always issue $1000 \times 3 = 3000$ tasks. On the other hand, if we issue tasks serially, we can avoid issuing the third task if the answers on the first two tasks match, i.e., the first two workers either classify the image positively or negatively. c) Another mechanism to reduce latency is to increase the monetary compensation per task, thereby attracting more workers to such tasks. However, increasing the monetary compensation per task will also proportionally increase the overall cost.

Thus, a crowdsourcing solution needs to balance the desire for low uncertainty, cost and latency. We return to this balance when we discuss optimization subsequently.

3 Example Problems in Data Crowdsourcing

In this section, we briefly illustrate some crowdsourcing problems in the data management space. These examples will then be used to motivate and explain the solution design choices of the following section. Our set of examples is not meant to be exhaustive or complete; they are used here mainly because the authors have some experience with these particular problems.

We divide our examples into two categories, along the lines of classical data processing. Note that these categories are mainly for exposition, and sometimes a particular problem or application cuts across categories. a) Data Augmenting: data is collected from sources. In this case the “sources” are human workers that have the needed information (e.g., papers [21], [30], [40], [9], [10]). b) Data Processing: existing data is transformed, cleansed, organized and analyzed. In the crowdsourcing case, the processing is done with the assistance of human workers (e.g., papers [13], [37], [57], [60]).

As discussed in the next section, all problems could in principle be solved by a single worker. That is, one crowdsourcing solution would be to ask a single (and very hard working) worker to gather all the data we need, cleanse all the data we have, or answer all the queries we might have. However, in most cases, this approach is not feasible, because the one worker would be overloaded (or would not have the proper knowledge) and therefore prone to error [43], response time would be huge, and all our data could have similar biases [66]. Instead, our goal is to solve these problem using multiple workers concurrently, each solving a small part of the problem. In Section 4, we will discuss techniques for decomposing problems such as the ones we illustrate here into tasks that can be solved in such a manner.

3.1 Data Augmenting

Human workers are very useful information sources. Some of the information is directly stored in their head, e.g., the capital of Mongolia, or Chinese restaurants in San Francisco where they eat. In other cases, they do not have the information but they know how to get it, e.g., if they need the list of songs in the Beatles White Album, they go to Amazon.com, search for the album, and get the list of songs. Humans are especially good at gathering data where the request is not well formed (e.g., we need something for trimming nose hair), the data needs to be up-to-date (e.g., what is the current wait time at a given restaurant), or the data reflects human judgment or opinion (e.g., what are good movies to watch on NetFlix this weekend).

Data can be collected from humans either implicitly or explicitly. The collection is implicit when the people are not aware, e.g., by watching a movie they are telling us this movie is popular. The gathering is explicit when the human gets a request for information. We do not focus here on implicit data gathering, since as mentioned earlier, we are looking at paid workers in our overview.

We can go about explicitly obtaining data from humans procedurally or declaratively. In a procedural approach, a programmer simply writes code that issues tasks to humans. There are a variety of systems
that provide procedural mechanisms to decompose a problem into tasks issued by humans, including Turkit [30], Automan [12], Dog [7]. With a declarative approach, the data need is specified by an end user at a high level, and the crowdsourcing system translates that need into data requests to human workers. We give two examples of ways in which the data need can be declaratively defined, i.e., two ways in which the data augmenting problem can be specified:

Data Gathering via Declarative Queries: Systems of this type include Deco [40], CrowdDB [21], and Qurk [33]. Here, a database administrator (DBA) defines one or more database tables, and then end users can issue queries that specify the data needed. (These end users are of course different from the workers who will eventually provide the data.) For example, say the DBA defines the table RESTAURANT(NAME, ADDRESS, CUISINE, RATING, NUMBER). Then, a user can issue the query SELECT * FROM RESTAURANT WHERE CUISINE="Chinese". In this case, the user is interested in populating the RESTAURANT table with Chinese restaurants. Typically the query would also indicate the maximum resources to devote (e.g., time, money) and a desired number of tuples. Here, the user is interested in gathering data vertically, i.e., getting new records. The user could also be interested in gathering data horizontally, i.e., gathering new fields.

For instance, we may have the NAME, ADDRESS, CUISINE of various restaurants, and we want to augment it by adding the RATING and NUMBER (say, by looking at Yelp or the restaurant website).

The system must now translate this query into an execution plan, analogous to how a traditional database system transforms a query into a program that fetches data from files or databases to produce an answer. In a traditional system, the system relies on access plans that tell it how to get data items from specific files. In our case, the DBA needs to also provide access methods to the crowd data, and uncertainty resolution mechanisms. For instance, the DBA may have provided access methods for gathering restaurant name(s) and addresses given a cuisine, or for gathering rating given a restaurant name and address. In both cases, these access methods translate to tasks that are issued on a particular crowdsourcing platform. Additionally, the DBA needs to specify uncertainty resolution mechanisms for each field, i.e., how to resolve disagreements between worker responses. For instance, for the rating of a particular restaurant, the uncertainty resolution mechanism can specify that the system needs to get responses from 5 workers, and then averages their votes.

Data Retrieval via Keyword Search: Systems of this type include DataSift [39], [38] and SlowSearch [34]. In this version, the data need is defined by a natural language request that may include drawings or photographs. For instance, say an end user is looking for a specific type of cable. The user has the cable in hand, but needs a replacement because it is broken. The user does not know what type it is (Firewire, USB, USB2, USB3, mini, male-to-female, ...). So the user takes a photograph of both ends of the cable and poses the query “I need to buy a cable like this one, see photo.” Note that the user is asking both for the place to buy this item, as well as a description of the product. The answer to the query would be a set of product description pages from various vendors. The system operates like a traditional search engine, except it handles queries that require human intelligence.

As argued above, it is usually good to decompose problems. For search, the system may want to first ask workers to discover stores that carry this type of cable. Then it can ask workers to translate the initial query into a keyword search for a particular store. Then the system can (automatically) retrieve products (web pages) from that store using the keyword query. Finally, the system can ask other workers to check if the retrieved products indeed satisfy the original data need.

3.2 Data Processing

Once data is captured, it often needs to be further processed. In a traditional environment, examples include verifying if records satisfy a certain property, mapping product records to an existing taxonomy of products (e.g., paper [50]), grouping records that refer to the same real-world entity into a single composite record (e.g., papers [13], [60], [53]), flagging (labeling) records that are invalid or exceptional, combining (and cleansing) records into an aggregate or report (e.g., papers [17], [63]), and so on. Computers have been doing this type of data processing for years. However, humans are much better than computers for processing that involves image analysis, natural language understanding, and other tasks that involve sophisticated judgment. We illustrate with three particular problems:

Filtering Problem: In the filtering problem [37], [36], we are given a set of records, and our goal is to identify which records satisfy a given condition or property. For instance, spam classification, i.e., identifying which emails in a set of emails are spam, or content moderation, i.e., identifying which images or documents in a set are appropriate to be viewed or
consumed by a general audience, are both examples of filtering. In filtering, the primary challenge is to balance cost and uncertainty across a collection of records. For instance, for an email that two independent workers have judged to be not-spam, should we issue another task to get a different worker’s opinion, or should we instead issue a task for a second email that has two workers judging it to be spam, and one worker judging it to be not-spam? Should we issue multiple tasks for the same email simultaneously, or should we issue one task at a time? Thus, even this simple problem is non-trivial.

**Maximum Problem:** In the maximum (or best-of) problem [23], [52], [54], [11], we are given a set of records, and a value function. For instance, the records can be applications for a job, and the value function may represent how well suited the candidate is for the job. The goal is to find the best suited candidate for the job (or the best k). Human workers can effectively perform two types of tasks here: comparisons or rankings [32]. In a pair-wise comparison, a worker can examine two records and indicate which one is the better of the two. (A variation would be for the worker to examine n records to find the best one, or to rank the n records.) In a rating task, a worker examines a single record and assigns it a coarse ranking, e.g., 1, 2, 3 or 4 stars. The idea is that if a record has a higher rank than another, it is a better one. However, there may be multiple records with the same coarse rank.

The maximum problem is much more challenging than the simple filtering problem because the tasks are related. For example, if one worker determines that record a is better than record b, and another worker determines that b is better than record c, then we know (or at least we assume for this problem) that a must be better than c. Thus, we can avoid the third comparison. But if workers can sometimes make mistakes, then the probability of “a better than c” depends on the probability of errors for the first two comparisons. Furthermore, we may also get cycles in the better-than relationship.

**Entity Resolution Problem:** In the entity resolution problem [13], [57], [60], [53] we are given a set of records, where each record refers to a particular real-world entity. For example, each web page or each photograph may refer to a person. However, the mapping from records to entities is unknown, i.e., records do not contain an entity identifier, and we do not even have a list of all the entities involved. However, humans can examine a pair of records and determine if they refer to the same entity or not. (They may also be able to view more than two records at a time and answer some questions about entities, e.g., are all these photographs of the same person, or which photos do not represent the same person as in photograph 1.)

As with the maximum problem, comparisons are inter-related, making this problem challenging. In both cases, a brute-force approach would be to ask human workers for \(N^2\) comparisons, one for each possible pairing of the \(N\) records. The computer could then examine the results and find the maximum record or group together the records corresponding to the same entity. (Of course, as research in this area [23], [32], [13], [57], [53] suggests, there are much better ways to solve these problems, avoiding many of the unnecessary comparisons, while coping with human errors efficiently.)

The problems we have illustrated in Sections 3.1 and 3.2, have their own specific challenges (e.g., how to optimize a query, or how to find the maximum of a set), but they also share common features. For instance, to solve the problems we need to represent uncertain information, e.g., a worker’s answer could be wrong or may take a long time to arrive. We also need mechanisms for interacting with one or more crowdsourcing platforms, sending tasks and collecting answers. There is also often commonality in the steps taken to implement a solution, as discussed in the next section.

### 4 Designing a Data Crowdsourcing Solution

Given a problem like one of those defined in Section 3, how does one go about building a system that solves the problem using crowd workers? Well, as the saying goes, “there is more than one way to skin a cat”, so we do not present any one scheme. Instead, we discuss some of the design steps that are typically considered when implementing a crowdsourced solution.

These steps can be grouped together in the following way (summarized in Figure 2):

1. **Preparation and Initialization.** The first step identifies the building blocks necessary to assemble a data crowdsourcing solution.

---

Fig. 2. Data Crowdsourcing Algorithm Design.
2) **Decomposition and Aggregation.** The next step selects techniques to decompose the overall problem into smaller tasks for which crowd input can be leveraged, and to aggregate crowd responses to get a consensus answer.

3) **Worker Management.** The next step manages the interaction with workers.

4) **Prior & External Information.** The last step incorporates external information, when available, into the data crowdsourcing solution.

### 4.1 Preparation and Initialization

Even before we begin the execution of the data crowdsourcing algorithm, we need to assemble some essential building blocks. This part is often the trickiest, since it involves a lot of trial-and-error and developer intuition.

**Input Statement.** The first step is to identify (a) the goal or problem, e.g., sort a collection of images, or apply a filter to a set of documents, and (b) the constraints, e.g., we have a monetary budget, or we need to complete the job within the day, or we need at least 95% accuracy, for some definition of accuracy. The input statement can dictate the design of the crowdsourcing solution; for instance, if cost is not important, then we can issue as many tasks as needed without regard to cost.

**Determining Tasks.** A critical next step is to determine the type of tasks that will be presented to the human workers. These tasks constitute the "atomic actions" that will be used as building blocks to solve the data crowdsourcing problem. For some problems the choice is straightforward. For instance, for a content moderation task, where we need to tag each image with "inappropriate image(s)" or "acceptable", a task can ask one worker to examine an image and provide the tag. However, for more complex problems, there are more choices to consider. For instance, for the maximum problem, do we ask a worker to compare two records at a time, or to provide a rating (say, from 1—5) for one record at a time? And for each of these two choices there are many variations. For example, for comparisons, does the worker compare two records at a time, or a set of $k$ pairs at a time? (Note that the latter may have more bias due to correlations between the answers for these pairs [66].) Or is the worker shown a set of $n$ records and asked for the best one of the set? Or is the worker asked to order the set? And we can of course have more than one type of task (e.g., both pair-wise comparisons and rankings) for the same problem, in which case the type and particulars of the task are determined at run time, when the problem is decomposed (see below).

The choice of task types has implications, not just for how we decompose the problem, but also on accuracy of results and overall cost. For instance, if we ask a worker to compare $n$ pairs of records, we may have to pay more per task. If we ask a worker to examine many records in one task, the error rate may increase due to fatigue or lack of focus. If we add a verification type of task (where the results of prior tasks are checked by other workers), the overall accuracy may improve, but so will the cost. Note that task identification can often not be done completely before considering the rest of the steps we discuss in this section. That is, the whole process is iterative, perhaps starting with a preliminary choice of tasks, and then refining the choice after subsequent issues (like decomposition) have been studied.

**Task Interface.** For each task type we must also implement a way for a worker to view the relevant data and to provide answers. We refer to such an implementation as the interface for the task. For instance, say we are performing entity resolution to determine which photographs refer to the same person. We decide to show a worker 6 photos and ask him to group together the photos that refer to the same person. Does the worker move the photos on the screen, or does he label them with a group number? Do we allow the worker to zoom into photos to examine detail? Is he allowed to perform web searches (to lookup other related photos) while performing the task? Does the worker have a way to indicate that he is very certain or uncertain about the choices made? All these interface choices impact the quality of the results. They may even impact how easy or hard it is to recruit workers, as tasks that are more enjoyable attract workers.

**Finding Workers.** Human workers for performing our tasks can be found at one of the existing marketplaces such as Mechanical Turk or UpWork. In some cases a private marketplace may be preferable. In such a private crowd, workers are hired by the organization needing the work (or a sub-contractor) to work on crowdsourced problems. One of the key challenges is finding workers that are appropriate for our tasks, especially if the task requires particular skills or knowledge. For example, if we are gathering data on home remedies for illnesses, we need to find workers who have experience with such home remedies. Moreover, for some tasks, the set of workers involved should be appropriate as a whole (e.g., for micro-tasks in terms of accuracy and cost [15], [16], [64] or teams of experts for complex tasks [42]). Some sites such as UpWork allow us to interview potential workers while in others we may need to have them perform some “identification” tasks to learn their skills. We discuss worker evaluation more below.
4.2 Decomposition and Aggregation

The next step is to use the building blocks selected previously (e.g., tasks and interfaces, marketplaces to access crowds) to repeatedly gather enough data until some output condition is reached.

Problem Decomposition. Our problem needs to be decomposed into tasks that can be performed by workers. In many cases problems are decomposed into a sequence of stages, where each stage involves having a set of tasks performed by workers in parallel. For example, when we discussed search problems we suggested a three stage approach [39], [38]: translate the data need into a set of keyword queries, retrieve product pages, and verify that the products satisfy the original need. The second stage does not involve the crowd, while the first and third stages use different types of crowd tasks and interfaces. Another common pattern is a sequence of “elimination” stages. For example, say we are solving the maximum problem and we have 32 records. In the first stage, we group the records into 16 pairs and perform 16 crowd comparisons. In the next stage, the computer eliminates the 16 losing records, starting a new stage with 8 crowd comparisons. We continue in this fashion until we have a single winner, the maximum.

Evaluating Current State. An important component of most crowdsourced solutions is what we call the current state evaluator. This component combines all the information available at the current time—the crowd answers, external evidence (see Section 4.4), estimates of worker abilities (see Section 4.3)—and answers the questions “If execution were to stop now, what would be the best guess of the solution to our problem, and what would be our confidence in that solution?” The answers to these questions can be used to decide if indeed we can stop execution at this point. In addition, the best guess solution can be helpful in determining what additional evidence to gather in the next stage, i.e., what records to compare next or what data to gather next.

Current state evaluation can be simple in some cases. For instance, say we are augmenting a record with a binary field \( X \) that can have a value \( T \) or \( F \). At this point we have asked 3 workers to provide a value of \( X \), and we have obtained \( F, F, T \). Then our best guess for \( X \) (assuming no other information) would be the majority value \( F \). We may also be able to assign a probability that this \( F \) value is correct by making some assumptions about the probability that a worker gives a correct answer. What we have done is to compute the maximum likelihood solution (\( F \) is this case).

In other cases, evaluating the current state can be challenging. For example, if we solve the maximum problem by asking pairwise comparisons, we can view the current state as a graph. In this graph, the nodes are the records, and there is an edge from record \( A \) to record \( B \) if a worker has determined that \( B \) is better than \( A \). Each edge can have a probability of confidence associated with it. As noted earlier, the graph may have contradictory information. For instance, one worker may say that \( A \) is better than \( B \), while another says the opposite. We can also have cycles, e.g., one worker says \( A \rightarrow B \), another says \( B \rightarrow C \) and a third says \( C \rightarrow A \). To compute the maximum likelihood solution we can search for the records ordering that is most likely given the evidence, and then pick the record that is better than all records in this ordering.

Selecting Next Tasks. Another important component decides what tasks to give workers in the next stage, given the current state. Again, the decision can be simple or complex depending on the problem. To illustrate a more complex situation, consider an entity resolution problem where our current best solution is a clustering \( \{A, B\}, \{C, D, E\} \). (That is, records \( A \) and \( B \) represent the same entity, the other three records represent a second entity.) If our confidence (or probability) in the \( \{A, B\} \) cluster is significantly lower than the other cluster, then we may ask additional workers to compare the \( A, B \) pair. Similarly, say the \( B, C \) pair has the most similarity among the cross-cluster pairs. Then it may also be a good idea to ask workers to compare that pair (to verify that our decision to place \( B \) and \( C \) in different clusters is the correct one). The goal in general is to find the next questions that would give us the most “bang for the buck”, i.e., the questions that could increase our confidence in our solution the most.

Optimization. So far, we have been describing approaches for determining which tasks to issue next in a “greedy” manner, delivering the most bang-for-the-buck. Ideally, what we would like to do is to globally tune the parameters of the solution to achieve lowest cost, best accuracy, or lowest latency, or some combination of these factors. The optimization problem can be posed in a variety of ways, e.g., (1) given a budget of crowd tasks, how do we achieve the best accuracy or the lowest latency, or (2) given a desired minimum accuracy, how do we minimize the number of tasks required. In many cases it is hard to find the true optimal solution, so we can use a traditional search approach. That is, we postulate a few execution plans, where each plan specifies a particular way of solving the problem. (Plans may differ in the type of tasks they use, the interfaces they use, the way they decompose the problem, the number of workers that perform each task, the way we evaluate workers, and so on.) Then
we estimate the cost, accuracy and latency of each execution plan, and finally we select the preferable plan. In more constrained scenarios, where we are given the task type and interface, and we simply have to select some parameters (like the number of stages), it is possible to develop solutions that are provably optimal (for some definition of optimal). See [44], [54] for examples.

4.3 Worker Management
A major issue in any crowdsourcing system is worker quality: Workers can always perform their tasks incorrectly, but there are often workers that incorrectly perform more than their share of tasks. Some of the low quality workers may not have the necessary abilities for the tasks, some may not have adequate training, and some may simply be “spammers” that want to make money without doing much work. Anecdotal evidence indicates that the spammer category is especially problematic, since these workers not only do poor work, but they do a lot of it as they try to maximize their income.

To correct or compensate for poor worker quality, a crowdsourcing system typically implements some type of worker quality control (WQC) (e.g., papers [20], [24], [65]). There are two closely related aspects to this worker quality control:

Worker Feature Extraction. WQC studies and evaluates how workers are performing their tasks, in order to learn features that may be useful for identifying the quality of the worker. For instance, if a worker takes a long time to compete a task, it may be a sign that the worker is poor. In some cases, we may give workers “test” tasks (for which we know the correct answer) in order to evaluate their abilities. Or, we may simply judge how often a worker “disagrees” with other workers as a proxy for how poor the worker is.

Actions to Compensate or Correct for Low Quality. Based on the learned features, WQC can take two types of actions: a) Actions on Workers. The goal of these actions is to improve the quality of workers in future tasks. For instance, we may avoid hiring workers that have performed poorly in the past. b) Actions for Task Result Processing. The goal of these actions is to improve the quality of results for current or past tasks by somehow “downgrading” the results produced by poor workers. For instance, if the result of a task is the average of the scores provided by three workers, then we can use an average weighted by worker quality.

4.4 Prior and External Information
In addition to crowd-provided information that we gather on the fly, we may have prior information available to us in some cases, or information from other automated algorithms. It is in our best interest to use this information, to refine our answers and to better select tasks issued to the crowd.

Computer-Generated Evidence. It is sometimes useful to think of the crowd responses (answers) as evidence. As the system gathers more and more evidence, we are closer to solving our target problem. In some instances, in addition to the crowd evidence, we may also have computer generated evidence. For instance, if we are gathering restaurant data from the crowd, we may also have some pre-existing database of restaurants. This data may not have all the fields we need, but at least it can be helping to seed our crowd gathering. As a second example, in an entity resolution problem, we may be able to compute pairwise similarities of the records based on text and image similarity functions. This computer evidence may help us reduce the number of comparisons we need to ask the crowd. For example, if a pair of records have a similarity below some threshold, we may rule out that they represent the same entity, and hence we need not ask the crowd to compare those pairs.

Active Learning. When we are using crowdsourcing to obtain training data for a machine learning model, we can actually use the model being developed to guide task selection. That is, say we have already obtained from the crowd a partial training set and we have trained the model on that set. We can use that model to estimate a “utility” value for each data item that may be next evaluated by the crowd (yielding our next training value). Then we can use those values to select the next tasks for the crowd. This technique is called active learning [46]. For instance, suppose we are training an email spam classifier, and want to obtain more positive training examples. We can use the existing classifier to get a probability for each email being spam, and then ask workers to evaluate the ones that have the highest probability. The reason why a full integration with machine learning via an active learning algorithm may not always be the best idea is because the data obtained via active learning is biased to the trained model and cannot be reused, e.g., if the training algorithm changes. Typical work in active learning assumes that expert annotations are correct; typical work in crowdsourcing does not make that assumption.

5 CHALLENGES FOR FUTURE WORK
We now describe some challenges that in our opinion have not been adequately addressed in prior work. (Again, our list is not meant to be comprehensive.)
We group these under the same four steps we have identified in the previous section.

5.1 Preparation and Initialization

**Interface Design and Testing.** The design choices that go into a particular interface a worker sees can significantly improve worker satisfaction and efficiency, and at the same time can minimize worker errors. Making the appropriate design choices is challenging, requiring that designers take into account factors such as pop-out [59] and anchoring [27]. Industry users of crowdsourcing have called interface design a *dark art* [4]. A lot more research is needed to understand the available interface choices and their impact on performance and accuracy.

**Only Mechanical Turk.** Most current research on data crowdsourcing solutions is typically tailored to and validated on a Mechanical Turk-like marketplace. There are many marketplaces in existence, and further, there are many marketplaces that are internal to organizations [31]. The developed algorithms do not directly apply to these marketplaces, since they obey very different characteristics. For example, on UpWork [3], it is common to pay workers per hour instead of per task; in internal marketplaces, it is typical to hire workers from 9–5 and have them work on tasks non-stop, meaning that workers are resources that are available at any time. Designing crowdsourcing algorithms that are tailored for different platforms is an important direction for future work.

**Fluidity in Marketplaces.** The composition of the workers in a marketplace varies widely with the time of day, as well as the day of the week, month, and year. For instance, studies have reported getting vastly different accuracies and latencies for their tasks if they deploy the tasks at different times during the day. This is probably due to the shifting of the demographic constitution of the marketplace. Anecdotal evidence also suggests that these effects are periodic: latencies on weekends are much higher than latencies during the week. Furthermore, the accuracies and latencies have also changed in various marketplaces over the years. These factors certainly affect the cost, accuracy, and latency of crowd-powered algorithms. Further, these factors make it challenging to benchmark, compare, and validate the performance of crowd-powered algorithms.

5.2 Decomposition and Aggregation

**Difficulty.** In practice, not all tasks issued to crowd workers are equally easy or difficult. For example, comparing two items that are very similar is a lot harder than comparing two items that are far from one another. Furthermore, difficulty is related to worker ability, e.g., what is hard for one worker may be easy for another. For sorting, there has been a limited exploration of difficulty, e.g., [8], [19], precisely capturing the idea described above. There have also been some empirical studies demonstrating how difficulty can affect error rates. In one empirical study [52], the number of dots in an image is varied, and task involves counting the number of dots. As the number of dots increases, the error rate of the estimate provided by crowd workers also increases.

Unfortunately for algorithm designers, the difficulty of a task and the ability of a worker are typically not known up-front. We can only infer that a task is difficult if workers end up disagreeing on its answer, and we can only infer that a worker has ability if she gets correct (majority) answers. Of course, to infer difficulty and ability this way we need to assume worker independence. If workers make correlated errors, then this is a lot harder to detect and automatically correct for task difficulty. It is even harder to provide theoretical performance guarantees when difficulty is taken into account.

**Batching.** Typically, on marketplaces like Mechanical Turk, requesters will batch a set of questions about different items into a single task. This has multiple advantages: by batching, the requesters can pay a higher amount, and therefore attract workers; workers can read instructions once and provide answers to a set of tasks all in one go; and lastly, workers have a bit more context as to the diversity of tasks. For example, if the goal is to rate a set of photos on a scale from 1—5 on how picturesque they are, having some context by providing additional photos can help crowd workers better gauge individual photos.

Unfortunately, batching also introduces bias, especially when datasets are skewed: if the true rating of each photo in a set of photos displayed to a crowd worker is 1, then the worker may incorrectly mark a few as 2 or 3 because they do not expect all of them to be 1. To the best of our knowledge, there has very little work, apart from [66], on trying to study the impact of and correct for batching bias in crowd algorithms.

**Insufficient Optimization.** Most work on data crowdsourcing has limited optimization, typically either restricted to one stage or one step, as opposed to across multiple steps. The issues stem from the fact that it is still unclear how to best involve crowds within algorithms; in fact, even if we fix the set of tasks or interfaces that we can use, it is still not straightforward.
5.3 Worker Management

Worker Identities: Most work on data crowdsourcing assumes that workers are all essentially alike, in that their abilities, speed and error rates are similar. This is certainly not true in practice; workers have very different abilities, with different abilities and processing speeds for different types of tasks, and taking this into account can help us route tasks to appropriate workers.

Boredom, Laziness, and Experience: Most data crowdsourcing solutions do not take into account many human-specific factors. For example, human workers will often avoid doing work if they can; they will “satisfice” [45] by doing the least amount of work necessary. Workers have been known to answer questions without reading instructions completely, or by randomly guessing. Workers are also affected by boredom and fatigue, especially when they have answered many questions of the same type. In addition, workers often get more effective at tasks over time: typical crowdsourcing algorithms do not take experience into account. Lastly, we have heard reports of human workers colluding to all provide the same answer for a task [51]: collusion is very hard to detect automatically and correct for (typical algorithms assume independence between workers).

Biases: Bias is another important factor affecting crowd-powered algorithms. For example, if we have workers answering rating questions, e.g., rate a photo from 1–5, there will be workers who are more “stingy” or more “lenient”. Taking into account these biases and correcting for them is important. While there has been some work in taking individual worker biases into account [25], [26], [61], many papers in crowdsourcing algorithms assume a uniform error rate for all workers, thereby ignoring all worker-specific bias.

Incentivization: While there has been some work in developing appropriate incentive mechanisms [22] for crowd workers, these learnings have not been integrated into the design of crowd-powered algorithms. Appropriate incentivization is important to ensure not just that workers are compensated according to the level of effort, but also entice them to put in more effort and not simply randomly guess.

5.4 Prior and External Information

Prior Information: In many cases, we may be able to use simple automated mechanisms (such as machine learning algorithms) to give us prior probabilities for various tasks (e.g., crowd entity resolution [57], [58], [60], [53]). For example, for content moderation of images (i.e., checking if images depict content inappropriate for children), we may be able to use color histograms to detect skin tone to give a prior probability for different images. Not a lot of crowdsourcing papers take prior information into account. One such paper [36] treats the prior probability as just another worker with a known probability of error. Other ways of reasoning about and incorporating prior information into crowd results may be more powerful and may lead to more benefits.

Integration with Active Learning: There has not been enough crowdsourcing work trying to integrate the learning of a good machine learning model while at the same time performing the tasks at hand (with desired accuracy or cost). There has been initial work in this space [35], [62], but much more remains to be done. Overall, it remains to be seen what is the best use of crowdsourcing: as one-shot training data for machine learning algorithms, in an integrated format with active learning algorithms, as verifiers for the output of machine learning algorithms, or some combination.

In closing, crowdsourcing can be a valuable tool for improving the quality and usefulness of our data, combining the best of computer data management and analysis techniques with the power of “natural intelligence.” However, a lot of careful thought must go into the design of a crowdsourced application, and there are still many challenging issues that need to be resolved.
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