Galerkin approximations with embedded boundary conditions for retarded delay differential equations

Zaid Ahsan\textsuperscript{a}, Thomas Uchida\textsuperscript{b} and C. P. Vyasarayani\textsuperscript{a,}\textsuperscript{*}

\textsuperscript{a}Department of Mechanical and Aerospace Engineering, Indian Institute of Technology Hyderabad, Ordnance Factory Estate, Yeddumailaram 502205, Andhra Pradesh, India;\textsuperscript{b}Department of Bioengineering, Stanford University, 318 Campus Drive West, James H. Clark Center, Stanford, CA 94305, USA

(Received 16 October 2014; accepted 19 April 2015)

Finite-dimensional approximations are developed for retarded delay differential equations (DDEs). The DDE system is equivalently posed as an initial-boundary value problem consisting of hyperbolic partial differential equations (PDEs). By exploiting the equivalence of partial derivatives in space and time, we develop a new PDE representation for the DDEs that is devoid of boundary conditions. The resulting boundary condition-free PDEs are discretized using the Galerkin method with Legendre polynomials as the basis functions, whereupon we obtain a system of ordinary differential equations (ODEs) that is a finite-dimensional approximation of the original DDE system. We present several numerical examples comparing the solution obtained using the approximate ODEs to the direct numerical simulation of the original non-linear DDEs. Stability charts developed using our method are compared to existing results for linear DDEs. The presented results clearly demonstrate that the equivalent boundary condition-free PDE formulation accurately captures the dynamic behaviour of the original DDE system and facilitates the application of control theory developed for systems governed by ODEs.
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1. Introduction

Mathematical models involving delay differential equations (DDEs) \cite{1} are used to represent time-delay effects in a wide range of engineering systems. Examples include control systems \cite{2}, biological processes \cite{3}, machine tool vibration \cite{4,5}, fluid--structure interaction \cite{6}, and traffic flow modelling \cite{7}. DDEs are infinite-dimensional systems since we must specify an initial function \cite{1} to obtain a unique solution.

The infinite-dimensional nature of DDEs complicates their analysis. We can always pose a DDE as an equivalent hyperbolic partial differential equation (PDE) constrained by a non-linear boundary condition \cite{8–10}. The mathematical representation of the PDE system appears to be more complicated than that of the original DDE; however, several methods are available for converting the PDE into a system of simple ordinary differential equations (ODEs) \cite{11}. We, thus, arrive at a finite-dimensional ODE approximation of the original DDE and can then make use of existing algorithms for the integration and continuation of these ODEs \cite{12,13}. Therein lies the benefit of this approach: by
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converting DDEs into systems of ODEs, we can exploit all existing tools developed for ODE systems to analyse the original DDEs.

Galerkin methods [11] are considered to be the optimal choice for obtaining reduced-order models for PDEs; however, in the case of a DDE-equivalent PDE, one must also handle the non-linear boundary condition. Once a PDE has been discretized, the boundary condition can be incorporated using a Lagrange multiplier [14] or by employing the tau method [8,15,16]. In this work, we propose a formulation in which the boundary condition is completely eliminated and embedded directly into the PDE. Consequently, no special treatment of the boundary condition is necessary when applying the Galerkin method.

The paper is organized as follows. In Section 2, we present the class of DDEs in which we are interested, formulate the equivalent PDEs, eliminate the boundary conditions, and develop Galerkin approximations using Legendre polynomials as the basis functions. This particular choice of basis functions allows us to obtain explicit expressions for the finite-dimensional ODEs. In Section 3, we validate our theory using several numerical examples involving convergence, parametric, and stability analyses for first- and second-order DDE systems. We also include an application of the proposed method to control system design. Conclusions are provided in Section 4.

2. Mathematical modelling

Consider the following system of \( n \) first-order DDEs:

\[
\dot{z}_i = f_i(p, q_i, t), \quad i = 1, 2, \ldots, n, \tag{1}
\]

where \( p = [z_1, z_2, \ldots, z_n] \) and \( q_i = [z_1(t - \alpha_{i1}), z_2(t - \alpha_{i2}), \ldots, z_n(t - \alpha_{in})] \). The delays are \( \alpha_i = [\alpha_{i1} > 0, \alpha_{i2} > 0, \ldots, \alpha_{in} > 0] \), \( i = 1, 2, \ldots, n \) and the initial functions are \( z_i(t) = \psi_i(t), -\alpha_{im} \leq t \leq 0, \quad i = 1, 2, \ldots, n; \quad \alpha_{im} \) is the maximum delay appearing in \( z_i(t) \). Since the delay argument does not appear in the highest-derivative term, (1) is referred to as a retarded DDE. We introduce the following standard transformation [9,10]:

\[
y_i(s, t) = z_i(t + s), \tag{2}
\]

and convert the DDE system (1) and its history functions into the following equivalent initial-boundary value problem:

\[
\frac{\partial y_i}{\partial t} = \frac{\partial y_i}{\partial s}, \quad t \geq 0, \quad -\alpha_{im} \leq s \leq 0, \tag{3a}
\]

\[
\frac{\partial y_i(s, t)}{\partial t} \bigg|_{s=0} = f_i(u, v_i, t), \tag{3b}
\]

\[
y_i(s, 0) = \psi_i(s), \tag{3c}
\]

where

\[
u = [y_1(0, t), y_2(0, t), \ldots, y_n(0, t)], \tag{4a}
\]

\[
v_i = [y_1(-\alpha_{i1}, t), y_2(-\alpha_{i2}, t), \ldots, y_n(-\alpha_{in}, t)]. \tag{4b}
\]
Here, $y_i(0, t)$ represents the solution to the DDE (1) when $s = 0$. Several methods have been proposed in the literature to incorporate the boundary condition (3b) when discretizing the PDE (3a), such as the tau and Lagrange multiplier methods.

### 2.1. Embedded boundary method

We now present our procedure for embedding the boundary condition into the PDE, thereby eliminating the boundary condition from the formulation. We first rewrite (3b) exploiting the equivalence of partial derivatives in space and time (3a):

$$
\frac{\partial y_i(s, t)}{\partial s} = \frac{\partial y_i(s, t)}{\partial t} + \left( \frac{\partial y_i(s, t)}{\partial t} \right)_{s=0} f_i(u, v_i, t) \delta(s),
$$

where $\delta(s)$ is the Dirac delta function. We can see that collocating the PDE at any point on the domain $-\alpha_{in} \leq s < 0$ satisfies (3a), and by collocating at the boundary $s = 0$, we recover the boundary condition (5). We now assume an $N$-term series solution $y_i(s, t)$ for the PDE:

$$
y_i(s, t) = \phi_i(s)^T \eta_i(t), \quad i = 1, 2, \ldots, n;
$$

where $\phi_i(s) = [\phi_1(s), \phi_2(s), \ldots, \phi_N(s)]^T$ are the global shape functions and $\eta_i(t) = [\eta_{i1}(t), \eta_{i2}(t), \ldots, \eta_{iN}(t)]^T$ are the independent coordinates. Shifted Legendre polynomials are used as global shape functions:

$$
\phi_1(s) = 1, \quad \phi_2(s) = 1 + \frac{2s}{\tau}, \quad \phi_i(s) = \frac{(2i - 3)\phi_2(s)\phi_{i-1}(s) - (i - 2)\phi_{i-2}(s)}{i - 1}, \quad i = 3, 4, \ldots, N.
$$

In retarded DDEs, where the order of the delayed arguments is less than that of the highest-order derivative, the solution will become smoother with every knot [17]. If the solution is $C^0$-continuous at time $t = 0$, for example, the solution will be $C^1$-continuous after time $t = \tau$ (the first knot) and $C^n$-continuous after $n$ knots. Retarded DDEs always eventually become smooth, which is the reason this approximation is effective.

Upon substituting the series solution (7) into (6), we obtain the following:

$$
\phi_i(s)^T \dot{\eta}_i(t) = \phi_i(s)^T \eta_i(t) + \left( \phi_i(0)^T \eta_i(t) - f_i(u, v_i, t) \right) \delta(s), \quad i = 1, 2, \ldots, n, \quad \tau = \text{delay time}.
$$
where $\dot{\phi}_i(s) = \partial \phi_i(s)/\partial s$. Finally, we pre-multiply both sides of (9) by $\phi_i(s)$, integrate over the domain $s \in [-\alpha_{im}, 0]$, and collect the terms involving $\dot{\eta}_i(t)$ to obtain a system of ODEs:

$$M_i \dot{\eta}_i(t) = K_i \eta_i(t) - \phi_i(0) f_i(u, v_i, t), \quad i = 1, 2, \ldots, n,$$

(10)

where

$$M_i = \int_{-\alpha_{im}}^{0} \phi_i(s) \phi_i(s)^T ds - \phi_i(0) \phi_i(0)^T \Delta = A_i - \phi_i(0) \phi_i(0)^T,$$

(11a)

$$K_i = \int_{-\alpha_{im}}^{0} \phi_i(s) \phi_i'(s)^T ds.$$

(11b)

Note that we can represent the solution using any complete set of basis functions (e.g. Chebyshev, Lagrange, and Hermite polynomials). In this work, we use shifted Legendre polynomials as global shape functions since they allow us to write the entries of matrices $A_i$ and $K_i$ in closed form as follows:

$$A_{cd} = \frac{\alpha_{im}}{2c - 1} \delta_{cd}, \quad c = 1, 2, \ldots, N; \quad d = 1, 2, \ldots, N,$$

(12a)

$$K_{cd} = \begin{cases} 2, & \text{if } c < d \text{ and } c + d \text{ is odd} \\ 0, & \text{otherwise} \end{cases}, \quad c = 1, 2, \ldots, N; \quad d = 1, 2, \ldots, N.

(12b)

We now determine the initial conditions for the ODE system. In (10), the term $f_i(u, v_i, t)$ can be obtained by substituting the series solution (7) into the expressions for $u$ and $v_i$ (4):

$$u = \begin{bmatrix} \phi_1(0)^T \eta_1(t), \phi_2(0)^T \eta_2(t), \ldots, \phi_n(0)^T \eta_n(t) \end{bmatrix},$$

(13a)

$$v_i = \begin{bmatrix} \phi_1(-\alpha_{i1})^T \eta_1(t), \phi_2(-\alpha_{i2})^T \eta_2(t), \ldots, \phi_n(-\alpha_{in})^T \eta_n(t) \end{bmatrix}.$$ 

(13b)

We now substitute the series solution (7) into the initial conditions (3c):

$$\psi_i(s) = \phi_i(s)^T \eta_i(0), \quad i = 1, 2, \ldots, n.$$

(14)

Finally, we pre-multiply both sides of (14) by $\phi_i(s)$ and integrate over the domain $s \in [-\alpha_{im}, 0]$ to obtain the following initial conditions for the ODE system:

$$\eta_i(0) = A_i^{-1} \int_{-\alpha_{im}}^{0} \phi_i(s) \psi_i(s) \, ds, \quad i = 1, 2, \ldots, n,$$

(15)

where $A_i$ is defined in (11a). Thus, we have converted the original DDE (1) into a system of ODEs (10) with initial conditions given by (15). The ODEs can be solved numerically to obtain $\eta_i(t)$, whereupon an approximate solution for the DDE (1) can be obtained as follows:
\[ y_i(0, t) = \eta_i(0) = \phi_i(0)^T \eta_i(t). \] (16)

We define the following error metric to quantify how well the solutions of (6) satisfy the original boundary conditions (3b):

\[ e_i(t) = \frac{\partial y_i}{\partial t} \bigg|_{0,t} - f_i = \phi_i(0)^T \eta_i(t) - f_i, \quad i = 1, 2, \ldots, n. \] (17)

In the sequel, we use a two-norm to establish the error associated with all boundary conditions:

\[ e(t) = \sqrt{e_1(t)^2 + e_2(t)^2 + \cdots + e_n(t)^2}. \] (18)

We now compare the proposed formulation to the tau and Lagrange multiplier methods, the two most common strategies for obtaining approximate solutions to DDEs.

2.2. Tau method

In the tau method, the series solution (7) is first substituted into the equivalent system of PDEs (3a):

\[ \phi_i(s)^T \eta_i(t) = \phi_i(s)^T \eta_i(t), \quad i = 1, 2, \ldots, n. \] (19)

Pre-multiplying both sides of (19) by \( \phi_i(s) \) and integrating over the domain \( s \in [-\alpha_{tau}, 0] \), we obtain the following system of ODEs:

\[ A_i \dot{\eta}_i(t) = K_i \eta_i(t), \quad i = 1, 2, \ldots, n, \] (20)

where \( A_i \) and \( K_i \) are defined in (11a) and (11b), respectively. Next, we substitute the series solution (7) into the boundary condition (3b):

\[ \phi_i(s)^T \eta_i(t) = f_i(u, v_i, t), \quad i = 1, 2, \ldots, n, \] (21)

where \( u \) and \( v_i \) are defined in (4). The boundary condition (21) is then incorporated into the ODEs (20) by replacing the last row of \( A_i \) and \( K_i \) in (20) with the boundary condition. Thus, we arrive at the following system of ODEs:

\[ A_{i\text{tau}} \dot{\eta}_i(t) = K_{i\text{tau}} \eta_i(t) + F_{i\text{tau}}, \quad i = 1, 2, \ldots, n, \] (22)

where \( A_{i\text{tau}} \), \( K_{i\text{tau}} \), and \( F_{i\text{tau}} \) are defined as follows:

\[ A_{i\text{tau}} = \begin{bmatrix} \bar{A}_i \\ \phi_i(0)^T \end{bmatrix}, \quad K_{i\text{tau}} = \begin{bmatrix} K_i \\ 0 \end{bmatrix}, \quad F_{i\text{tau}} = \begin{cases} 0 \\ f_i(u, v_i, t) \end{cases}. \] (23)

Matrices \( \bar{A}_i \) and \( \bar{K}_i \) are obtained by deleting the last row of \( A_i \) and \( K_i \), respectively. Finally, the system of ODEs (22) is integrated forward in time, using the initial condition given in (15), to obtain an approximate solution for the original DDE system (1):
2.3. Lagrange multiplier method

Another widely used method to obtain an approximate solution for a system of DDEs is the Lagrange multiplier method, where the boundary constraint (3b) is enforced by Lagrange multipliers. We first write the PDE (3a) as follows:

\[
\frac{\partial y_i}{\partial t} = \frac{\partial y_i}{\partial s} + \delta(s) \gamma_i(t), \quad i = 1, 2, \ldots, n, \tag{25}
\]

where \(\gamma_i(t)\) denotes the (time-dependent) Lagrange multiplier. On substituting the series solution (7) into (25), we obtain the following:

\[
\phi_i(s)^T \eta_i(t) = \phi_i(0)^T \eta_i(t) + \delta(s) \gamma_i(t), \quad i = 1, 2, \ldots, n. \tag{26}
\]

Pre-multiplying both sides of (26) by \(\phi_i(s)\) and integrating over the domain \(s \in [-\alpha_{im}, 0]\) yields the following:

\[
\mathbf{A}_i \eta_i(t) = \mathbf{K}_i \eta_i(t) + \phi_i(0)^T \eta_i(t), \quad i = 1, 2, \ldots, n, \tag{27}
\]

where \(\mathbf{A}_i\) and \(\mathbf{K}_i\) are defined in (11a) and (11b), respectively. We now substitute the series solution (7) into the boundary condition (3b):

\[
\phi_i(0)^T \eta_i(t) = f_i(u, v_i, t), \quad i = 1, 2, \ldots, n, \tag{28}
\]

where \(u\) and \(v_i\) are defined in (4). We now use (27) and (28) to obtain the following expression for the Lagrange multiplier \(\gamma_i(t)\):

\[
\gamma_i(t) = \frac{f_i(u, v_i, t) - \phi_i(0)^T \mathbf{A}_i^{-1} \mathbf{K}_i \eta_i(t)}{\phi_i(0)^T \mathbf{A}_i^{-1} \phi_i(0)}, \quad i = 1, 2, \ldots, n. \tag{29}
\]

Finally, we substitute (29) into (27) and, using the initial condition given in (15), integrate the ODEs forward in time to obtain \(\eta_i(t)\); the approximate solution is then given by the following:

\[
y_i(0, t) = \eta_{i0}(t) = \phi_i(0)^T \eta_i(t). \tag{30}
\]

In summary, we have developed a method to convert a system of DDEs into a system of PDEs without any boundary conditions. The PDEs are discretized using the Galerkin method and converted into a system of ODEs, which can then be solved numerically. As will be demonstrated in Section 3, our approach satisfies the original boundary conditions with only small amounts of error and produces results that compare favourably with those obtained using the tau and Lagrange multiplier methods.

3. Numerical studies

In this section, we present four test cases to investigate the accuracy of the approximation method we propose. The developed theory is applied to systems of first- and second-order
DDEs. The numerical results for the proposed method are obtained using the ode15s solver in MATLAB and are compared to those obtained by integrating the DDEs directly using the dde23 [18] solver. Relative and absolute integration tolerances of $10^{-8}$ are used throughout.

### 3.1. Coupled first-order DDEs

Consider the following system of retarded DDEs:

\[
\begin{align*}
\dot{z}_1(t) + b_1z_1(t) + b_2z_2(t) + b_3z_1(t - \alpha_{11}) + b_4z_2(t - \alpha_{12})^3 &= 0, \\
\dot{z}_2(t) + b_5z_1(t) + b_6z_2(t) + b_7z_1(t - \alpha_{21}) + b_8z_2(t - \alpha_{22})^3 &= F \sin(\omega t).
\end{align*}
\]  

(31a)

(31b)

This is a non-linear system of coupled DDEs containing delays in both $z_1$ and $z_2$. The initial history functions are assumed to be the following:

\[
\begin{align*}
z_1(t) &= 0, \quad -\max(\alpha_{11}, \alpha_{21}) \leq t \leq 0, \\
z_2(t) &= 0, \quad -\max(\alpha_{12}, \alpha_{22}) \leq t \leq 0.
\end{align*}
\]  

(32a)

(32b)

In Figure 1, we compare the displacements $y_1(0, t)$ and $y_2(0, t)$ obtained using the Galerkin method to those obtained using the dde23 solver in MATLAB; the parameters are provided in the figure caption. Clearly, the results obtained using the Galerkin method match the direct numerical integration of (31). In Figure 2, we plot the least-square errors for $y_1(0, t)$ and $y_2(0, t)$ as functions of the number of terms $N$ used in the series approximation (7):

\[
E_{LS} = \sum_{k=1}^{10000} (z(t_k) - y_1(0, t_k))^2.
\]  

(33)

Figure 1. Comparison of direct numerical solution $z_i(t)$ and solution obtained using the Galerkin method $y_i(0, t)$ for (31). The parameters are $b_1 = b_6 = 2$, $b_2 = b_4 = \alpha_{22} = 1$, $b_3 = b_7 = b_8 = \alpha_{11} = 0.1$, $b_5 = 0.75$, $\alpha_{12} = 0.3$, $\alpha_{21} = 0.5$, $F = 1.8$, $\omega = 2\pi$, and $N = 7$. (Left) $z_1(t)$ and $y_1(0, t)$; (right) $z_2(t)$ and $y_2(0, t)$. 

Downloaded by [Thomas Uchida] at 20:41 13 November 2015
The simulation was performed for \( t \in [0, 20] \); which was divided into 10,000 equidistant points to compute the error \( (33) \). As shown in Figure 2, \( N = 7 \) terms are sufficient to achieve an error of 0.01. Also note that the error associated with all methods decreases as \( N \) increases, indicating convergence.

3.2. Second-order DDE

To test the developed formulation for higher-order DDEs, we now consider the following second-order non-linear DDE:

\[
\ddot{z}(t) + b_1 \dot{z}(t) + b_2 z(t) + b_3 (t - \alpha)^3 + b_4 (t - \beta) = F \sin(\omega t),
\]

which contains delays in both \( z(t) \) and \( \dot{z}(t) \). The initial history functions are assumed to be \( z(t) = \dot{z}(t) = 0, -1 \leq t \leq 0 \). In Figures 3–5, we compare the displacement \( y_1(0, t) \) obtained using the Galerkin method to that obtained using the dde23 solver in
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Figure 3. Comparison of direct numerical solution \( z(t) \) and solution obtained using the Galerkin method \( y_1(0, t) \) for (34). The parameters are \( b_1 = 0.01, b_2 = b_3 = \alpha = 1, b_4 = 0, \beta = F = 0.5, \omega = 2\pi \), and \( N = 7 \). (Left) \( z(t) \) and \( y_1(0, t) \); (right) boundary condition error \( e(t) \) \( (18) \).
MATLAB using three sets of parameters (provided in the figure captions). In all three cases, the results obtained using the Galerkin method are in good agreement with the direct numerical integration of (34). In Figure 3(right), we show that the error associated with satisfying the boundary conditions is less than $8 \times 10^{-4}$ using the first set of parameters; the absolute error is also low, as shown in Figure 4(right) for the second parameter set. In Figure 5(right), we plot the least-square error as a function of the number of terms $N$ used in the series approximation (7). The simulation was performed for $t \in [0, 100]$, which was divided into 10,000 equidistant points to compute the error (33). As shown in Figure 5(right), convergence is achieved at $N = 11$, and the least-square error remains below $6 \times 10^{-4}$ even when only five terms are retained in the series solution.

Figure 4. Comparison of direct numerical solution $z(t)$ and solution obtained using the Galerkin method $y_1(0, t)$ for (34). The parameters are $b_1 = b_4 = 0$, $b_2 = 1.5$, $b_3 = 0.1$, $\alpha = F = 1$, $\beta = 0.5$, $\omega = 6\pi$, and $N = 7$. (Left) $z(t)$ and $y_1(0, t)$; (right) error $E(t) = z(t) - y_1(0, t)$.

Figure 5. Comparison of direct numerical solution $z(t)$ and solution obtained using the Galerkin method $y_1(0, t)$ for (34) when the velocity delay term is non-zero. The parameters are $b_1 = 0.05$, $b_2 = 0.75$, $b_3 = \alpha = F = 1$, $b_4 = 0.1$, $\beta = 0.5$, and $\omega = 4\pi$. (Left) $z(t)$ and $y_1(0, t)$ with $N = 7$; (right) least-square error $E_{LS}$ (33).
3.3. Stability charts

For linear DDEs, (10) takes the following form:

\[ \dot{\eta} = C\eta, \]  

(35)

where \( \eta = [\eta_1(t), \eta_2(t), \ldots, \eta_n(t)]^T \). The stability of linear DDEs can be analysed by evaluating the stability of the ODEs obtained from the Galerkin approximation (35). The characteristic equation for a DDE is a quasi-polynomial with an infinite number of roots; to ascertain stability, we must determine whether all the roots have negative real parts. The roots of the characteristic equation can be found using a non-linear solver; however, providing the solver with good initial guesses is a nontrivial task. In contrast, the Galerkin approximation of a linear DDE results in a system of ODEs of the form shown in (35), and we can directly evaluate the eigenvalues of these ODEs to establish system stability. In fact, the eigenvalues of (35) approximate the characteristic roots \[19\] of the original DDEs, and the approximation becomes increasingly accurate as the number of terms in the series solution is increased. The system is stable if all eigenvalues of (35) have negative real parts.

Consider the following equation:

\[ \dot{x}(t) = ax(t) + bx(t - \tau). \]  

(36)

The stability of (36) changes as we vary parameters \( a \) and \( b \). Figure 6(left) shows the stability diagram for (36) with \( \tau = 1 \). The region within the red lines is the stable region, as reported previously \[20\]; the blue dots indicate the same stable region, determined using the Galerkin method with \( N = 5 \). We have also studied the stability of a second-order system that arises in the study of machine tool vibration \[21\]:

\[ \ddot{x}(t) + 2\zeta\dot{x}(t) + (1 + p)x(t) - px(t - \tau) = 0. \]  

(37)

Figure 6(right) shows the stability diagram for (37) with \( \zeta = 0.01 \) as \( p \) and \( \tau \) vary. The red lines indicate the stable region determined analytically \[21\]. Once again, the blue dots indicate that the same stable region is obtained using the Galerkin method.

Figure 6. Stability regions obtained analytically (solid lines) and using the Galerkin method (dots) for first- and second-order systems. (Left) first-order system (36) with \( \tau = 1 \) and \( N = 5 \); (right) second-order system (37) with \( \zeta = 0.01 \) and \( N = 25 \).
3.4. Application to control

Numerical integration of a DDE using the dde23 solver will generally be faster than integrating a set of ODEs obtained using the Galerkin approximation. The real advantage of the proposed formulation lies in the design of observers, filters, and control systems for physical processes governed by DDEs. Modern control theory often assumes that the plant model can be approximated using ODEs, and several theoretical proofs are available for such models. Control theory for DDEs, on the other hand, is a topic of ongoing research \[2\], and the authors believe the field is under-developed. In this example, we apply the proposed boundary condition-free formulation to a control problem to take advantage of control theory developed for systems described by ODEs.

Consider a process governed by the following second-order DDE:

$$\ddot{z} + 2\zeta \dot{z} + k_1 z + k_2 z(t - \tau) = 0,$$

(38)

where the parameters are \(\zeta = 2\), \(k_1 = k_2 = 5\), and \(\tau = 1\). The objective is to design an observer that can accurately track the response of the DDE (38). We obtain the plant output by integrating the DDE numerically using the following history functions:

$$\dot{z}(t) = z(t) = 2, \quad t \in [-1, 0].$$

(39)

We then use the approximate ODEs with history functions \(\dot{z}(t) = z(t) = -1, t \in [-1, 0]\) to track the plant response, whereupon traditional control strategies can be applied. Since (38) is a second-order DDE, retaining \(N\) terms in the series solution results in a system of first-order ODEs of size \(2N\) (corresponding to \(N\) displacements and \(N\) velocities). Inspired by the theory of high-gain observers \[22\], we add \(20(z(t) - y_1(0, t))\) to the first displacement-level ODE and \(20(\dot{z}(t) - y_2(0, t))\) to the first velocity-level ODE. Here, \(y_1(0, t)\) and \(y_2(0, t)\) indicate the observer output for displacement and velocity, respectively. Finally, we integrate the ODEs forward in time and compare the plant and observer outputs. As shown in Figure 7, the observer output \(y_1(0, t)\) is in very good agreement with the plant output \(z(t)\), and the tracking error quickly becomes negligible. This example clearly demonstrates that the
The proposed method can be used for control purposes (such as designing observers, filters, and controllers) for systems governed by retarded DDEs.

4. Conclusions

We have, for the first time, transformed a given DDE into an equivalent PDE without any boundary conditions. This formulation allows us to apply the Galerkin method to the PDE without taking any special care to incorporate boundary conditions (e.g., using Lagrange multipliers or the tau method). Legendre polynomials are used as the basis functions in the Galerkin method, and we ultimately obtain finite-dimensional ODE approximations of the original DDEs. We have demonstrated with several numerical examples that the ODEs obtained using our PDE formulation accurately capture the dynamics of the original DDEs. Convergence is attained by increasing the number of terms in the Galerkin approximation. This formulation allows us to exploit existing tools developed for ODE systems to analyse DDEs.
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