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Abstract
Planning to explore the Large-Scale Structure of the Universe and to do fundamental physics with those? A lightweight guide du routard to the Effective Field Theory for you.

Introduction

Disclaimer: these notes should be considered as my hand-written notes. They are not a publication, they do not satisfy many of the required standards. They are a collection of extracts from papers that I used to prepare these lectures. References are mainly only given to expose where the material has been taken from, look at the cited papers for a complete list of references.

1. In cosmology we can predict the statistical distribution of the density perturbations. Therefore, the number of modes is almost everything. Example is tilt, non-Gaussianity, etc..

2. CMB has been great, but the primordial CMB has almost exhausted its information. Still order one improvement, but how do we move forward?

3. We want large improvements, for example to cross some interesting theory threshold, or to have a real chance at measuring non-Gaussianities.

4. Large-scale structure has in principle lots of modes

\[ N_{\text{modes}} \sim \sum_i \sim V \int_{k_{\text{max}}}^{k_{\text{max}}} \frac{d^3 k}{(2\pi)^3} \sim \frac{V k_{\text{max}}^3}{2\pi^2} \]  

(1)
We have $V \sim (10^4 \text{Mpc}/h)^3$, if $k_{\text{max}} \sim 0.5 \text{ Mpc}^{-1}$, we have

$$N_{\text{modes LSS}} \sim 10^{10} \gg 10^7 \sim N_{\text{modes CMB}}$$

(2)

5. Given that the Volume of the observable universe is fixed (on the time scale of our society), we can gain in the number of modes by going to high $k_{\text{max}}$, which means that we need to understand the short distance dynamics. But this is made complicated by the formation of very non-linear structures such as galaxies where physics is very complicated.

6. My purpose is to do fundamental physics, therefore we need precision and accuracy. Can we do this with LSS?

7. Let us observe the dark matter power spectrum. This is the change of matter contained in a box of size $1/k$ as we change its location in the universe. We see that at long distances the fluctuations are very small, and instead at short distances, as expected, they are very large. We also see that there is an intermediate regime where perturbations are still smaller than one, though not yet order one. There is the temptation that there we could perform a rigorous, accurate description of the dynamics in that regime, by expanding in the smallness of the fluctuations.

8. Notice that large scale structure are very complicated: there is matter, there are gravitationally bound objects, such as halos, galaxies, and clusters of galaxies. Again, our hope is to develop a perturbative and rigorous approach valid at long wavelengths.

9. **The EFTofLSS:** Why we think this can be possible? In other words, are we being too presumption? Let us remember the case of dielectric materials. For the propagation of weak-field, long-wavelength photons in a material, mankind has developed a set of equations, called the Maxwell dielectric equations, that describe such a propagation in *any* medium. The properties associated to the various different media are encoded in a few coefficients. We do not need to know the complicated structure of the material at atomic level to derive those equations. The only thing we need to know is that the fundamental constituent of the material satisfy some normal principles of physics such as locality, causality, etc.; once this is assumed, the equations can be written and they are right (in fact, these equations were written before understanding solid state physics).

10. In a sense, dielectric materials is the theory of composite objects (*i.e.* atoms) interacting through a long-rage spin-one force (*i.e.* the photon); similarly, the EFTofLSS is the theory of composite objects (*i.e.* the galaxies) interacting with a long-range spin-two force *i.e. the graviton.* Here we are going to do the same for LSS as was done for dielectric materials. We start from dark matter.

11. Finally, a general comments: these lectures will be about the construction of the EFTofLSS, which is a particular Effective Field Theory (happens to be the one of the long-distance universe). However, much of the theoretical ingredients, challenges, and
techniques that we are going to find are actually valid for most of the EFT. To me, studying the EFTofLSS is the perfect set up to study EFT’s in general.

1 From Dark Matter Particles to Cosmic ∼ Fluid

See [1]. We take dark matter to be fundamentally described by a set of identical collisionless classical non-relativistic particles interacting only gravitationally. This is a very good approximation for all dark matter candidates apart from extremely light axions. We discuss baryons later on. As we discuss later, we also neglect general relativistic effects and radiation effects. In this approximation, numerical $N$-body simulations exactly solve our UV theory. The coefficients of the effective fluid that we will define can therefore be extracted directly from the $N$-body simulations, following directly the procedure described in [1].

We will see that the long-range dynamics is described by fluid-like equations with some arbitrary numerical coefficients. These coefficients are determined by the UV physics. Here, the UV theory is described by a Boltzmann equation. There are therefore two approaches.

(I) : Ignore the UV theory, just use the long-wavelength theory with those arbitrary coefficients, and use observations to determine the numerical coefficients plus all the other cosmological parameters and fundamental physics information one is interested in. This is the usual way in which EFT’s have been used in history. For example, maxwell dieletric equations were applied to materials without a-priori knowing the numerical value of the dielectric constants. They were measured using the EFT.

(II) : If the UV-completion of the theory is known and tractable, then there is a second way in which the numerical value of the coefficients of the EFT can be determined. One can solve the UV theory, and, by performing a matching of the variables between the UV theory and the EFT, one can extract these coefficients from the UV theory. In our case, in order to be able to extract the fluid parameters from $N$-body simulations, we need to derive the fluid equations from the Boltzmann equations and subsequently express the parameters of the effective fluid directly in terms of quantities measurable in an $N$-body simulation. This, together with deriving the EFT itself, is the task of this section.

1.1 Boltzmann Equation

Let us start from a one-particle phase space density $f_n(\vec{x}, \vec{p})$ such that $f_n(\vec{x}, \vec{p})d^3xd^3p$ represents the probability for the particle $n$ to occupy the infinitesimal phase space volume $d^3xd^3p$. For a point particle, we have

$$f_n(\vec{x}, \vec{p}) = \delta^{(3)}(\vec{x} - \vec{x}_n)\delta^{(3)}(\vec{p} - ma\vec{v}_n).$$

The total phase space density $f$ is defined such that $f(\vec{x}, \vec{p})d^3xd^3p$ is the probability that there is a particle in the infinitesimal phase space volume $d^3xd^3p$:

$$f(\vec{x}, \vec{p}) = \sum_n \delta^{(3)}(\vec{x} - \vec{x}_n)\delta^{(3)}(\vec{p} - ma\vec{v}_n).$$
We define the mass density $\rho$, the momentum density $\pi^i$ and the kinetic tensor $\sigma^{ij}$ as

$$
\rho(\vec{x}, t) = \frac{m}{a^3} \int d^3p \ f(\vec{x}, \vec{p}) = \frac{m}{a^3} \sum_n \delta^{(3)}(\vec{x} - \vec{x}_n), 
$$

(5)

$$
\pi^i(\vec{x}, t) = \frac{1}{a^4} \int d^3p \ p^i f(\vec{x}, \vec{p}) = \frac{m}{a^3} \sum_n v^i_n \delta^{(3)}(\vec{x} - \vec{x}_n), 
$$

(6)

$$
\sigma^{ij}(\vec{x}, t) = \frac{1}{ma^5} \int d^3p \ p^i p^j f(\vec{x}, \vec{p}) = \sum_n \frac{m}{a^3} v^i_n v^j_n \delta^{(3)}(\vec{x} - \vec{x}_n) .
$$

The particle distribution $f_n$ evolves accordingly to the Boltzmann equation

$$
\frac{Df_n}{Dt} = \frac{\partial f_n}{\partial t} + \vec{p} \cdot \frac{\partial f_n}{\partial \vec{x}} - m \sum_{\vec{n} \neq \vec{x}} \frac{\partial \phi_n}{\partial \vec{x}} \cdot \frac{\partial f_n}{\partial \vec{p}} = 0 ,
$$

(7)

where $\phi_n$ is the single-particle Newtonian potential. There are two important points to highlight about the former equation. First, we have taken the Newtonian limit of the full general relativistic Boltzmann equation. This is an approximation we make for simplicity. All our results can be trivially extended to include general relativistic effects. However, it is easy to realize that the Newtonian approximation is particularly well justified. Non-linear corrections to the evolution of the dark matter evolution are concentrated at short scales, with corrections that scale proportional to $k/k_{NL}$. General relativistic corrections are expected to scale as $(aH)^2/k^2$ for dynamical effects, and as $(aH)/k$ for projection effects. This means that we should be able to wavelength shorter than order 100 Mpc before worrying about percent General-Relativity corrections, (which are dominated by the projection effects and which also can just be dealt with within the linear approximation).

Furthermore, one of the goals of this construction is to recover the parameters of the effective fluid of the universe from very short scale simulations valid on distances of order of the non-linear scale. By the equivalence principle, the parameters we will extract in the Newtonian approximation are automatically valid also for the description of an effective fluid coupled to gravity in the full general relativistic setting.

A second important point to highlight in the former Boltzmann equation is about the single-particle Newtonian potential $\phi_n$. Following [1], the Newtonian potential $\phi$ is defined through the Poisson equation

$$
\partial^2 \phi = 4\pi Ga^2 \left( \rho - \rho_b \right) ,
$$

(8)

with $\rho_b$ being the background density and $\partial^2 = \delta^{ij} \partial_i \partial_j$. We raise and lower spatial indexes with $\delta_{ij}$. The solution reads

$$
\phi = \sum_n \phi_n + \frac{4\pi Ga^2 \rho_b}{\mu^2} ,
$$

(9)

$$
\phi_n(\vec{x}) = - \frac{Gm}{|\vec{x} - \vec{x}_n|} e^{-\mu|\vec{x} - \vec{x}_n|} .
$$

(10)

Notice that the overall $\phi(\vec{x})$ is IR divergent in an infinite universe. This is due to a breaking of the Newtonian approximation. We have regulated it with an IR cutoff $\mu$ that we will take
to zero at the end of the calculation. Our results do not depend on $\mu$, as indeed we are interested in very short distance physics.

By summing over $n$, we obtain the Boltzmann equation for $f$

$$\frac{Df}{Dt} = \frac{\partial f}{\partial t} + \frac{\vec{p}}{ma^2} \cdot \frac{\partial f}{\partial \vec{x}} - m \sum_{n, \bar{n}; n \neq \bar{n}} \frac{\partial \phi_n}{\partial \vec{x}} \cdot \frac{\partial f_n}{\partial \vec{p}} = 0 .$$  \hspace{1cm} (11)

### 1.2 Smoothing

Following [2], we construct the equations of motion for the effective long-wavelength degrees of freedom by smoothing the Boltzmann equations and by taking moments of the resulting long-distance Boltzmann equation. This will lead us in on step to identify the equations and the degrees of freedom. We will see that the smoothing guarantees that the Boltzmann hierarchy can be truncated, leaving us with an effective fluid. Indeed, notice that it is not trivial at all that we should end up with an effective fluid. Fluid equations are usually valid over distances longer than the mean free path of the particles. But here for dark matter particles the mean free path is virtually infinite. What saves us is that the dark matter particles have had a finite amount of proper time, of order $H^{-1}$, to travel since reheating to the present time, and they traveled at a very non-relativistic speed. This defines a length scale $vH^{-1} \sim 1/k_{NL} \sim 10 \text{ Mpc}$ which is indeed of order of the non-linear scale. This length scale plays the role of a mean free path, as verified in [2]. The truncation of the Boltzmann hierarchy is regulated by powers $k/k_{NL} \ll 1$. See Fig. (1).

More in general, EFT’s can be just written down without need to smooth directly the UV equations. They can be written just based in terms of low-energy degrees of freedom and symmetries. Maybe I will sketch a derivation of this later on. However, once one has the UV-completion, it is particularly enlightening to derive the EFT from the UV theory.

We define a Gaussian smoothing

$$W_\Lambda(\vec{x}) = \left( \frac{\Lambda}{\sqrt{2\pi}} \right)^3 e^{-\frac{1}{2} \Lambda^2 x^2} , \quad W_\Lambda(k) = e^{-\frac{1}{2} \frac{k^2}{\Lambda^2}} ,$$  \hspace{1cm} (12)

with $\Lambda^2$ representing a $k$-space, comoving cutoff scale. This will smooth out quantities with wavenumber $k \gtrsim \Lambda$, or equivalently with wavelengths smaller than $\lambda \lesssim 1/\Lambda$. The idea is to take $\Lambda \sim k_{NL} \sim 2\pi/10 \text{ h Mpc}^{-1}$. We regularize our observable quantities $\mathcal{O}(\vec{x}, t)$, $\rho, \pi, \phi, \ldots$, by taking convolutions in real space with the filter, defining long-wavelength quantities as

$$\mathcal{O}_l(\vec{x}, t) = [\mathcal{O}]_\Lambda (\vec{x}, t) = \int d^3 x' W_\Lambda(\vec{x} - \vec{x}') \mathcal{O}(\vec{x}') .$$  \hspace{1cm} (13)

Notice that in Fourier space $W(k) \to 1$ as $k \to 0$: our fields are asymptotically untouched at long distances.

\footnote{This comes from dimensional analysis and inspection of the terms: each successive term in the Boltzmann equation contributes as $v/H \cdot \partial_i \sim k/k_{NL}$}
The smoothed Boltzmann equation becomes

\[
\left[ \frac{Df}{Dt} \right]_\Lambda = \frac{\partial f_i}{\partial t} + \frac{\vec{p}}{ma^2} \cdot \frac{\partial f_i}{\partial \vec{x}} - m \sum_{n,n \neq \bar{n}} \int d^3x' W_\Lambda(\vec{x} - \vec{x}') \frac{\partial \phi_n}{\partial \vec{x}'}(\vec{x}') \cdot \frac{\partial f_{\bar{n}}}{\partial \vec{p}} .
\]  

(14)

We now take successive moments

\[
\int d^3p \ p_i \ldots p^n \left[ \frac{Df}{Dt} \right]_\Lambda(\vec{x}, \vec{p}) = 0 ,
\]  

(15)

creating in this way a set of coupled differential equations known as Boltzmann hierarchy. As mentioned, higher order moments are suppressed with respect to the first by powers of \( k/k_{NL} \). It is sufficient to stop at the first two moments. We obtain

\[
\dot{\rho}_l + 3H \rho_l + \frac{1}{a} \partial_i (\rho_l v^i_l) = 0 ,
\]  

(16)

\[
\dot{v}^i_l + H v^i_l + \frac{1}{a} v^j_l \partial_j v^i_l + \frac{1}{a} \partial_i \phi_l = - \frac{1}{a \rho_l} \partial_j [\tau^{ij}]_\Lambda .
\]  

(17)

Let us define the various quantities that enter in these equations. We defined the long wavelength velocity field as the ratio of the momentum and the density

\[
v^i_l = \frac{\pi^i_l}{\rho_l} .
\]  

(18)

The right-hand side of the momentum equation (49) contains the divergence of an effective stress tensor which is induced by the short wavelength fluctuations. This is given by

\[
[\tau^{ij}]_\Lambda = \kappa^{ij}_l + \Phi^{ij}_l ,
\]  

(19)

where \( \kappa \) and \( \Phi \) correspond to ‘kinetically-induced’ and ‘gravitationally-induced’ stress tensor:

\[
\kappa^{ij}_l = \sigma^{ij}_l - \rho_l v^i_l v^j_l ,
\]  

(20)

\[
\Phi^{ij}_l = - \frac{1}{8 \pi G a^2} \left[ w^{kk}_{ij} \delta^{ij} - 2 w^{ij}_{ij} - \partial_k \phi_l \partial^k \phi_l \delta^{ij} + 2 \partial^i \phi_l \partial^j \phi_l \right] ,
\]  

where

\[
w^{ij}_l(\vec{x}) = \int d^3x' W_\Lambda(\vec{x} - \vec{x}') \left[ \delta^i \phi(\vec{x}') \delta^j \phi(\vec{x}') - \sum_n \partial^i \phi_n(\vec{x}') \partial^j \phi_n(\vec{x}') \right] .
\]  

(21)

Note that we have subtracted out the self term from \( w^{ij}_l \), as necessary when passing from the continuous to the discrete description in the Newtonian approximation, and used that \( \partial^2 \phi = 4 \pi G a^2 (\rho - \rho_0) \) and \( \partial^2 \phi_l = 4 \pi G a^2 (\rho_l - \rho_0) \) to express \( \Phi_l \) in terms of \( \phi \) and \( \phi_l \). In the limit in which there are no short wavelength fluctuations, and \( \Lambda \to \infty \), \( \kappa_l \) and \( \Phi_l \) vanish: they contain only short wavelength fluctuations. In the literature [1,3] there are available the above expressions written just in terms of the short wavelength fluctuations.

This stress-tensor encodes how short-distance physics affects long distance one. Not only the kinetic jiggling, but also the gravitational one act as density and pressure.

\[\text{2One can check that including higher moments does not increase the predictive power of the EFT: indeed the conserved charges are just energy and momentum.}\]
1.3 Integrating out UV Physics

The effective stress tensor that we have identified is explicitly dependent on the short wavelength fluctuations (indeed, it contains only those). These are very large, strongly coupled, and therefore impossible to treat within the effective theory. The equations we derived so far are not very useful, as they depend explicitly on the short modes.

When we compute correlation functions of long wavelength fluctuations, we are taking expectation values. Since short wavelength fluctuations are not observed directly, we can take the expectation value over short-distances directly. This is the classical field theory analogue of the operation of ‘integrating out’ the UV degrees of freedom in quantum field theory, now applied to classical field theory. The long wavelength perturbations will affect the result of the expectation value of the short modes, through, e.g., tidal like effects. This means that the expectation value will depend on the long modes. In practice, we take the expectation value on a long wavelength background. The resulting function depends only on long wavelength fluctuations as degrees of freedom. In this way, we have defined an effective theory that contains only long wavelength fluctuations. Since long wavelength fluctuations are perturbatively small, we can Taylor expand in the size of the long wavelength fluctuations. Schematically we have (see Fig. 2) [1, 2, 4]

\[ \tau^{ij}(\vec{x}, t) = \langle \tau^{ij} \rangle_{\Lambda, \delta} + \Delta \tau^{ij} \]

\[ = f_{\text{very complicated}} \left( H_0, \Omega_{\text{dm}}, w, \ldots, m_{\text{dm}}, \ldots, \rho_{\text{dm}}(\vec{x}), \partial_i \partial_j \phi, \ldots \right) \bigg|_{\text{on past light cone}} + \Delta \tau^{ij} + \ldots \]

From Fig. 2, we notice that the Kernel of integration has spatial support only along a tube of typical size $1/k_{NL}$. Long wavelength fields are vary very slowly along that scale, so that we can approximate them as Taylor expanded around the center of the tube:

\[ \partial^2 \phi(\vec{x}_{fl}, t') \simeq \partial^2 \phi(\vec{x}_{fl}, t') + (\vec{x}_{fl} - \vec{x}'_{fl})^i \partial_i \partial^2 \phi(\vec{x}_{fl}, t') \cdot \]

Now the integral in $x'$ in (22) can be formally performed. By dimensional analysis, each factor of $(\vec{x}_{fl} - \vec{x}'_{fl})$, which goes together with a derivative of the field, leads to a factor of $1/k_{NL}$, as this is the scale of support of the Kernel. Therefore, each spatial derivative of the long-fields is suppressed by $\partial_i / k_{NL} \ll 1$. We therefore have

\[ \tau^{ij}(\vec{x}, t) = \]

\[ = \int dt' \left( \text{Ker}_0(t, t') \delta^{ij} + \delta^{ij} \text{Ker}_1(t, t') \partial^2 \phi(\vec{x}_{fl}, t') + \delta^{ij} \text{Ker}_2(t, t') \partial^2 \phi(\vec{x}_{fl}, t') \bigg) + O \left( \delta^2, \frac{\partial_i}{k_{NL}} \right) \bigg) \]

\[ + \Delta \tau^{ij} \]

\[ \quad \text{• We write down all the terms that are allowed by general relativity (no dependence on velocity, no dependence on $\phi$ or $\partial \phi$: only locally observable quantities are included).} \]
Long Scale Fluctuations are small
Short Scale Fluctuations are large

Figure 1: In the universe, long fluctuations are small and short fluctuations are large. We are going to integrate out the ones that are shorter than the non-linear scale, of order 10 Mpc.

- there is a stochastic term: it accounts for the renormalization of the short-wavelength wavefunction of the modes.
- coefficients depend explicitly on time: time-translation are spontaneously broken in our universe.
- Evaluation on the past light cone: the theory is non-local in time: this is very unusual. In order to obtain a local field theory, we need an hierarchy of scales. \( k \ll k_{NL} \), so in space we have locality. In time, the short modes evolve with \( H \) time scales, which is the same as the long modes. Notice that when we evaluate on the past like cone, position of evaluation is given by the fluid location.

\[
\vec{x}_R(\vec{x}, t, t') = \vec{x} - \int_{\tau(t')}^{\tau(t)} d\tau'' v_{dm}(\tau'', \vec{x}_R(\vec{x}, \tau, \tau'')) ,
\]

(25)

- The ellipses (\ldots) represent terms that are either higher order in \( \delta_l \), or higher order on derivatives of \( \delta_l \). Indeed, higher derivative terms will be in general suppressed by \( k/k_{NL} \ll 1 \), and, as typical in effective field theories, we take a derivative expansion in those. Astrophysically, these terms would corresponds to the effects induced by a sort of higher-derivative tidal tensor. Once we expand in derivatives of the long wavelength fluctuations, we take the parameters in (24) to be spatially independent, but time dependent.

- The stochastic term is characterized by short distance correlation, on length of order \( 1/k_{NL} \). It therefore has the following Poisson-like correlation functions:

\[
\langle \Delta \tau(\vec{x}_1) \cdots \Delta \tau(\vec{x}_n) \rangle = \frac{\delta^{(3)}(\vec{x}_1 - \vec{x}_2)}{k_{NL}^3} \cdots \frac{\delta^{(3)}(\vec{x}_{n-1} - \vec{x}_n)}{k_{NL}^3}
\]

(26)
Notice that the stress tensor enters the equations with a derivative acting on it. The effective stress tensor encodes how short distance physics affects long distance one.

For the precision we pursue in the rest of the paper, we will stop at linear level in the long wavelength fluctuations, though nothing stops us from going to higher order.

The coefficient in the stress tensor are determined by the UV physics and by our smoothing cutoff $\Lambda$, and are not predictable within the effective theory. They must be measured from either $N$-body simulations, or fit directly to observations. This is akin to what happens in the Chiral Lagrangian for parameters that can be measured in experiments or in lattice simulations, such as $F_\pi$. In [1], by using the expression for $\tau_{ij}$ written in terms of UV degrees of freedom, it was measured the first coefficient of (24) (which, as we will see later, it is equivalent to a speed of sound term). The result is given in Fig. 3, in agreement with the measure of the same parameters by fitting the EFT directly to long wavelength observables. We will comment later on the details of this figure, but it represents one of the greatest verifications of the correctness of the EFT.

Once we plug (24) into (49), we find a set of equations that depend only on the long modes: all the dependence on the short modes has been encoded in the few coefficients appearing in (24).

1.4 Smoothing out a fluid

In order to gain some intuition, it is worth to see the same formalism applied to the toy example where we imagine that the UV system is a perfect pressurless fluid, and we integrate out short distance fluctuations. We follow [2].
Running of $c_{\text{comb}}^2(\Lambda)$ at $k_{\text{ext}}=.01$, $a=1$

Figure 3: In the pink error bars, measurement of the speed of sound of the EFTofLSS from numerical simulations using directly the UV degrees of freedom, smoothed on a wavenumber scale $\Lambda$. As $\Lambda \to \infty$, we reproduce what measured with the EFTofLSS using long wavelength observables, given by the pink band. The dependence on $\Lambda$ is also predicted in terms of the running of the loops in the EFTofLSS, represented by the brown curve. It is also matched.

It is instructive to present the derivation of our effective stress-tensor $\tau_{\mu\nu}$ in the Newtonian context in yet another way. As we saw earlier, we will later define the effective theory for long-wavelength fluctuations by smoothing the stress-energy tensor $\tau_{\mu\nu}$ on a scale $\Lambda$ and declaring that long-wavelength gravitational fields are coupled to it. It is particularly illuminating to see how $\tau_{\mu\nu}$ arises in we perform the smoothing immediately at the level of the Euler and Poisson equations. We take the Euler equation (in flat space, for simplicity):

$$\{ \rho_m [\dot{v}^i + v^j \nabla_j v^i] + \rho \nabla_i \Phi \} = 0 \quad (27)$$

We apply a filter on scales of order $\Lambda^{-1}$ to the Euler equation

$$\int d^3 x' W_\Lambda(|\vec{x} - \vec{x}'|) \cdot \{ \rho_m [\dot{v}^i + v^j \nabla_j v^i] + \rho \nabla_i \Phi \} = 0 \quad (28)$$

We define smoothed quantities of all fields $X \equiv \{\rho_m, \Phi, \rho_m \vec{v}\}$ as

$$X_\ell \equiv [X]_\Lambda(\vec{x}) = \int d^3 x' W_\Lambda(|\vec{x} - \vec{x}'|) X(\vec{x}') \quad (29)$$

and split the fields into short-wavelength and long-wavelength fluctuations $X \equiv X_\ell + X_s$. Straightforward algebra then shows (see Appendix of [2]) that the Euler equation can be recast in the following way

$$\rho_\ell [\dot{v}_\ell^i + v_\ell^j \nabla_j v_\ell^i] + \rho_\ell \nabla_i \Phi_\ell = -\nabla_j [\tau^j \ell]_s \quad (30)$$

where

$$[\tau_{ij}]_s \equiv [\rho_m v_i^s v_j^s]_\Lambda + \frac{1}{8\pi G} [2\partial_i \Phi_s \partial_j \Phi_s - \delta_{ij}(\nabla \Phi_s)^2]_\Lambda \quad (31)$$
We see that the long-wavelength fluctuations obey an Euler equation in which the stress tensor $\tau_{ij}$ receives contributions from the short-wavelength fluctuations. Eqn. (31) shows explicitly how the effective long-wavelength fluid is different from the pressureless fluid we started with in the continuity and Euler equations (27).

We can also formulate an ansatz for $\tau^{00}$:

$$
\tau^{00} = \rho_m + \frac{1}{2} \rho_m v^2 - \frac{1}{8\pi G} (\nabla \Phi)^2.
$$

There are a few ambiguities in this choice, which correspond to the usual ambiguities of the definition of the local stress tensor, to which we can add

$$
\partial_\alpha \partial_\beta \Sigma^{[\alpha \mu]}_{\ eta \nu].
$$

Here, the tensor $\Sigma$ is symmetric under the exchange of the two index pairs, and antisymmetric within each pair. We now impose that this obeys the 0-component of stress-energy conservation

$$
0 = \partial_\mu \tau^{\mu 0} = \partial_0 \tau^{00} + \partial_i \tau^{i0}.
$$

We do not assume that $\tau^{i0}$ is the same as $\tau^{0i}$ defined in (??). As we will see in a moment this is an interesting point. Taking the time-derivative of (32) and using repeatedly the continuity, Euler, and Poisson equations, we get

$$
\partial_0 \tau^{00} = -\partial_i \left[ \rho_m v^i \left( 1 + \frac{1}{2} v^2 + \Phi \right) + \frac{1}{4\pi G} \Phi \partial_i \dot{\Phi} \right].
$$

This is consistent with the local conservation law for

$$
\tau^{i0} = \rho_m v^i \left( 1 + \frac{1}{2} v^2 + \Phi \right) + \frac{1}{4\pi G} \Phi \partial_i \dot{\Phi} \simeq \rho v^i
$$

up to relativistic corrections that we neglected.

### 1.5 Renormalization of the Background

From the above analysis it is straightforward to see that integrating out short-wavelength fluctuations leads to a renormalization of the background. We define the new background as the $k \ll \Lambda$ limit of the effective fluid,

$$
\bar{\rho}_{\text{eff}} \equiv -\lim_{k \ll \Lambda} \langle \tau^0_0 \rangle, \quad 3\bar{p}_{\text{eff}} \equiv \lim_{k \ll \Lambda} \langle \tau^i_i \rangle, \quad (\bar{\Sigma}^i_j)_{\text{eff}} \equiv \lim_{k \ll \Lambda} \langle \hat{\tau}^i_j \rangle.
$$

Eqn. (37) describes the fluid on very large scales, where spatial fluctuations are suppressed by $k^2/q^2$, with $q_*$ the typical scale of non-linearities. In particular, on superhorizon scales these fluctuations are highly suppressed.

Let us define:

$$
\kappa_{ij} \equiv \frac{1}{2} \langle (1 + \delta) v_i v_j \rangle
$$

$$
\omega_{ij} \equiv -\frac{\langle \phi_j \phi_i \rangle}{8\pi G a^2 \rho} \approx \frac{\langle \phi_i \phi_j \rangle}{8\pi G a^2 \rho}.
$$
\[ \kappa = \kappa_{ii} = \frac{1}{2} \langle (1 + \delta) v^2 \rangle \quad \text{and} \quad \omega = \omega_{ii} = \frac{1}{2} \langle \delta \phi \rangle < 0 . \] (40)

Density. We find that the effective energy density receives contributions from the kinetic and potential energies associated with small-scale fluctuations

\[ \bar{\rho}_{\text{eff}} = \bar{\rho}_m (1 + \kappa + \omega) . \] (41)

This shows that the background energy density is corrected precisely by the total kinetic and potential energies associated with non-linear small-scale structures.

Pressure. The effective pressure of the fluid is

\[ 3 \bar{p}_{\text{eff}} = \bar{\rho}_m (2 \kappa + \omega) , \] (42)

and its equation of state is

\[ \bar{w}_{\text{eff}} \equiv \frac{\bar{p}_{\text{eff}}}{\bar{\rho}_{\text{eff}}} = \frac{1}{3} (2 \kappa + \omega) . \] (43)

We see that for virialized scales the effective pressure vanishes. As intuitively expected, a universe filled with virialized objects acts like pressureless dust. (This agrees with the conclusion reached by Peebles in [5].) Non-virialized structures, however, do have a small effect on the long-wavelength universe, giving corrections to the background of order the velocity dispersion, \( \mathcal{O}(v^2) \). In Ref. [2] (and references therein), it is shown in perturbation theory that \( 2 \kappa + \omega > 0 \) (e.g. in linear theory \( 2 \kappa_L + \omega_L = \frac{1}{2} \kappa_L > 0 \) in Einstein-de Sitter), and that the induced effective pressure is always positive, \( \bar{p}_{\text{eff}} > 0 \).

Anisotropic stress. On very large scales the anisotropic stress \( (\bar{\Sigma}^i_j)_{\text{eff}} \) averages to zero, i.e. it has no long-wavelength contribution:

\[ \lim_{k \ll \Lambda} (\bar{\Sigma}^i_j)_{\text{eff}} \approx 0 . \] (44)

This straightforwardly follows from the isotropy of the fluctuation power spectrum. On very large scales, the gravitationally-induced fluid therefore acts like an isotropic fluid; its only effects are small \( \mathcal{O}(v^2) \) corrections to the background density and pressure. Anisotropic stress, however, does become important when studying the evolution of perturbations on subhorizon scales.

This predictions and analytic explanations have recently numerically verified by numerical codes that solve the GR equations expanded linearly in the metric fluctuations \( (\delta g^{\mu \nu} \ll 1) \) [6]. Comment later on non-renormalization theorem.

2 Perturbation Theory (including Renormalization)

We are now ready to use our long wavelength effective equations to compute perturbatively correlation function. It is immediate to expand the effective equations in the smallness of \( \delta \rho / \rho \), and solve perturbatively.
Let us write the equation for the vorticity \( w^i = \epsilon^{ijk} \partial_j v_k \). Neglecting the stochastic terms that we can argue are small, we have

\[
\left( \frac{\partial}{\partial t} + H - \frac{3\epsilon_{sv}^2}{4Ha^2} \partial^2 \right) w^i = \epsilon^{ijk} \partial_j \left( \frac{1}{a} \epsilon_{kmn} v^m_i w^n_i \right) .
\] (45)

In linear perturbation theory the vorticity is driven to zero, and this occurs even the more so at this order in perturbation theory, as the source is proportional to \( w \). While at higher vorticity is generated [4], at the lowest order that we keep in this lectures, we can take it to be zero. This means that we can work directly with the divergence of the velocity

\[
\theta = \partial_i v^i
\] (46)

Let us first neglect the contribution of the stress tensor, which will be included later perturbatively. Using \( a \) as our time variable, the equations

\[
\frac{\partial^2}{a^2} \phi_t = H^2 \delta_t
\] (47)

\[
\dot{\rho}_t + 3H \rho_t + \frac{1}{a} \partial_i (\rho_i v^i_t) = 0 ,
\] (48)

\[
\ddot{v}^i_t + H v^i_t + \frac{1}{a} v^i_t \partial_j v^j_t + \frac{1}{a} \partial_i \phi_t = - \frac{1}{a \rho_t} \partial_j \left[ \tau^{ij} \right] \Lambda .
\] (49)

reduce to

\[
aH \delta'_t + \theta = - \int \frac{d^3 q}{(2\pi)^3} \alpha(\vec{q}, \vec{k} - \vec{q}) \delta_t(\vec{k} - \vec{q}) \theta_t(\vec{q}) ,
\] (50)

\[
aH \theta'_t + H \theta_t + \frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta = - \int \frac{d^3 q}{(2\pi)^3} \beta(\vec{q}, \vec{k} - \vec{q}) \theta_t(\vec{k} - \vec{q}) \theta_t(\vec{q}) ,
\]

where \( H = a^{-1} \partial a / \partial \tau \), subscript \( _0 \) for a quantity means that the quantity is evaluated at present time, we have set \( a_0 = 1 \), ' represents \( \partial / \partial a \) and

\[
\alpha(\vec{k}, \vec{q}) = \frac{(\vec{k} + \vec{q}) \cdot \vec{k}}{k^2} , \quad \beta(\vec{k}, \vec{q}) = \frac{(\vec{k} + \vec{q})^2 \vec{k} \cdot \vec{q}}{2q^2 k^2} .
\] (51)

Since the correlation function of matter overdensities is small at large distances, we can solve the above set of equations (50) perturbatively in the amplitude of the fluctuations. For the computation of the power spectrum at one loop, it is enough to solve these equations iteratively up to cubic order. Order by order, the solution is given by convolving the retarded Green’s function associated to the linear differential operator with the non-linear source term evaluated on lower order solutions.

Schematically, if \( D_{(x,t)} \) is a differential operator, we have

\[
D_{(x,t)} \delta_t = J \quad \Rightarrow \quad \delta_t(\vec{x}, t) = \int d^4 x' G_R(x, t; x', t') J(x', t')
\] (52)

\[
D_{(x,t)} G_R(x, t; x', t') = \delta^{(4)}(x^\mu - x'^\mu)
\]

13
At linear level, we have the following solution. We can define $D(a)$, which is called the growth factor at scale-factor-time $a$, and the linear solution takes the following form
\begin{equation}
\delta_i^{(1)}(k, a) = \frac{D(a)}{D(a_0)} \delta s_1(\vec{k}) ,
\end{equation}
with $a_0$ being the present time, and $\delta s_1$ representing a classical stochastic variable with variance equal to the present power spectrum
\begin{equation}
\langle \delta s_1(\vec{k})\delta s_1(\vec{q}) \rangle = (2\pi)^3 \delta^{(3)}(\vec{k} + \vec{q}) P_{11,l}(k) ,
\end{equation}
with $P_{11,l}(k)$. The $\delta$-function comes from translation invariance. We can see that the linear solution factorizes in the product of a time-dependent part and a space-dependent part. This is due to the absence of a speed of sound term in the equations for dark matter. In fact, this factorized structure is preserved at all orders in perturbation theory. $D(a)$ satisfies an ordinary differential equation, whose details are not important for us. It is enough to notice that, to a decent approximation, $D(a) \simeq a^{3}$. Of course, this growth factor is a good solution only for wavenumbers well inside the horizon (we indeed neglected relativistic effects). When a mode is outside the horizons, it does not grow. This means that, as a mode enters the horizon, gravitational attractions make the overdensity on that scale begin grow. The longer a mode has been inside the horizon, the more it has grown: shorter wavelength are more non-linear than longer ones (and structures in the universe form from small to large: this is a pretty nice qualitative feature of the universe that we have just learned from this simple observation).

At second order in $\delta s_1$, we obtain
\begin{equation}
\delta_i^{(2)}(k, a) = \frac{1}{16\pi^3 D(a_0)^2} \left[ \left( \int_0^a d\tilde{a} G(a, \tilde{a}) a^2 \mathcal{H}^2(\tilde{a}) D'(\tilde{a})^2 \right) \left( 2 \int d^3q \beta(\tilde{q}, \vec{k} - \vec{q}) \delta s_1(\vec{k} - \vec{q}) \delta s_1(\vec{q}) \right) + \left( \int_0^a d\tilde{a} G(a, \tilde{a}) \left( 2\tilde{a}^2 \mathcal{H}^2(\tilde{a}) D'(\tilde{a})^2 + 3\mathcal{H}^2(\tilde{a}) \frac{D'(\tilde{a})^2}{\tilde{a}} \right) \right) \times \left( \int d^3q \alpha(\tilde{q}, \vec{k} - \vec{q}) \delta s_1(\vec{k} - \vec{q}) \delta s_1(\vec{q}) \right) \right] .
\end{equation}

Let us explain some of the relevant expressions that appear here. $G(a, \tilde{a})$ is the retarded Green’s function for the second order linear differential operator associated with $\delta$ that is obtained after substituting $\theta$ in the second equation of (50) with the value obtained from the first, and linearizing. In doing this, it is important to neglect all the terms of order $c_s^2$ because, in our power counting, they count as non-linear terms. The Green’s function is given by
\begin{equation}
-a^2 \mathcal{H}^2(a) \partial_a^2 G(a, \tilde{a}) - a \left( 2\mathcal{H}^2(a) + a \mathcal{H}(a) \mathcal{H}'(a) \right) \partial_a G(a, \tilde{a}) + \frac{3\Omega_m \mathcal{H}_0^2}{2a} G(a, \tilde{a}) = \delta(a - \tilde{a}) ,
\end{equation}
\begin{equation}
G(a, \tilde{a}) = 0 \text{ for } a < \tilde{a} .
\end{equation}

\[^{3}D(a) = a\] if the universe is entirely made of dark matter. In our universe, at late times the cosmological constant dominates, which leads to a slow-down in the growth rate of $D(a)$.
For a ΛCDM cosmology the result can be expressed\(^4\) as a hypergeometric function, although its form is not particularly illuminating. For all calculations presented here it is sufficient to numerically solve the above differential equation. This can be easily accomplished by replacing the \(\delta(a - \tilde{a})\) on the RHS of the first equation with zero, but starting with the boundary conditions being \(G(a, \tilde{a}) |_{a=\tilde{a}} = 0\), and \(\frac{\partial}{\partial \tilde{a}} G(a, \tilde{a}) |_{a=\tilde{a}} = 1/(\tilde{a}\mathcal{H}(\tilde{a}))^2\). In principle, it is possible to include in the linear equations that determine the Green’s function and the growth functions also the higher-order linear terms proportional to \(c_s^2\). Doing this amounts to resumming the effect of these pressure or viscous terms. The resulting linear equation can be easily solved numerically, finding for example that the growth factor becomes \(k\)-dependent, being the more suppressed the higher is the wavenumber [7]. However, it is not fully consistent to resum these terms without including the relevant loop corrections.

Iterating, we obtain the solution for \(\delta\) at cubic order \(\delta^{(3)}\), whose expression is structurally similar, just longer (see [1]).

A very useful simplification is due to the fact the growth factor and the Green’s function are \(k\)-independent. This is due to the fact that at linear level we can neglect the pressure and viscosity terms that would otherwise induce a \(k\)-dependence. Because of this, the convolution integrals that would couple time integration and momentum integration nicely split into separate time integrals and momentum integrals that can be simply performed separately. We have tried to underline this in (55) by adding suitable parenthesis. In fact, to a very good numerical approximation, we have that

\[
\begin{align*}
\delta^{(2)}(\vec{k}, a) &\simeq \frac{D(a)^2}{D(a_0)^2} \int \frac{d^3 q_1}{(2\pi)^3} \int \frac{d^3 q_2}{(2\pi)^3} (2\pi)^3 \delta^{(3)}(\vec{k} - \vec{q}_1 - \vec{q}_2) F_2(\vec{q}_1, \vec{q}_2) \delta^{(1)}(\vec{q}_1, a_0) \delta^{(1)}(\vec{q}_2, a_0) \\
\delta^{(3)}(\vec{k}, a) &\simeq \frac{D(a)^3}{D(a_0)^3} \int \frac{d^3 q_1}{(2\pi)^3} \int \frac{d^3 q_2}{(2\pi)^3} \int \frac{d^3 q_3}{(2\pi)^3} (2\pi)^3 \delta^{(3)}(\vec{k} - \vec{q}_1 - \vec{q}_2 - \vec{q}_3) F_3(\vec{q}_1, \vec{q}_2, \vec{q}_3) \delta^{(1)}(\vec{q}_1, a_0) \delta^{(1)}(\vec{q}_2, a_0) \delta^{(1)}(\vec{q}_3, a_0)
\end{align*}
\]

(57)

where \(F_{2,3}\) are simple expressions of the \(q\)’s (such as \(1 + \frac{\vec{q} \cdot \vec{q}}{q^2}\)).

We can now form Feynman diagrams by contracting then linear fluctuations. At fourth order in the fluctuations, we have two diagrams, that we denote by \(P_{22}\) and \(P_{13}\):

\[
\begin{align*}
P_{22}(\vec{k}, a) &= \langle \delta^{(2)}(\vec{k}) \delta^{(2)}(\vec{k}') \rangle = (2\pi)^3 \delta^{(3)}_D(\vec{k} + \vec{k}') D(a)^4 \int \frac{d^3 q}{(2\pi)^3} F_2(\vec{k} - \vec{q}, \vec{q})^2 P_{11}(q) P_{11}(|\vec{k} - \vec{q}|) \\
P_{13}(\vec{k}, a) &= \langle \delta^{(1)}(\vec{k}) \delta^{(3)}(\vec{k}') \rangle = (2\pi)^3 \delta^{(3)}_D(\vec{k} + \vec{k}') D(a)^4 \int \frac{d^3 q}{(2\pi)^3} F_3(\vec{k}, -\vec{q}, \vec{q})^2 P_{11}(q) P_{11}(k) \\
P_{1\text{-loop}} &= P_{22} + P_{13} + P_{31}
\end{align*}
\]

(58)

We can draw Feynman diagrams to represent these expressions, as we normally do in quantum field theory. They are given in Fig. 4.

Now, for simplicity, let us imagine that the initial power spectrum was a simple power law. This is not the case in the true universe, but it helps to make the physics clear.

\(^4\)Using, e.g., Mathematica’s “DSolve” function.
Let us therefore image that \( P_{11} = \frac{1}{k_{NL}^3} \left( \frac{k}{k_{NL}} \right)^n \), with \(-1 < n < 1\). In this case, we have that the integral in \( P_{13} \) is UV divergent. If we cut it off at \( q = \Lambda \), we obtain

\[
P_{13}(k) = D(a)^4 \left\{ \left( \frac{\Lambda}{k_{NL}} \right)^{n+1} \frac{k^2}{k_{NL}^2} + c_n \left( \frac{k}{k_{NL}} \right)^{n+3} \right\} P_{11}(k),
\]

where we set the constant in front of the divergent term for simplicity to one. We notice that the result would be infinitely large. We have cut it off, but at the cost of an unphysical cutoff dependence. The reason of the mistake is that our contribution is UV sensitive. But in that regime perturbation theory is not supposed to apply, and not even our equations are correct. What do we do?

The effect of short distance physics was encoded in the stress tensor. With its free coefficients, it should be able to cancel the error that we make when we use our perturbative equations at short distances, and give the correct result. Let us therefore use the stress tensor perturbatively. At leading order, we can take the stress tensor at linear level. Using it as a perturbation, we obtain

\[
\delta c_2^3(\vec{k}, a) = -k^2 \left\{ \int_0^a \! da' \, G(a, a') \left[ \int_0^{a'} \! da'' \, \text{Ker}_1(a', a'') \frac{D(a'')}{D(a)} \right] \right\} \delta^{(1)}(\vec{k}, a) \quad (60)
\]

\[
\equiv c_s^2(a) D(a)^3 \frac{k^2}{k_{NL}^2} \delta^{(1)}(\vec{k}, a).
\]

Notice that we have defined a time-dependent speed of sound by performing the time integrals of the various Kernels and Green’s function. There are two things to discuss:

1. since time-translations are spontaneously broken, the coefficients are time-dependent,
2. since the theory was non-local in time, parameters are time-dependent kernels, and there are additional time integrals in the solutions. However, thanks to the fact that the solution has the factorized structure

\[ \delta(k, a) \sim \sum_n D^{(n)}(a) \int dq_1 \ldots dq_n \delta^{(3)}(\vec{k} - \vec{q}_1 - \ldots - \vec{q}_n) F_n(q_1, \ldots, q_n) \delta(\vec{q}_1) \ldots \delta(\vec{q}_n) \]  

(61)

then we can always symbolically do the time integrals over the kernels

\[
\left( \int da' \text{Ker}(a, a') \sum_n D^{(n)}(a') \right) \int dq_1 \ldots dq_n \delta^{(3)}(\vec{k} - \vec{q}_1 - \ldots - \vec{q}_n) F_n(q_1, \ldots, q_n) \delta(\vec{q}_1) \ldots \delta(\vec{q}_n) = \\
\sum_i c_{n,i}(a) \int dq_1 \ldots dq_n \delta^{(3)}(\vec{k} - \vec{q}_1 - \ldots - \vec{q}_n) F_n(q_1, \ldots, q_n) \delta(\vec{q}_1) \ldots \delta(\vec{q}_n)
\]

(62)

So, we just get a different value of the counterterm for each order in the perturbative expansion at which we use a counterterm (i.e. a term on \( \tau_{ij} \)).

Instead, if the theory were to be local in time, we would get the same coefficient associated to the counterterm as for each different order in perturbation theory at which we evaluate the counterterm. In local in time field theories, the perturbative time-nonlocality, which we might call quasi-time-locality, is encoded in the small higher derivative terms \( \partial_t/\omega_{\text{UV}} \), which have a different coefficient indeed.  

So we have

\[ P_{13,cs} = c_s^2 D^4 \frac{k^2}{k_{NL}^2} P_{11}(k) \]  

(63)

This diagram is represented in Fig. 5.

Notice that the counterterm has the same \( k \)-functional form as the UV divergent part of the one loop diagram in (59). This means that we can define

\[ c_s^2 = -\left( \frac{\Lambda}{k_{NL}} \right)^{n+1} + c_{s, \text{finite}} \]  

(64)

to obtain

\[ P_{1-\text{loop}} = 2P_{13} + P_{22} + 2P_{13,cs} = D^4 \begin{cases} c_{s, \text{finite}}^2 \frac{k^2}{k_{NL}^2} + c_n \left( \frac{k}{k_{NL}} \right)^{n+3} \end{cases} P_{11}(k) . \]  

(65)

The result is finite and cutoff independent. And furthermore, we have that

\[ P_{1-\text{loop}} \ll P_{11} \quad \text{for} \quad k \ll k_{NL} , \]  

(66)

\footnote{Notice that time non-locality is not a totally unusual feature. For example, dielectric maxwell equations are also non-local in time. In fact, for example, the dipolar density \( \vec{P} \) is often expressed in frequency space as \( \vec{P}(\vec{x}, \omega) = \alpha(\omega) \vec{E}(\vec{x}, \omega) \), where \( \alpha \) is the frequency-dependent polarizability and \( E \) is the electric field. In the time-domain, this expression becomes the non-local-in-time expression \( \vec{P}(\vec{x}, t) = \int t' \alpha(t - t') \vec{E}(\vec{x}, t') \). Also in this case, we have a Kernel. Contrary to the EFTofLSS, here life is simplifies a lot by time-translation invariance, which allows us to study the problem in frequency space.}
Figure 5: Diagram representing the contribution to the power spectrum of the $c_s^2$-counterterm. We notice that if we contract the $P_{13}$-loop to pointwise, we obtain the topology of this diagram: indeed the $c_s$ counterterms renormalizes the $P_{13}$ diagram.

so, the result is perturbative, perturbation theory is well defined. Notice that we have just rediscovered renormalization, the same one as we usually find in quantum field theory. In particular this is renormalization of a (misleadingly-called) non-renormalizable field theory. To achieve this, it was essential to introduce the stress tensor, which allowed us to reabsorb the UV divergencies.

Was this good? We have found a well defined perturbative expansion at the cost of introducing some counterterms. The prefactor of the non-analytic part, $\left(\frac{k}{k_{NL}}\right)^{n+3} P_{11}(k)$, called $c_n$, is known and cannot be changed by the counterterms. It is predicted. Instead, the prefactor of the analytic part, $k^2 P(k)$, instead can be changed by the counterterm. The factor of $c_s$ is a new coupling constant that can be either measured in the data (as we have done for other EFT’s, such as the standard model of particle physics), or measured in simulations (one can also use some approximate treatments such as the mass functions, to have a prior for these parameters). Overall, the theory is still predictive (just bit less than a theory with a smaller number of parameters: but I think everybody agrees that it is better to make less-numerous correct predictions than more-numerous wrong ones).

Let us check better what the expansion parameters are. The integrand of $P_{13}$ has the

As mentioned, the shape of the power spectrum in the current universe is not the one of a power law. In fact, it is such that $P_{11}$ decays at high wavenumbers, making the perturbation theory results always UV-finite. However, it is important to notice that the counterterms are needed also in this case, as loop-integrals receive support from the un-trustable region $k \gtrsim k_{NL}$ in an amount that is finite, but finitely wrong, and so needs to be corrected by the counterterms. As an aside, one can notice that the fact that renormalization is not needed only when the diagrams are UV divergent is already mentioned in the introduction of the masterpiece quantum field theory textbook by S. Weinberg.
following limits:

\[
\frac{P_{13}(k)}{P_{11}(k)} \supset \epsilon_{s<} = \int_{q\gg k} d^3q P_{11}(q) \equiv (k\delta s_<)^2 \\
\frac{P_{13}(k)}{P_{11}(k)} \supset \epsilon_{s>} = \int_{q\ll k} d^3q \frac{k^2}{q^2} P_{11}(q) \equiv (k\delta s_>)^2
\]

(68)

The first contribution is the effect of $\partial^2 \phi$, the force of gravity. The second is the ratio of the wavelength of interest with respect to the displacement associated to the shorter wavelength modes. In fact, the displacement $s$ is, at linear level,

\[s \sim v H^{-1} \sim \frac{\partial^i}{\partial^2} \delta, \quad P_s(q) \sim P_\delta(q)/q^2 \]

(69)

The third is the ratio of the wavelength of interest with respect to the displacement associated to the longer wavelength modes

Notice that $\delta$ modes of wavelength shorter than the one of interest do not contribute. At the level of the UV, the contribution is suppressed by $k^2/q^2$: this was indicated by the stress tensor, indeed: it could cancel divergencies that only started as $k^2$.

**Infrared modes**: There is also a contribution from infrared modes, $\delta s<$. For so-called IR-safe quantities, and for distances longer than a certain one, the contribution $\delta s<$ from modes longer than this distance cancels out. However, the contribution from modes shorter than this distance up to the wavenumber of interest does not cancel out. Since, in the case of a feature at $r$, the correlation function receives contribution also from wavenumber modes higher than $1/r$, up to the the inverse width of the feature, this parameter does not cancel. This is important for the feature present in the correlation function and called the BAO peak $^7$. Quantitatively, this contribution is order one for modes greater than $k \sim 0.1 h \text{ Mpc}^{-1}$. It is possible to resum the contribution of these modes because they simply correspond to long modes displacing, i.e. translating, short modes. This can be done. The intuition on how to do this had been available for some time, and indeed the observers used some reasonably good fitting functions even before the advent of the EFTofLSS, but the first correct formula (consistent with the principles of physics) was developed in the context of the EFT in [8] (see [9–11] for some subsequent simplifications of different power and of different level of accuracy). I do not have time to talk about it... maybe.

We saw how the speed of sound was essential to renormalize $P_{13}$. What about the stochastic counterterm? The UV limit of $P_{22}$ is (one can see from Fig. 4 or from the expression in (58) that both linear power spectra are here evaluated at high wavenumber):

\[P_{22}(k) \supset \int_{q\gg k} d^3q \frac{k^4}{q^4} P(q)^2 \sim k^4 \]

(70)

$^7$In this case, $\epsilon_{s<}$ should be modified to $\epsilon_{s<} = \int_{k_{\text{BAO}} \gg q \ll k} d^3q \frac{k^2}{q^2} P_{11}(q) \equiv (k\delta s_<)^2$, as only modes shorter than the BAO scale $k_{\text{BAO}}$, contribute. Quantitatively, for the power spectrum of our universe, this does not change the answer.
But indeed
\[
\delta_{\text{stoch}}^{(2)}(\vec{k}, a) = k_i k_j \int^a da' G(a, a') \Delta \tau^{ij}(a') ,
\]
\[
\Rightarrow \langle \delta_{\text{stoch}}^{(2)}(\vec{k}, a) \delta_{\text{stoch}}^{(2)}(\vec{k}', a) \rangle = k_i k_j k'_i k'_m \int^a da' \int^a da'' G(a, a') G(a, a'') \langle \Delta \tau^{ij}(k, a') \Delta \tau^{lm}(k, a'') \rangle
\]
Using that
\[
\Delta \tau^{ij}(k, a') \Delta \tau^{lm}(k, a'') = \delta^{(3)}(\vec{k} + \vec{k}') \frac{\epsilon_{\text{stoch}, 1}(a', a'') \delta^i \delta^m + \epsilon_{\text{stoch}, 2}(a', a'') \delta^{ij} \delta^{lm}}{k_{\text{NL}}^4} ,
\]
we have
\[
P_{\text{stoch}} = \langle \delta_{\text{stoch}}^{(2)}(\vec{k}, a) \delta_{\text{stoch}}^{(2)}(\vec{k}', a) \rangle
= k^4 \int^a da' \int^a da'' G(a, a') G(a, a'') (\epsilon_{\text{stoch}, 1}(a', a'') + \epsilon_{\text{stoch}, 2}(a', a'')) = \frac{k^4}{k_{\text{NL}}^4} \tilde{\epsilon}_{\text{stoch}}(a)
\]
See Fig. 6. So, this has the exact \( k \)-dependence to correct the UV contribution from \( P_{22} \), so that, by a proper choice of \( \tilde{\epsilon}_{\text{stoch}} \), the contribution of \( P_{22} \) can be renormalized to obtain the correct result.

Figure 6: Diagrammatic representation of \( P_{\text{stoch}} \). We can see that this diagram has the same topology as \( P_{22} \) when we make the closed loop over there, pointwise.

For a particularly pedagogical discussion of renormalization in the EFTofLSS in the context of scaling universes, see [12] (see also [1,13]. In particular, those fond of renormalization, might notice that in [1] some advanced concepts such as renormalization and matching with lattice observables was already treated. See indeed Fig. 3.)

It is time to show some results on dark matter.

Before doing so, it might be useful to notice that there is an equivalent description. As for fluids there are the Eulerian and the Lagrangian coordinates, we can do the same also for our
system. We can think of each point of the size of the non-linear scale as a particle endowed of a finite size, given by the non-linear scale. Particle with finite size evolve not as point-like particles. Since they have an extension, they feel the tidal tensor, and also, they can overlap. This leads to the following equation:
\[
\frac{d^2 \tilde{z}_L(q, \eta)}{d\eta^2} + H \frac{d\tilde{z}_L(q, \eta)}{d\eta} = \Phi_L[\tilde{z}_L(q, \eta)] + \frac{1}{2} Q^{ij}(q, \eta) \partial_i \partial_j \Phi_L[\tilde{z}_L(q, \eta)] + \cdots + a_s(q, \eta),
\]
(74)

The quadrupole and the higher moments, as well as the stochastic force, are the counterterms that can be expressed in terms of long wavelength field using vevs, responses, and stochastic terms. This approach to the EFTofLSS based in Lagrangian space was developed in [14].

**Uniqueness:** One of the reasons why we know that EFT’s are the correct description of the system is their universality, which means also their *uniqueness*. Indeed, only one set of equations can describe a given system. Therefore, different descriptions, if correct, can at best be equivalent, *i.e.* they represent change of variables of each other. The difference between the Lagrangian-space EFTofLSS and the Eulerian-space EFTofLSS is the different number of parameters in which they Taylor-expand. The Lagrangian-space formulation does not expand in $\epsilon_{s<}$, while the Eulerian-space EFT does. However, the IR-resummed Eulerian-space EFTofLSS of [8] does not expand in $\epsilon_{s<}$ as well. So, all EFTofLSS’s are the same and should give the same result, up to higher order terms that were not computed and that constitute the theoretical error.

**Theoretical Error:** One of the beautiful features of the EFTofLSS, as for any EFT’s, is that it is endowed with an estimate of the error of its prediction. This is given by the next order correction that has not been computed. If the power spectrum is a power law, then each loop scale as
\[
P_L-\text{loops} = \frac{1}{k_{NL}^3} \left( \frac{k}{k_{NL}} \right)^{\left(3+n\right)L+n},
\]
(75)

For the true universe, the estimate is more complicated due to multiple scales in the problem. See for example [15]. Of course, this can only be an estimate, and one should be careful in using it: for example, one can plot the estimated theoretical error on top of the prediction, to get a sense until where the theoretical error is smaller than the observational one and the prediction can therefore be trusted. Another option is to put it in the error bars. Several ways to account for the theoretical error have been discussed since the first paper on the EFTofLSS (see for example [1, 4, 15, 16]). In a sense, the EFTofLSS knows where it should fail. This is to be contrasted with other methods in LSS where errors on the theoretical predictions are not given, and, even if given, affected by large uncertainties.

**Non-renormalization theorem:** We have seen that short wavelengths affect long wavelength through an effective stress tensor. We mentioned at the level of the background, the effective mass gets renormalized but the kinetic and potential energy of the short modes,
while for the pressure it is twice kinetic energy plus the potential energy, which cancels for virialized structure. Now that we have seen the loops, we can realize that this statement is actually a non-renormalization theorem. It means that contribution from modes shorter than the virialization scale will cancel in loops that renormalize the pressure. This is similar to what happens in supersymmetric theories. But, contrary to supersymmetry, notice that this non-renormalization theorem is non-perturbative: the cancellation happens at ‘infinite’ loop order, when the mode virialize (which is a non-perturbative process): we cannot see, or at least it seems hard to see, this in perturbation theory.

3 Baryons

See [17]. So far we have talked about dark matter. But we know that there are baryons, which contribute and are affected by star formation physics, which moves them around. Can we develop an accurate description of baryons, notwithstanding the huge complications associated to star formation physics? In fact, star formation physics is so complicated that it cannot be even simulated. One can find simulations around, but they are models, nobody is claiming to describe the ab-initio physics, which means that they are creating some ad hoc recipes. This is the reason why there are many star formation models (AGN, feedback, no feedback, Supernovae, wind, no wind).

But let us observe nature. For how complicated star formation events are, baryons are still inside a cluster: they are not moved much around. This means that their overall displacement is of order $1/k_{NL}$. The construction of the EFTofLSS for dark matter was just based on the fact that dark matter particles could move only $1/k_{NL}$, and on longer distances we had a fluid-like system.

Here with baryons we have the same situation. So, baryons are just another fluid-like system! A universe of dark matter plus baryons is just a universe with two fluid-like systems.

The only difference with respect to the case of only dark matter is that there is number conservation for dark matter and for baryons separately. So, both fluids satisfy an exact continuity equation, so that

\[
\frac{\partial N_{dm}}{\partial t} = \int d^3 x \dot{\delta} = -\int d^3 x \partial_i (\dot{\pi}^i) = 0 \tag{76}
\]

but the two system can exchange momentum.

In the case of dark matter only, we had on the right hand side

\[
\dot{\pi}^i + \ldots = \partial_j \tau^{ij}, \tag{77}
\]

so that

\[
\frac{\partial \Pi^i}{\partial t} = \int d^3 x \frac{\partial \pi^i}{\partial t} \supset \int d^3 x \partial_j \tau^{ij} = 0 \tag{78}
\]

that is short distance physics could not change the overall momentum: momentum was conserved.
Instead, baryons and dark matter can exchange momentum, however, the overall momentum of the system is conserved. So we can write:

\[ \nabla^2 \phi = \frac{3}{2} H_0^2 a_0^3 (\Omega_c \delta_c + \Omega_b \delta_b) \]  

\[ \dot{\delta}_c = -\frac{1}{a} \partial_i ((1 + \delta_c) v_c^i) \]

\[ \dot{\delta}_b = -\frac{1}{a} \partial_i ((1 + \delta_b) v_b^i) \]

\[ \partial_i \dot{v}_c^i + H \partial_i v_c^i + \frac{1}{a} \partial_i (v_c^i \partial_j v_c^j) + \frac{1}{a} \partial^2 \phi = -\frac{1}{a} \partial_i (\partial \tau)_c^i + \frac{1}{a} \partial_i (\gamma)_c^i , \]

\[ \partial_i \dot{v}_b^i + H \partial_i v_b^i + \frac{1}{a} \partial_i (v_b^i \partial_j v_b^j) + \frac{1}{a} \partial^2 \phi = -\frac{1}{a} \partial_i (\partial \tau)_b^i + \frac{1}{a} \partial_i (\gamma)_b^i , \]

where

\[ (\partial \tau)_c^i = \frac{1}{\rho_c} \partial_j \tau_{c}^{ij} , \quad (\gamma)_c^i = \frac{1}{\rho_c} V^i , \quad (\gamma)_b^i = -\frac{1}{\rho_b} V^i . \]  

There is, on top of the effective stress tensor, an effective force.

Again, as before, we can write

\[- (\partial \tau)_c^i (a, \vec{x}) + (\gamma)_c^i (a, \vec{x}) = \]

\[ \int da' \left[ \kappa_1^{(1)}(a, a') \partial^i \partial^2 \phi(a', \vec{x}_f(\vec{x}; a, a')) + \kappa_2^{(2)}(a, a') \frac{1}{H} \partial^i \partial^j v_c^j(a', \vec{x}_f(\vec{x}; a, a')) \right] \]

This theory is supposed to be able to describe the baryons and dark matter analytically, at long distances, with arbitrary precision.

Let us study a bit of the dynamics. In our universe, baryons and dark matter start at the CMB time with different velocities. However, the relative velocity rapidly decays. So, we can consider that they have the same velocity in the dark ages. At some point then, star formation begins, and baryons move differently due to the radiation pressure. This short distance physics effect is encoded in the effect of the counterterms.

The leading effect is again a \( c_\star \)-like effect. We have

\[ \Delta P_{b-c} \sim c_\star^2 k^2 P(k) \]  

This means that the analytic form of the baryonic effect is known: all different star formation physics effects are encoded in a different \( c_\star \) (similar to the fact that different dielectric coefficients fit all dielectric material). From the figure, we see that this seems to work.

4 Galaxies, Halos, biased tracers

See [18,19]. We wish to write how the distribution of galaxies depends on the distribution of the dark matter. Galaxies form because of gravitational collapse, therefore they will depend on the underlying values of the gravitational field and dark matter field. Since the overdensities
of galaxies is a scalar quantity, it can only depend on similarly scalar quantities built out of these fields. Let us consider each of these terms one at a time (this discussion can be interpreted also as a more detailed discussion of the terms that can enter in the dark matter stress tensor).

**Tidal tensor:** Concerning the gravitational field, because of the equivalence principle, the number of galaxies at a given location can only depend on the gravitational potential $\phi$ with at least two derivatives acting on it, as it is for the curvature. $\phi$ without derivatives does appear in curvature terms only at non-linear level in terms such as $\phi \partial^2 \phi$ or $(\partial \phi)^2$. These are general relativistic corrections, which are important only at long distances of order Hubble, where perturbations can be treated as linear to a very good approximation. We will therefore neglect these terms.

In the Eulerian EFT, the dark matter field is identified by the density field $\delta$ and the momentum field $\pi^i$ [4]. This is a useful quantity because its divergence is related to the time derivative of the matter overdensity by the continuity equation. Due to Newton’s equation, the density field is constrained to be proportional to $\partial^2 \phi$, so it can be discarded as an independent field. Concerning the momentum field, clearly a spatially constant momentum field cannot affect the formation of galaxies. Indeed, the momentum is not a scalar quantity. Under a spatial diffeomorphism

$$x^i \rightarrow x^i + \int^\tau d\tau' V^i$$

(83)

the momentum shifts as

$$\pi^i \rightarrow \pi^i + V^i \rho$$ .

(84)

where $\rho$ is the dark matter density $\rho = \rho_b(1 + \delta)$, with $\rho_b$ being the background density.

**gradient of velocity:** Working with the field $\pi^i$ has the advantage, as discussed in [4],

![Figure 7: Fit of the EFTofLSS to the total-matter power spectrum with different star formation models. By adjusting $c_{s,\ast}$ we seem to fit all star formation models.](image)
that no new counterterm is needed to define correlation functions of $\partial_i \pi^i$ once the correlation functions of $\delta$ have been renomalized. Alternatively, one can work with the velocity field $v^i$, defined as

$$v(x, t)^i = \frac{\pi(x, t)^i}{\rho(x, t)}.$$  

The velocity field has the advantage that $\partial_i v^j$ is a scalar quantity. However, $v^i$ is defined as the ratio of two operators at the same location. It is therefore a composite operator that requires its own counterterm and a new renormalization even after the matter correlation functions have been renormalized [4] (see also [20]). As we will see, when dealing with biased tracer, one has to define contact operators in any event, and $v^i$ has simpler transformation properties than $\pi^i$. Therefore, instead of working with $\pi^i$, we work with $v^i$. In analogy to what we have just discussed, the galaxy field can depend on $v^i$ only through $\partial_j v^i$ and its derivatives.

$k_M$: The field of collapsed objects at a given location will not depend just on the gravitational field or the derivatives of the velocity field at the same location. There will be a length scale enclosing the points of influence. This length scale will be of order the spatial range covered by the matter that ended up collapsing in a given collapsed object. We call the wavenumber associated to this scale $k_M$, as it depends on the nature of the object, most probably prominently through its mass. We expect $k_M \sim 2\pi \left( \frac{4\pi \rho_{b,0} M}{3} \right)^{1/3}$, where $M$ is the mass of the object and $\rho_{b,0}$ is the present day matter density. In particular, $k_M$ can be different from $k_{NL}$, the scale at which the dark matter field becomes non-linear 8. If we are interested on correlations on collapsed objects of wavenumbers $k \ll k_M$, we can clearly Taylor expand this spatially non-local dependence in spatial derivatives.

**Stochastic:** In addition, in general there is a difference between the average dependence of the galactic field on a given realization of the long wavelength dark matter fields, and its actual response in a specific realization. To account for this, we add a stochastic term $\epsilon$ to the general dependence of the galaxy field. $\epsilon$ is a stochastic variable with zero mean but with other non-trivial, Poisson-in-space-distributed, correlation functions.

**Time derivative and their more physical description:**

This suggest that we should add in the bias terms that go as $\frac{1}{\omega_{\text{short}}} \partial$, such as $\frac{1}{\omega_{\text{short}}} \partial \partial^2 \phi$. It is pretty clear that these term are not diff. invariant. Under a time-dependent spatial diff., $\partial/\partial t$ shifts as 9

$$\frac{\partial}{\partial t} \rightarrow \frac{\partial}{\partial t} - V^i \frac{\partial}{\partial x^i}.$$  

A diff. invariant combination can be formed by allowing the presence of the dark matter velocity field $v^i$ without derivatives acting on it, and defining a *flow time-derivative*, familiar from fluid dynamics, as

$$\frac{D}{Dt} = \frac{\partial}{\partial t} + v^i \frac{\partial}{\partial x^i}.$$  

---

8$k_{NL}$ can be unambiguously defined as the scale at which dark matter correlation functions computed with the EFT stop converging.

9People familiar with the Effective Field Theory of Inflation [21,22] might remember that $g^{0\mu} \partial_{\mu}$ is invariant, not $\partial/\partial t$. 
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We are therefore led to naively lead to include terms of the form

$$\delta_M(\vec{x}, t) \supset c_{D, \partial^2 \phi}(t) \frac{1}{H^2} \frac{1}{\omega_{\text{short}}} \frac{D \partial^2 \phi}{Dt} + \ldots .$$  

(88)

In reality, the situation is even more peculiar, at least at first. In fact, let us ask ourselves what is the scale $\omega_{\text{short}}$ that suppresses the higher derivative operators. Naively, $\omega_{\text{short}}$ is of order $H$, as this is the timescale of the short modes collapsing into halos. This is the same time-scale as the long modes we are keeping in in our effective theory! This means that the parameters controlling the Taylor expansion in $\frac{1}{\omega_{\text{short}}} \frac{D}{Dt} \sim \frac{H}{\omega_{\text{short}}}$ is actually of order one. Therefore, what we have to do is to generalize these formulas: since the formation time of a collapsed object is of order Hubble, we have to allow for the density of the collapsed objects to depend on the underlying long-wavelength fields evaluated at all times up to an order one Hubble time earlier. This means that the formula relating compact objects and long-wavelength fields will actually be non-local in time. Therefore we have

$$\delta_{\text{slow}}(\vec{x}, t) \simeq \int dt' H(t') \left[ \tilde{c}_{\partial^2 \phi}(t, t') \frac{\partial^2 \phi(\vec{x}_\text{hal}, t')}{H(t')^2} + \right.$$

$$+ \tilde{c}_{\partial v'}(t, t') \frac{\partial v'(\vec{x}_\text{hal}, t')}{H(t')} + \tilde{c}_{\partial \partial \phi}(t, t') \frac{\partial \partial \phi(\vec{x}_\text{hal}, t')}{} \frac{\partial \partial \phi(\vec{x}_\text{hal}, t')}{H(t')^2} + \ldots$$

$$+ \tilde{c}_c(t, t') \epsilon(\vec{x}_\text{hal}, t') + \tilde{c}_{\partial^2 \phi}(t, t') \epsilon(\vec{x}_\text{hal}, t') \frac{\partial^2 \phi(\vec{x}_\text{hal}, t')}{} \frac{\partial^2 \phi(\vec{x}_\text{hal}, t')}{H(t')^2} + \ldots$$

$$+ \tilde{c}_{\partial \phi}(t, t') \frac{\partial^2 \phi(\vec{x}_\text{hal}, t')}{} \frac{\partial^2 \phi(\vec{x}_\text{hal}, t')}{k_M^2 H(t')^2} + \ldots \right].$$

(89)

Here $\tilde{c}_{\ldots}(t, t')$ are dimensionless kernels with support of order one Hubble time and with size of order one, and $\vec{x}_\text{hal}$ is defined iteratively as

$$\vec{x}_\text{hal}(\vec{x}, \tau, \tau') = \vec{x} - \int_{\tau'}^{\tau} dt'' \overline{v}(\tau'', \vec{x}_\text{hal}(\vec{x}, \tau, \tau'')).$$

(90)

where $\tau$ is conformal time.

Another way to derive the above formula (89) is to notice that the local number density of galaxies, $n_{\text{gal}}(\vec{x}, t)$, is given by a very-complicated formula. This complicated formula depends on a huge amount of variables: all the cosmological parameters, all the local density of dark matter and baryons, the local gradients of the velocities, the local curvature, but also the electron and proton mass and the electroweak charges (as they affect the molecular levels that affect the cooling mechanism and consequently the star formation mechanism), and many more variables like this one. And everything must be evaluated on the past light cone of the point under consideration. We can write:

$$n_{\text{gal}}(\vec{x}, t) = \int_{\text{very complicated}} \{ H, \Omega_m, \Omega_b, w, \rho_{\text{dm}}(\vec{x}', t'), \rho_b(\vec{x}', t), \partial_i \partial_j \phi(\vec{x}', t'), \ldots, m_p, m_e, g_{\text{ew}}, \ldots \} \text{on past light cone}$$

In other words, Galaxies are very UV-sensitive objects. This is one way to say why it is so complicated to simulate their formation from first principles.
However, if we are interested only in long-wavelength correlations of this quantity, we notice that the only variables that carry spatial dependence are a few and that these quantities, at long wavelengths, have small fluctuations. We can therefore Taylor expand (91) in those quantities, to obtain (89).

In this way, correlation functions of galaxies can be computed in terms of correlation functions of dark-matter density and velocity fields, that we compute before. In particular, the non-locality in time is treated exactly as before: each perturbative solution has a factorized form in terms of time and spatial dependence, and we can ultimately perform the integration easily.

Again, this theory is supposed to match distribution of galaxies with arbitrary precision.

In summary, we have the following schematic structure of the perturbative expansion for dark-matter, $\delta$, and galaxies, $\delta_M$, correlation functions:

$$ \langle \delta(\vec{k})\delta(\vec{k}) \rangle' \sim \langle \delta(\vec{k})\delta(\vec{k}) \rangle'_{\text{tree}} \times \left[ 1 + \left( \frac{k}{k_{NL}} \right)^2 + \ldots \right] \left[ 1 + \left( \frac{k}{k_{NL}} \right)^{(3+n)} + \ldots \right] \left[ \frac{k}{k_{NL}} \right]^{D-1} $$

$$ + \left[ \left( \frac{k}{k_{NL}} \right)^4 + \left( \frac{k}{k_{NL}} \right)^6 + \ldots \right], $$

Derivative Expansion

Loop Expansion

Stochastic Terms

$$ \langle \delta(\vec{k})\delta(\vec{k}) \rangle' \sim \langle \delta(\vec{k})\delta(\vec{k}) \rangle'_{\text{tree}} \times \left[ 1 + \left( \frac{k}{k_{NL}} \right)^2 + \ldots \right] \left[ 1 + \left( \frac{k}{k_{NL}} \right)^{(3+n)} + \ldots \right] \left[ \frac{k}{k_{NL}} \right]^{D-1} $$

$$ + \left[ \left( \frac{k}{k_{NL}} \right)^4 + \left( \frac{k}{k_{NL}} \right)^6 + \ldots \right], $$

Derivative Expansion

Loop Expansion

Stochastic Terms

$$ \langle \delta(\vec{k})\delta(\vec{k}) \rangle' \sim \langle \delta(\vec{k})\delta(\vec{k}) \rangle'_{\text{tree}} \times \left[ 1 + \left( \frac{k}{k_{NL}} \right)^2 + \ldots \right] \left[ 1 + \left( \frac{k}{k_{NL}} \right)^{(3+n)} + \ldots \right] \left[ \frac{k}{k_{NL}} \right]^{D-1} $$

$$ + \left[ \left( \frac{k}{k_{NL}} \right)^4 + \left( \frac{k}{k_{NL}} \right)^6 + \ldots \right], $$

Derivative Expansion

Loop Expansion

Stochastic Terms
\[ \langle \delta_M(\vec{k}) \delta(\vec{k}) \rangle' \sim P_{11}(k_1) \]

\[
\times \left\{ \begin{array}{ll}
\frac{k}{k_M^2} + \frac{k}{k_M^2} \cdots + \frac{k}{k_M^{2D-2}} \cdot \left[ 1 + \left( \frac{k_{NL}}{k} \right)^{(3+n)} + \cdots + \left( \frac{k_{NL}}{k} \right)^{(3+n) L} \right] \\
\text{Linear Bias Derivative Expansion}
\end{array} \right.
\]

\[ + \left( \frac{k}{k_{NL}} \right)^{2(3+n)} \left[ 1 + \left( \frac{k}{k_{NL}} \right)^{(3+n)} + \cdots + \left( \frac{k}{k_{NL}} \right)^{(3+n) L} \right] \]

\[ \text{Cubic Bias Derivative Expansion} \]

\[ + \left( \frac{k_{NL}}{k_M^3 k_{NL}^{3/2}} \right)^{1/2} \left( \frac{k}{k_{NL}} \right)^2 + \cdots \]

\[ \text{Stochastic Bias Derivative Expansion} \]

Linear Bias Derivative Expansion

\[ \text{Matter Loop Expansion} \]

Quadratic Bias Derivative Expansion

\[ \text{Matter Loop Expansion} \]

Cubic Bias Derivative Expansion

Stochastic Bias Derivative Expansion

\[ \text{Stochastic Bias} \]

For the additional fields that galaxies and dark matter can depend on in the presence of baryons, see [19], and in the presence of primordial non-gaussianities [19, 23, 24]. These expressions need to be IR-resummed. By the equivalence principle, the formula is exactly the same as for dark matter (see [19]).

An equivalent but different basis to the one developed in [18], (that is a change of basis), that some people might find more easy to handle than the one presented here has been then proposed in [25].

5 Redshift space distortions

See [26]. When we look at objects in redshift space, we look at them in redshift space, not in real-space coordinates. The relation between the position in real space \( \vec{x} \) and in redshift space \( \vec{x}_r \) is given by (see for example [27]):

\[ \vec{x}_r = \vec{x} + \frac{\vec{z} \cdot \vec{v}}{aH} \hat{z}. \]

(94)
Mass conservation relates the density in real space $\rho(\vec{x})$ and in redshift space $\rho_r(\vec{x}_r)$: 
\[ \rho_r(\vec{x}_r) \, d^3x_r = \rho(\vec{x}) \, d^3x , \]
which implies 
\[ \delta_r(\vec{x}_r) = [1 + \delta(\vec{x}(\vec{x}_r))] \left( \frac{\partial \vec{x}_r}{\partial \vec{x}} \right)^{-1} - 1 . \] 
(96)

In Fourier space, this relationship becomes 
\[ \delta_r(\vec{k}) = \delta(\vec{k}) + \int d^3x \, e^{-i\vec{k} \cdot \vec{x}} \left( \exp \left[ -i \frac{k_z}{aH} v_z(\vec{x}) \right] - 1 \right) (1 + \delta(\vec{x})) . \] 
(97)

We now assume we can Taylor expand the exponential of the velocity field to obtain an expression that is more amenable to perturbation theory (this is where the Eulerian approach that we describe here, and the Lagrangian approach that we mentioned earlier differ, but once the Eulerian-space has been IR-resummed, they are equivalent). For the purpose of this paper, we will show formulas that are valid only up to one loop. We therefore can Taylor expand up to cubic order, to obtain 
\[ \delta_r(\vec{k}) \simeq \delta(\vec{k}) + \] 
\[ \int d^3x \, e^{-i\vec{k} \cdot \vec{x}} \left[ \left( -i \frac{k_z}{aH} v_z(\vec{x}) + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 v_z(\vec{x})^2 - i^3 \left( \frac{k_z}{aH} \right)^3 v_z(\vec{x})^3 \right) \right. \]
\[ + \left. \left( -i \frac{k_z}{aH} v_z(\vec{x}) + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 v_z(\vec{x})^2 \right) \delta(\vec{x}) \right] \]
\[ = \delta(\vec{k}) - i \frac{k_z}{aH} v_z(\vec{k}) + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 \left[ v_z^2 \right]_{\vec{k}} - i^3 \left( \frac{k_z}{aH} \right)^3 \left[ v_z^3 \right]_{\vec{k}} - i \frac{k_z}{aH} \left[ v_z \delta \right]_{\vec{k}} + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 \left[ v_z^2 \delta \right]_{\vec{k}} , \]
where in the last line we have introduced the notation $[f]_{\vec{k}} = \int d^3x \, e^{-i\vec{k} \cdot \vec{x}} f(\vec{x})$.

The product of fields at the same location is highly UV sensitive. As usual, we need to correct for every dependence we get from the non-linear scale. Therefore, we need to replace:
\[ [v_z^2]_{\vec{k},\vec{k}} = \hat{z}^i \hat{z}^j \left\{ [v_i v_j]_{\vec{k}} + \left( \frac{aH}{k_{\text{NL}}} \right)^2 \left[ c_1 \delta^{ij} + c_2 \delta^{ij} + c_3 \frac{k_i k_j}{k^2} \right] \delta(\vec{k}) \right\} + \ldots \] 
(99)
\[ = [v_z^2]_{\vec{k}} + \left( \frac{aH}{k_{\text{NL}}} \right)^2 \left[ c_1 + c_2 \delta(\vec{k}) \right] + \left( \frac{aH}{k_{\text{NL}}} \right)^2 c_3 \frac{k_i^2}{k^2} \delta(\vec{k}) + \ldots , \]
\[ [v_z^3]_{\vec{k},\vec{k}} = \hat{z}^i \hat{z}^j \hat{z}^l \left\{ [v_i v_j v_l]_{\vec{k}} + \left( \frac{aH}{k_{\text{NL}}} \right)^2 c_1 \left( \delta_{ij} v_l(\vec{k}) + 2 \text{ permutations} \right) \right\} \]
\[ = [v_z^3]_{\vec{k}} + \left( \frac{aH}{k_{\text{NL}}} \right)^2 3 c_1 v_z(\vec{k}) + \ldots , \]
\[ [v_z^2 \delta]_{\vec{k},\vec{k}} = \hat{z}^i \hat{z}^j \left\{ [v_i v_j \delta]_{\vec{k}} + \left( \frac{aH}{k_{\text{NL}}} \right)^2 c_1 \delta_{ij} \delta(\vec{k}) \right\} \]
\[ = [v_z^2 \delta]_{\vec{k}} + \left( \frac{aH}{k_{\text{NL}}} \right)^2 c_1 \delta(\vec{k}) + \ldots . \]
So, computing correlation functions in redshift space have reduced to compute correlation functions in physical space of dark matter density and velocities.

In the presence of primordial non-Gaussianities and baryonic fields, additional counterterms are needed. See [28].

IR-resummation in redshift space was developed in [26, 28].

6 Calculations and comparison with numerical simulations

Here is an incomplete list of calculations and comparisons with simulations that have been performed in the context of the EFTofLSS.

1. dark matter: power spectrum at one-loop [1], at two-loops [4, 15, 29–31]. Bispectrum at one-loop [9, 32].

2. biased tracers: power spectrum at one-loop [19]. Tree-level Bispectrum [19], leading-in-mass one-loop bispectrum [33]. Leading-in-high-mass higher-derivative terms in tree-level bispectrum [34].

3. dark matter in redshift space: one-loop power spectrum [28]

4. tracers in redshift space: one-loop power spectrum [35–37].

5. Baryonic effects: one-loop power spectrum: [17].

6. dark-energy: one-loop power spectrum: [38, 39].

7. neutrinos: one-loop power spectrum [40] and tree-level bispectrum [41].

7 More stuff

Interesting things that I have not time to discuss about.

1. IR-Resummation [8] (see [9–11] for some simplifications of different power and of different level of accuracy). For IR-resummation for biased tracers (which is the same as for dark-matter, see [19]). In redshift space, see [28]. For an application of the IR-resummation-in-redshift-space to biased tracers, see [35].

2. primordial non-gaussianities: the presence of primordial non-Gaussianities implies that the UV-sensitive terms could depend on terms that are different than the ones allowed by diff. invariance. For real space, see [19, 23, 24]. For the new counterterms that arise in redshift space, see [28].
3. **neutrinos**: the EFTofLSS has been upgraded to describe also the effect due to neutrinos [40, 41].

4. **dark energy**: the EFTofLSS has been upgraded to describe also the effect due to dark energy [38, 39].

5. **analytic calculation**: a formalism to compute correlation functions in a practically analytical way has been developed in [42, 43].

# 8 Looking Ahead

1. say that it is the result of 30 years of research: we could not do this before, now that we can, we have thousands of things to compute. For example, to start, take every $n$-point function of any observable, find out what is the maximum order at which it was computed, see if you can compute the next order

2. This is something new and particularly adapted to younger people. This means that, if the EFTofLSS is right (as I think it is), there is an open door for the younger people to contribute effectively.

3. Most importantly, as far as I understand, there are LSS observations that are already limited by lack of theoretical predictions (this means that all the methods that had been developed before the EFTofLSS had unfortunately not been sufficient to do this). So, we should compute all correlation functions at the highest order possible, as much as we can, and compare to data. We should also use the available models and/or simulations to obtain priors for the parameters of the EFTofLSS, so that we limit the price we pay due to the free parameters. The EFTofLSS is indeed beautifully complementary to numerical approaches.

4. Contrary to the CMB, this field has been studied almost entirely by people from the Astrophysics community. In such a community, quantum field theory and effective field theory, are, unfortunately, not much widespread. And so the community is, to me, on average not well ready to absorb the quite-advanced field-theoretical techniques that are needed to study LSS accurately. Given that the future of cosmology is at stake, and given that we have so many data that we do not even analyze due to lack of theoretical understanding, this makes this field an ideal one for young people with a particle-physics background, or with Astrophysics background who wish to study this subjects, to contribute effectively.

5. To me, we are in the following situation. It is as if QCD had been discovered, and LHC was going to turn on in a couple of years (actually, it has already turned on, as my understanding is such that we are not analyzing the data because of lack of accurate-enough theory predictions). At that time, people started to do computations and those results now stay in the history of physics, as QCD happened to be the right theory. It
seems to me (though I could be wrong), that we are in the same situation now with LSS and the EFTofLSS, as I think that the EFTofLSS is right (or equivalently, if it is not right, I think it being wrong would represent a revolution of physics). So any calculation done in this set up, describes something true, in my opinion.
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