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One of the hallmarks of modern language mod-
els is their ability to generate text that is not just
grammatical but also natural. Futrell and Levy
(2019), for example, show that RNN models are
capable of recovering human-like ‘soft’ ordering
preferences. Here, we show that some such prefer-
ences can arise from architectural considerations
on memory, rather than purely from patterns in the
training data. This has particular implications for
models of human language production.

Consider the English ditransitive alternation:

(1) The teacher gave

RECIPIENT︷ ︸︸ ︷
the student

THEME︷ ︸︸ ︷
the book.

(2) The teacher gave the book to the student.

Sentences (1) and (2) have the same semantic con-
tent, but differ in their relative order of recipient
and theme.1 This ordering is in large part deter-
mined by availability effects, where some con-
stituents are more ‘available’ than others and are
thus produced earlier (Levelt, 1981; Bock, 1982).
In practice, this manifests in featural preferences:
animate before inanimate, definite before indefinite,
short constituents before long ones (Stallings and
MacDonald, 2011; Koranda et al., 2022).

Futrell and Levy (2019) show that such featural
preferences also emerge in an LSTM RNN trained
on natural language data. Some of these effects
very clearly boil down to the fact that human order-
ing preferences are reflected in human data—there
is nothing inherent to the architecture of an LSTM
that would induce a bias towards producing ani-
mate or definite nouns earlier if such a bias was not
present in the training data.

Here, however, we show that one such prefer-
ence (namely, constituent length) will emerge out
of any language model with an imperfect memory
representation, even when trained on data that re-

1Sentences of the form of (1) are called ‘double object’
(DO) constructions, while sentences like (2) are ‘prepositional
object’ (PO) constructions.

flects no ordering preference. We first demonstrate
that a language model with a ‘perfect’ representa-
tion of memory will not induce any ordering effects.
We then provide empirical evidence demonstrat-
ing that on a controlled dataset, statistical n-gram
models and LSTMs with imperfect memory induce
human-like constituent length preferences.

To make this more concrete, define a language
model as a stochastic policy π(un | s), a distribu-
tion on utterances un given context s. In a ‘perfect’
language model, s is exactly equal to u1:n−1. We
can describe a ‘general case’ dative alternation as

(3) The a VERB the c1 (to) the c2,

where each c1, c2 ∈ {t, r} is either a theme or re-
cipient. If we assume that our perfect language
model has been trained on perfectly unbiased train-
ing data, we have p(c1 = t) = p(c1 = r). But
once the model produces c1, it implicitly seals the
fate of c2. Any perfect model will thus have no
preference for either order of t and r, regardless of
constituent length, because initial selection of c1 is
always sufficient to determine c2.

Now, however, suppose we have a lossy repre-
sentation of memory where s = M(u1, . . . un) is
some encoded version of the actual context. Now,
the model may not know if c1 = t or r, depending
on their length; thus, the ambiguity returns and a
short-before-long preference can emerge. The ac-
tual derivation of this depends on the nature of the
loss function (see Futrell et al., 2020; Hahn et al.,
2022), so we focus here on a naïve loss model:
fixed-length context windows, where the language
model only has access to the previous n tokens to
make autoregressive predictions.

Here, we empirically evaluate two architectures
with such fixed contexts: statistical n-gram models
and fixed-context LSTMs, manipulating the size of
their context window.

To avoid any data-driven effects regarding con-
stituent length, we train these models on a simu-
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Figure 1: Average preference for prepositional object order, by theme/recipient length, for n-gram and LSTM
models with context window size n with ‘long’ constituent length k + 1. Error bars represent 95% confidence
interval; plots marked with significance of t-test between conditions. *** p < 0.001, ** p < 0.01, * p < 0.05.

lated dataset consisting solely of dative sentences.
We first generate a set of tuples each consisting of
two nouns and two ‘adjective phrases,’ uniformly
drawn from a simulated vocabulary.

However, with a too-short adjective phrase and a
too-long context window, the model is effectively
equivalent to the perfect model described above.
Thus, for each context window size, we also manip-
ulate the length of the adjective phrase (between
1 and 4 tokens). In total, we train four models for
every context window size.2

Then, for each tuple, we generate all sixteen
permutations of sentence (3), where a consituent c
is a concatenated adjective phrase and noun phrase.
The training set consists of 64000 such sentences.

We generate the 8000-sentence test set similarly.
Of particular interest is the preference for produc-
ing short constituents before long constituents. For
a given item in the test set (i.e. a theme and re-
cipient), we measure the ‘PO preference’ as the
difference in surprisal S(w1:n) = − log p(w1:n)
between the DO construction and the PO construc-
tion. Thus, if a model obeys human-like ordering
preferences, we expect a positive PO preference
when the recipient is longer than the theme, and a
negative PO preference when it is shorter, as this
corresponds to a short-before-long order.

2Each LSTM was trained with the same hyperparameter set
(excluding context window length): batch size 20, embedding
dimension 200, and learning rate 20. Each model was trained
for 15 passes through the training data, with early stopping.

Figure 1 shows results for both n-gram and
LSTM models. When the context window length
is not too long (i.e. when the representation of
the context is not equivalent to the actual context),
we notice human-like preferences emerge, with the
‘long recipient, short theme’ case having consis-
tently higher average PO preference than the ‘short
recipient, long theme’ case. We run a t-test compar-
ing the average PO preference for each condition
in each model, finding a significant difference by
condition for all applicable models.

Taken together, these results reveal that language
models with an imperfect memory representation—
in the form of a fixed length context window—can
learn human-like ‘soft’ ordering preferences, with-
out any biases in data. This is of particular interest
to incremental models of human language produc-
tion. Most of these models choose to eschew a con-
crete grounding of availability preferences, instead
grouping these into an empirically operationalized
‘cost’ function (e.g. RSA, see Degen et al., 2020;
Degen, 2023).

This work suggests that availability factors can
come out of a more generic mechanism (e.g. a lossy
automatic policy), as posited by Futrell (2023). In-
deed, the idea of lossy memory has seen wide suc-
cess in the related field of online language process-
ing (Futrell et al., 2020; Hahn et al., 2022). Future
work should examine whether and how other fac-
tors of availability might come out of such a generic
model.
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