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Abstract

The ordering of morphemes in a word displays well-documented regularities across languages. Previous work has explained these in terms of notions such as semantic scope, relevance, and productivity. Here, we test a recently formulated processing theory of the ordering of linguistic units, the Efficient Tradeoff Hypothesis [Hahn et al., 2021]. The claim of the theory is that morpheme ordering can partly be explained by the optimization of a tradeoff between memory and surprisal. This claim has received initial empirical support from two languages. In this work, we test this idea more extensively using data from four additional agglutinative languages with significant amounts of morphology, and by considering nouns in addition to verbs. We find that the Efficient Tradeoff Hypothesis predicts ordering in most cases with high accuracy, and accounts for cross-linguistic regularities in noun and verb inflection. Our work adds to a growing body of work suggesting that many ordering properties of language arise from a pressure for efficient language processing.
Morpheme Ordering across Languages Reflects Optimization for Processing Efficiency

1 Introduction

Human language encodes thoughts into linear strings of words. Across languages, words are composed of morphemes, commonly defined as the smallest meaning-bearing units of language [de Courtenay 1972, Bloomfield 1926, Katamba 2006]. For instance, the English word “runners” can be decomposed into three morphemes: the root run- indicating an action, the suffix -er- indicating someone performing an action, and plural -s indicating a group of several referents. The ordering of morphemes within a word follows well-documented cross-linguistic tendencies [Greenberg 1963, Bybee 1985, Baker 1985]. For instance, derivational morphemes (e.g., English -er deriving nouns from verbs) are ordered closer to the root than inflectional morphemes (e.g., English plural -s). In morphologically rich languages, nouns and verbs often have a string of two or more affix morphemes attached to a root, and the typological literature has documented universal tendencies, such as a preference for plural markers to be closer to noun stems than case markers [Greenberg 1963, Bybee 1985].

Explaining these linguistic universals has been an important subject of study [Bybee 1985, Spencer 2006, Manova and Aronoff 2010, Bauer 2010, Rice 2011, Hay and Plag 2004]. Explanations of morpheme ordering have been stated in terms of correspondences between morpheme ordering and morpheme meanings [Bybee 1985, Rice 2000, Saldana et al. 2021], parallelism between morphology and syntax [Givón 1971, Vennemann 1973, Baker 1985], and human morphological processing and usage frequencies [Hay 2002, Plag 2002, Inkelas 2016]. Explanations of the first kind state that morphemes are ordered based on differences in semantic scope [Rice 2000] or relevance [Bybee 1985], such that morphemes that are semantically closer to the root occur closer to it in linear order. Explanations of the second kind propose that the ordering of morpheme mirrors the order of independent words with corresponding meanings, due to either
language history or synchronic constraints on language. Explanations of the third kind argue that affixes are closer to the root when they are more likely to be processed together with it in dual-route models of lexical access [Baayen, 1993], which happens, for instance, when they are less productive.

A recent theory proposes a cognitive explanation for word and morpheme order in language, arguing that ordering universals in language optimize processing effort under memory limitations [Hahn et al., 2021]. Hahn et al. [2021] introduce the notion of a memory-surprisal tradeoff: The more memory resources a comprehender invests in representing the context preceding the currently observed word, the lower the achievable surprisal that the comprehender must incur on that word. Conversely, the less memory is invested, the higher the surprisal. Hahn et al. [2021] argue for the Efficient Tradeoff Hypothesis, the idea that the order of words and morphemes in language provides particularly efficient memory-surprisal tradeoffs. They show that optimizing the memory-surprisal tradeoff amounts to placing elements close together that strongly predict each other, as measured by mutual information. Hahn et al. [2021] argue that this property of the memory-surprisal tradeoff generalizes previous processing theories which suggest that orderings tend to place together elements that are syntactically related [Rijkhoff, 1986; Hawkins, 1994], conceptually related [Givón, 1985], semantically relevant to each other [Bybee, 1985], or processed together in lexical access [Hay and Plag, 2004]. While focused on explaining word order across 54 languages, Hahn et al. [2021] also test whether two languages optimize the memory-surprisal tradeoff at the morphological level. In particular, they find that optimizing the memory-surprisal tradeoff partly reproduces the ordering of morphemes in Japanese and Sesotho verbs.

Here, we test this theory on a broader basis, considering both a larger set of languages and extending coverage from verbs to nouns. We consider data from four agglutinative languages – i.e., languages with rich morphology where words tend to have multiple morphemes which are mostly realized separately (Korean, Turkish, Hungarian,
and Finnish) – in addition to the two languages already considered by Hahn et al. [2021] (Japanese and Sesotho). These languages have very substantial verbal inflection, and three of these languages (Turkish, Hungarian, Finnish) also have substantial noun inflection. We test both whether the memory-surprisal tradeoff accounts for universals of verb affix ordering documented by Bybee [1985], but also extend the scope of the analysis to nouns, where we test whether the theory accounts for Greenberg’s Universal 39 [Greenberg, 1963].

The choice of the languages is guided and constrained by three factors: the presence of rich agglutinative morphology, the availability of corpus data with morphological annotation, and diversity in language families. The six languages under consideration represent five language families (Korean, Japonic, Uralic, Turkic, Niger-Congo). Finnish and Hungarian both belong to the Uralic family, sharing a common ancestor about 5,000 years ago [Maurits et al., 2020]. The other languages in the sample are not genetically related according to their generally accepted classification [Hammarström et al., 2021].

In the remainder of the paper, we first review prominent morpheme ordering universals in noun and verb inflection (Section 2) and the Efficient Tradeoff Hypothesis (Section 3), before testing it against data from the six languages (Section 4) and discussing our findings and the relation between the Efficient Tradeoff Hypothesis and previous accounts of morpheme ordering (Section 5).

2 Morpheme Ordering and Ordering Universals

In this section, we introduce the phenomena we seek to explain: crosslinguistic tendencies in the ordering of affix morphemes in nouns (Section 2.1) and verbs (Section 2.2). Languages apply affix morphemes to different classes of words, including both open word classes such as nouns, verbs, and adjectives, and closed word classes, in particular pronouns. In this work, we focus on open word classes, as these have productive paradigms that apply to thousands of words in a language, including words that newly enter the language, whereas pronominal inflection is restricted to a small number of words,
often with idiosyncratic and fossilized paradigms inherited from earlier stages of a language. Among open word classes, inflection commonly applies to verbs, nouns, and adjectives. When adjectives are inflected, they often pattern with either verbs – when they are used as predicates – or nouns – when they are used as attributes or independent nouns. We thus focus on nouns and verbs, treating adjectives together with one of the other classes depending on the language when appropriate (with verbs in Korean and Japanese; with nouns in Hungarian, Finnish, Turkish).

2.1 Universals of Noun Affix Ordering

Nouns very commonly mark number and case morphologically [Dryer, 2013c,d]. In some languages, possession is also marked on the noun. Figure 1 shows fully inflected nouns in three languages from our sample, with endings for number, case, and possessor. Number and case marking are the subject of a well-documented universal, namely Greenberg’s Universal 39:

Greenberg’s Universal 39: “the expression of number almost always comes between the noun base and the expression of case” (Greenberg 1963:112).

This universal is supported by the example in Figure 1.

2.2 Universals of Verb Affix Ordering

Verb affixes are typically grouped into derivational and inflectional affixes. Derivational affixes derive new verb stems (e.g., ‘do’ → undo), whereas inflectional affixes derive inflected verb forms from verb stems (e.g., ‘do’ → ‘does’). Derivational affixes generally appear closer to the root than inflectional affixes [Greenberg, 1963].

The ordering of inflectional affixes shows universal tendencies [Bybee, 1985], which we summarize as follows:
Verb Affix Ordering [Bybee, 1985]: Verb affixes are ordered as follows, outward from the verb stem:

verb stem valence voice TAM subject agreement

Valence affixes change the number of arguments. One type of valence affix is a causative, which adds an argument indicating who causes an event or state to occur [Song, 2013]. Voice describes the distinction between active and passive. Tense-Aspect-Mood (TAM) comprises three types of categories [Tense-Aspect-Mood, Bybee et al., 1994; Dryer, 2013c]. Tense describes where an event is located in time (e.g. past or future). Aspect describes how an event unfolds over time [Comrie, 1976; Östen Dahl, 1985; Binnick, 1991]. Mood describes a relation between an event and the speaker, including an assessment of the event’s reality [Palmer, 2001; Portner, 2018]. One mood category is the potential mood, which indicates possibility. Aspect and tense categories are often fused in morphology [Binnick, 2012], and mood marking is also often fused with those. Some languages have a single affix slot that accommodates a fused morpheme indicating TAM. For instance, Finnish marks both tense (present and past) and mood (indicative, conditional, and potential) categories with a single morpheme. Other languages have multiple slots, for instance, Turkish TAM markers are distributed across three slots (see Section 4.1.1). Subject agreement marks categories of the subject, most often its person and number, sometimes also other categories such as its gender [Corbett, 2003; Bybee, 1985] also provides evidence for ordering preferences within aspect, tense, and mood; however, we do not distinguish between them as these are frequently fused in languages.

Having introduced the two universal generalizations about noun and verb affixes, we now review existing accounts of morpheme ordering (Section 2.3).

2.3 Previous Accounts of Morpheme Ordering

Here, we review previous explanatory accounts of morpheme ordering and motivate our study. Prominent accounts of morpheme ordering universals highlight the
correspondence between morpheme ordering and semantics [Bybee 1985, Rice 2000].

Bybee [1985] argues that ordering is determined by the semantic relevance of affixes to the root. For example, she argues that morphemes that change a verb’s argument structure, such as passives and causatives, have a particularly strong relation to the verb’s semantics, as they fundamentally alter the nature of the event described, whereas tense or agreement markers are much less tightly linked to the verb’s meaning. Similarly, she argues that agreement markers are less relevant to the stem than TAM markers, since TAM interacts more closely with the verb’s semantics; for instance, verbs denoting states or actions differ in the applicable aspect categories, but not in the applicable subject agreement features. While Bybee [1985] focused on verbs, arguably a similar argument can possibly be made for Greenbergs’ Universal 39: A plural affix changes the referent of the noun from an individual to a group, whereas a case affix only describes the noun’s syntactic relation to the rest of the sentence.

The intuitive notion of relevance provides an appealing account of the Verb Affix Ordering generalization and Greenbergs’ Universal 39. However, applying it to novel languages as an explanatory and testable notion requires some kind of formal operationalization of relevance that also applies to other language-specific kinds of morphemes, such as negation and politeness.

A second prominent semantic account holds that morphemes are ordered in the order in which their meanings combine, so that morphemes are closer to the root when their meanings have narrower scope [e.g., Rice 2000, Caballero 2010, Narrog 2010, Korotkova and Lander 2010]. A good example for the scope-based explanation is the relative ordering of valence and voice. Turkish has suffixes both for causative and passive. When adding both suffixes simultaneously, the causative marker appears closer to the root. The Turkish verb stem don “to freeze” forms a causative don-dur “to freeze (something)”.

Futher applying a passive suffix results in don-dur-ul “to be frozen” [van Schaaik 2020, Section 30.8.2]. The order of affixes corresponds to the order in which the meanings of
these suffixes combine with the meaning of the root: The causative affix adds an argument indicating who makes an object freeze, and the passive affix then backgrounds that argument, yielding a verb describing something that is being frozen by someone.

This account is highly successful at predicting the order of valence and voice, among other morphemes [e.g., Rice 2000, Caballero 2010, Narrog 2010, Korotkova and Lander 2010], (with the exception of anti-scope orderings in some languages, Hyman 2003). However, it is not always straightforward to evaluate for other affixes, because its predictions depend on the specifics of how meaning is represented formally. For instance, there are cases where semantically equivalent affixes are ordered differently in different languages, e.g., possessive suffixes are ordered differently in Finnish nouns than in Hungarian and Turkish nouns, seemingly without a motivating difference in semantic scope; the scope-based theory makes no prediction about how a given language’s affixes are ordered in such cases. Furthermore, there are scope-bearing items whose order varies between languages without apparent difference in meaning, for instance, negation appears closer to the root than TAM in Turkish and farther from it in Sesotho.

Relatedly, Saldana et al. 2021 argue that Greenberg’s Universal 39 reflects a cognitive bias favoring orderings that match conceptual structure. In an artificial language learning paradigm, they exposed participants to stimuli where nouns had a case or number marker (but not both), and then had participants extrapolate to forms containing both types of affixes. Learners of an artificial language strongly preferred the ordering described in Greenberg’s Universal 39, which Saldana et al. 2021 interpret as evidence for a cognitive bias favoring a match between linear ordering and conceptual structure. They also found that this preference could be reversed by making the form of the affix strongly dependent on the stem, which is not accounted for by conceptual structure, and which they interpret as reflecting a bias towards locality in dependencies.

Another family of theories hold that morpheme ordering mirrors the ordering of words Givón 1971, Vennemann 1973, Baker 1985. Under one kind of explanation, the
ordering of morphemes reflects the ordering of formerly independent words that have been fossilized into bound morphemes, which can often be verified in languages where historical data is available [Givón 1971, Vennemann 1973]. On the other hand, Bybee 1985 points out that there are historically documented cases where morpheme ordering has been restructured in ways that do not reflect former independent words, but respect the universal tendencies documented in Section 2.2 (see also Mithun 2000, Haspelmath 1993, Mithun 1994; Rice 2000 Section 15]). This can happen both when affixes are reanalyzed [Bybee 1985 p. 39] or when they change their meaning [Rice 2000 Section 15.1.3]. A related proposal postulates a correspondence between the ordering of words and morphemes on a purely synchronic basis as a constraint on possible human languages. Baker 1985 proposed the Mirror Principle, which – informally – states that the ordering of elements (morphemes) in morphology reflects the ordering of elements (words) in syntax. However, this principle alone does not directly explain why elements are ordered the way they are in syntax and morphology. Unlike the other proposals discussed here, it also does not directly apply to the observed linear order of words and morphemes, but rather to a hypothetical underlying order before the application of movement operations assumed in certain theories of syntax.

A prominent cognitively-motivated theory of morpheme ordering is the theory of Complexity-Based Ordering [Hay 2002, Plag 2002, Hay and Plag 2004, Hay and Baayen 2005, Plag and Baayen 2009]. This theory holds that affixes are closer to the root when they are more likely to be processed together with the base in the dual-route model of human lexical access [Baayen 1993]. For instance, this model argues that more productive affixes are more likely to be accessed separately from the root than less productive affixes [Baayen 1993]. This theory has been applied to the ordering of derivational affixes in English, but not to the affix ordering generalizations described in Sections 2.1, 2.2. Relatedly, Inkelas 2016 proposed that morphemes are ordered together when they are informative about each other, using a notion of informativity introduced by Priva 2012. In
a pilot study of Turkish, they found preliminary evidence that high-informativity suffixes are closer to the root.

Taken together, previous accounts explain the ordering of morphemes in terms of their meanings, their historical origins, or the way they are processed. These accounts all have independent merit and gaps in explaining morpheme ordering, accounting for complementary aspects of morpheme ordering by appealing to semantics, syntax, and human processing. We will now turn to the hypothesis that the generalizations arise from optimization for efficient memory-surprisal tradeoffs.

3 Locality and the Memory–Surprisal Tradeoff

Here, we review the memory-surprisal tradeoff and a resulting hypothesis about the ordering of linguistic elements, the Efficient Tradeoff Hypothesis, as an explanatory principle of ordering in language. We then test the Efficient Tradeoff Hypothesis on morpheme ordering in Section 4.

A long line of work in linguistics has proposed principles of locality to account for word ordering regularities within and across languages. In word order, the Head Adjacency or Head Proximity principles of Frazier [1985] and Rijkhoff [1986] state that words are close to their syntactic heads, a generalization that has found strong empirical support from data in many languages [e.g. Hawkins 1994, Liu 2008, Futrell et al. 2015, Liu et al. 2017]. Explanations of these principles suggest that placing syntactically related words closer together makes human syntactic parsing more efficient and less sensitive to limitations in human memory [Frazier 1985, Gibson 1998b, Hawkins 2003, Futrell et al. 2020]. Another group of theories holds that elements are closer together in linear ordering when they are semantically closer together in their meaning because this makes linear ordering iconically reflect relations between meanings [Givón 1985]. In morpheme ordering, Bybee [1985] argues that morphemes are closer to the root when they are more relevant to it; Hay [2002] and Plag [2002] argue that morphemes are closer to the root when they are
Hahn et al. [2021] proposed a cognitive principle that aims to unify and formalize these locality principles in the form of a Memory–Surprisal Tradeoff. This is a cognitive account of the ordering of words and morphemes in human language, based on a formalization of memory efficiency in incremental processing. The memory-surprisal tradeoff links information-theoretic models of memory limitations with surprisal theory.

Surprisal theory [Hale, 2001; Levy, 2008] is a theory of the word-by-word processing difficulty in online processing. It states that the processing effort on a word $w_t$ in context $w_1...w_{t-1}$ is proportional to its surprisal

\[ \text{Difficulty} \propto -\log_2 P(w_t|w_1...w_{t-1}). \]  

where $\log_2$ denotes logarithms with base 2. Surprisal as estimated by corpus-based methods or cloze tasks is a successful predictor of reading time on naturalistic text [Smith and Levy, 2013; Goodkind and Bicknell, 2018; Frank and Hoeks, 2019; Aurnhammer and Frank, 2019; Wilcox et al., 2020]. Surprisal theory is a computational-level theory [Marr, 1982]; it can be implemented via different mechanisms, including preactivation and integration [Kuperberg and Jaeger, 2016]. Futrell et al. [2020] and Hahn et al. [2021] argue that, due to limitations in human memory, human expectations in reality do not reflect the true context $w_1...w_{t-1}$, but some potentially lossy memory representation $m_t$ of the context $w_1...w_{t-1}$:

\[ \text{Difficulty} \propto -\log_2 P(w_t|m_t). \]  

Hahn et al. [2021] note that there is a tradeoff between average surprisal and memory capacity: The more information a listener stores in $m_t$, the lower their surprisal will be on average. This is because higher precision of memory leads to more precise expectations, which will achieve lower surprisal on average.

More formally, they consider functions $M$ describing how comprehenders update memory representations $m_{t-1}$ when observing a word (or morpheme) $w_t$ and integrating it into a new memory state $m_t := M(m_{t-1}, w_t)$. The memory capacity is formalized as the
average number of bits required to encode $m_t$, i.e., its entropy:

$$H[m_t] := -\sum_m P(m_t = m) \log_2 P(m_t = m)$$

where $m$ runs over possible memory states. Hahn et al. [2021] prove that there is a tradeoff between the average surprisal $S_M$ obtained by averaging $-\log P(w_t, m_t)$ across the words in a text, and the memory capacity $H[m_t]$.

Different orderings can lead to different tradeoffs that in turn can differ in their efficiency (Figure 3): Tradeoffs are more efficient when comprehenders can achieve lower surprisal for the same amount of memory. The efficiency of a tradeoff curve can be quantified using its Area under the Curve (AUC) [Hahn et al., 2021]: There is a smaller area under a more efficient tradeoff curve, such as that of Language A in Figure 3. Hahn et al. [2021] propose the Efficient Tradeoff Hypothesis: Human language orders elements in such a way that the memory-surprisal tradeoff is particularly efficient, compared to other possible orderings.

To test this hypothesis, Hahn et al. [2021] provide a method for estimating the memory-surprisal tradeoff from corpus data. This method is based on the notion of mutual information [Cover and Thomas, 2006], which quantifies the amount of statistical association between two random variables. If $X, Z, Y$ are random variables, then the mutual information of $X$ and $Y$, conditioned on $Z$, is defined to be:

$$I[X : Y | Z] = \sum_{x, y, z} P(x, y, z) \log_2 \frac{P(x, y, z)}{P(x, z)P(y, z)}.$$ (3)

The mutual information $I[X : Y | Z]$ quantifies how much predictive information $X$ and $Y$ provide about each other, assuming one already has access to the covariate $Z$. The key quantity derived from this is the mutual information between elements (such as morphemes) that are at some distance $t$, conditioned on the intervening elements:

$$I_t \equiv I[w_t : w_0 | w_1, \ldots, w_{t-1}].$$ (4)

In the definition of mutual information (3), $w_t$ and $w_0$ corresponds to $X$ and $Y$,
respectively, whereas $Z$ corresponds to the string $w_1 \ldots w_{t-1}$. Thus,
\[
I_t \equiv \sum_{w_0 \ldots w_t} P(w_0 \ldots w_t) \log_2 \frac{P(w_0 \ldots w_t)}{P(w_0 \ldots w_{t-1})P(w_1 \ldots w_t)}.
\] (5)
Based on this notion, Hahn et al. [2021] prove a bound on the memory-surprisal tradeoff: Assume that a comprehender’s memory capacity is bounded as follows, for some positive integer $T$:
\[
H[m_t] \leq \sum_{t=1}^{T} t I_t.
\] (6)
Informally this quantity measures the amount of information that would need to be stored to capture predictive information from $T$ preceding words, where each bit of information is weighted by the distance over which it has to be remembered (and thus occupies memory resources). Then there is a lower bound on the average surprisal $S_M$ experienced by that comprehender:
\[
S_M \geq S_\infty + \sum_{t=T+1}^{\infty} I_t.
\] (7)
where $S_\infty$ is the average surprisal that would be achieved with perfectly veridical memory representations. Informally, the sum on the right side describes information between words at a distance of more than $T$. This information cannot be captured when memory is bounded as in (6). Psycholinguistic research has proposed a wide range of theories of the content and architecture of memory states [e.g. Just and Carpenter 1992, Gibson 1998a, MacDonald and Christiansen 2002, McElree et al. 2003, Lewis and Vasishth 2005].
Remarkably, even though the quantities in (6) and (7) are defined in terms of sequences of adjacent words, Hahn et al. [2021] prove this bound independently of any assumption about what information is stored by the memory encoding function $M$.
Because $I_t$ can be estimated from text data, this result yields a method for estimating a bound on the tradeoff curve from text data by tracing out possible memory capacities $H[m_t]$ from 0 to $+\infty$.
Hahn et al. [2021] show that tradeoffs are more efficient when pairs of elements with higher mutual information are ordered close together, a property they refer to as
Information Locality. Expressed in terms of mutual information, information locality corresponds to a steep fall-off of $I_t$ as $t$ increases. This means that predictive information about a word tends to be concentrated in the recent past. Information locality optimizes the memory-surprisal tradeoff because it reduces the need to accumulate information over long sequences of words, and enables contextual information to be brought to bear on processing new words soon after it is encountered. Formally, information locality is implied by the factor $t$ inside the sum in the memory bound in Equation (6): It states that memory cost is impacted more strongly by $I_t$ when the distance $t$ is larger.

Hahn et al. [2021] argue that this information-theoretic notion of locality derives a range of locality principles proposed in the linguistic literature, such as the idea that syntactically related words tend to be close in linear distance [Rijkhoff 1986, Hawkins 1994, Futrell et al. 2015, Liu et al. 2017, Temperley and Gildea 2018, Liu 2008, Ferrer i Cancho 2004]. Beyond providing evidence that word orders provide efficient tradeoffs, they also provide preliminary evidence that it accounts for some properties of morpheme ordering, using data of verb inflection in two languages (Japanese and Sesotho).

In this work, we aim to test the Efficient Tradeoff Hypothesis as a predictor of morpheme ordering more broadly, using data from more languages and from different parts of speech. That is, we test whether morpheme ordering is more efficient than most other possible ways of ordering morphemes, and whether this accounts for the universal tendencies documented in Sections 2.1–2.2.

We discuss connections between the Efficient Tradeoff Hypothesis and previous theories of morpheme ordering in Section 5.

4 Testing the Efficient Tradeoff Hypothesis

We test the Efficient Tradeoff Hypothesis as a predictor of morpheme ordering. To this end, we evaluate whether real orderings of morphemes lead to more efficient tradeoffs than most other possible orderings, and, whether the properties of real orderings arise from
optimizing for the tradeoff’s efficiency.

4.1 Methods

4.1.1 Data

We selected data from languages that have rich agglutinative morphology, that is, languages in which (i) verbs and nouns often have more than two morphemes per words, as that allows us to test predictions about the relative ordering of different morphemes, and (ii) the morphemes within a word have clearly delimited boundaries, providing unambiguous information about the ordering of morphemes. Beyond the languages studied in Hahn et al. [2021], we obtained data from four such languages from Universal Dependencies [UD Nivre et al., 2020 2.6: Korean Chun et al., 2018, Turkish ÅGültekin et al., 2020], Hungarian Farkas et al. [2020], and Finnish Ginter et al. [2020] Piitulainen and Nurmi 2020. In addition, we also reanalyze the data from Hahn et al. [2021], covering UD data for Japanese Asahara et al. [2018] and the Child Language Data Exchange System (CHILDES) Sesotho corpus Demuth 1992 in a way consistent with our analysis of the other four languages. We obtained between 7,328 (Hungarian) and 65,541 (Finnish) inflected noun tokens and between 2,735 (Hungarian) and 109,323 (Korean) inflected verb tokens in each language. There were between 4,882 (Hungarian) and 47,846 (Finnish) distinct inflected noun types, and between 1,814 (Hungarian) and 30,818 (Korean) inflected verb types per language.

In the noun analyses we focused on Turkish, Hungarian, and Finnish, as nouns in these languages often have more than one affix. In the verb analyses we used all six languages. For each language, we selected nouns and verbs based on the part-of-speech annotation in each corpus. We treated adjectives together with nouns in Hungarian, Finnish, and Turkish, and together with verbs in Korean and Japanese. We used available corpus annotation together with the grammatical literature on each language to determine which morphemes each extracted word was composed of (see SI Appendix, Section S1 for
details).

The languages in the sample generally support the two universals introduced in Section 2. Figure 1 shows fully inflected nouns in three languages from our sample, with endings for number, case, and possessor. Figure 2 summarizes the affixes in the verbal morphologies of the six languages considered here (see SI Section S1 for details on how we arrived at these summaries). Sesotho has both prefixes and suffixes; we treat these separately, as the universals under consideration here only concern the relative distance of affixes from the base, not which side of the verb they appear on. Figure 2 shows that the languages in our sample largely support the Verb Affix Ordering universal, with the exception of the ordering of the special third-plural suffix slot in Turkish, which intervenes between two TAM slots.

Examples of derivational suffixes are Japanese -su- and Korean -ha-, which derive verbs from non-verbal stems [Hasegawa, 2014, Yeon and Brown, 2010]. Another example is the reversion suffix in Sesotho (corresponding to ‘un-’ in English ‘do’ → ‘undo’, [Doke and Mofokeng, 1967]).

Besides derivation and the four classes described in the universal, some further types of affixes occur in the six languages of our sample. While agreement is most commonly established with the subject [Dryer, 2013a], agreement with the object is found in Sesotho [Doke and Mofokeng, 1967] (in person and noun class) and in Hungarian [Rounds, 2001] (in definiteness). In Hungarian, it is fused with subject agreement and we treat the fused form as a single suffix. In Sesotho, it shares a slot with the Reflexive voice affix (see SI Section S1), and we treat it as a voice affix because an object referenced by it is not realized by a noun phrase [Doke and Mofokeng, 1967, Section 459]. Polarity refers to the opposition between affirmative (e.g. ‘she arrived’) and negative (e.g., ‘she did not arrive’) statements [Dryer, 2013b]. Formality, honorifics, and politeness are categories that index social relations between the speaker, the addressee, and the topic of the conversation [Hasegawa, 2014, Yeon and Brown, 2010]. In our sample, these are prominent
in Korean and Japanese. The Japanese politeness marker -*masu*- and the Korean formality (-p) and politeness (-*yo*) suffixes index the social relation between the speaker and the addressee [Hasegawa, 2014; Yeon and Brown, 2010]: the Korean honorific suffix -*si*- indexes the social relation between the speaker and the topic of the conversation [Yeon and Brown, 2010]. Furthermore, verb forms can have affixes indicating the syntactic position of the verb within a sentence, in particular, affixes marking infinitives or other nonfinite forms. Examples are the *Finiteness* slot (used to mark nonfinite verb forms) in Japanese, the *Connector* and *Nominal* slots (used to mark embedded and nominalized verbs) in Korean, and the *Relative* slot (used inside relative clauses) in Sesotho.

How might morphological properties affect mutual information? One key aspect is cooccurrence restrictions: Mutual information between two elements is higher when the presence of one constrains the presence of the other. For instance, in verbs, passive affixes can typically be only applied to certain verbs, in particular transitives, whereas agreement affixes will typically be applicable to all verbs. In nouns, some nouns can only form a singular or only a plural [e.g., for English: Huddleston and Pullum, 2002, Section 3.2], so that there is nonzero mutual information between the noun stem and the presence of a plural affix. In contrast, there may be no lexical restrictions on the case a noun appears in, as that only depends on the noun’s syntactic role in the sentence, potentially leading to lower mutual information between noun stems and case affixes. Besides hard grammatical constraints, statistical cooccurrence patterns grounded in semantics or usage patterns also impact mutual information. Number is again an example: Nouns may differ in their likelihood of occurrence in singular or plural number. For instance, ‘*shoe*’ is much more likely to be used in the plural than ‘*hat*’ in a large corpus of American English [Davies, 2012]. Plausibly, all affix classes appearing in the universals have some degree of statistical cooccurrence relation with the root: For instance, stative verbs might be less likely to take progressive aspect marking [Comrie, 1976, p. 36], and verbs like “to rain” are unlikely to take non-third-person subject agreement. Which orderings optimize information locality,
and thus the memory-surprisal tradeoff’s efficiency, will depend on the relative strength of different cooccurrence relations in a language.

### 4.1.2 Applying the Efficient Tradeoff Hypothesis to morpheme ordering

In order to estimate memory-surprisal tradeoffs, we model words as strings of morphemes, following Hahn et al. [2021]. For instance, we represent Finnish *juttu-i-hi-si* ‘into your stories’ (Figure 1) as juttu-Plural-Illative-2sgPoss. For each language, we parameterize possible morpheme orderings through the $N!$ possible orderings of the $N$ affix slots. Applying any such ordering to the forms extracted from the corpus results in a set of counterfactual forms with some associated memory-surprisal tradeoff curve. Following Hahn et al. [2021], we optimize orderings using an adaptation of the hill-climbing method originally devised by Gildea and Temperley [2007] for optimizing word order. See SI Section S3 for details on the estimation of mutual information, the memory-surprisal tradeoff curve, and the optimization method.

We compare the real orderings (*real*) to four different kinds of alternative orderings:

1. First, we consider randomized morpheme orderings (*random*); these represent the set of all $N!$ possible orderings of the $N$ affix slots. Second, we consider random morpheme orderings that respect the universals discussed in Section 2 (*universals*). Third, we consider the reversed real orderings (*reverse*), and morpheme orderings that are optimized to minimize AUC under the tradeoff curve (*optimized*). We estimate memory-surprisal tradeoffs and computationally optimized orderings for the AUC under the tradeoff curve using the method described in Hahn et al. [2021].

If the Efficient Tradeoff Hypothesis accounts for morpheme ordering, then we expect that real orderings are more efficient than most other possible orderings, and close to the most efficient possible orderings. We also expect that optimized orderings largely match the

---

1 In addition to the two universals discussed there, they also respect the universal that derivational affixes are closer to the stem than inflectional affixes mentioned in the introduction.
real orderings, to a higher degree than most other possible orderings. If the Efficient Tradeoff Hypothesis predicts morpheme ordering even beyond the two universals, then real orderings should be more efficient even than most other orderings respecting the universals, and optimized orderings should resemble real orderings more than most other orderings respecting the universals.

4.2 Results

First, we evaluate the efficiency of real orderings compared to the baselines. Figures 4 and 5 show area under the curve (AUC) plots for random orders as compared to the real ordering of morphemes for verbs and nouns, respectively. In most languages, real orderings have lower AUC than the vast majority of random baseline orderings, including the baselines that satisfy the universals. This is true for both nouns and verbs. This suggests that real morpheme orderings enable more efficient memory-surprisal tradeoffs than most of the $N!$ possible orderings. Finnish verbs form the only exception; AUCs of real orderings are similar to those of baseline orderings (see below for discussion).

Second, we compare real and optimized orderings to evaluate whether optimization predicts the two universals. Figures 6 and 7 directly compare real and optimized orderings for nouns and verbs respectively. For the nouns, Greenberg’s Universal 39 is recovered by all optimized orderings. While there is a mismatch between real and optimized orderings in the language-specific ordering of possessive suffixes in Finnish, the AUC difference between real and optimized orderings is imperceptible in Figure 4. For the verbs, optimized orderings match the universal ordering for the morphemes occurring in each of these languages, except for Finnish verbs (see below for discussion). This includes one case (Turkish third-person plural agreement marker -lar) where the real ordering does not observe the universal, but the optimized ordering does.

Third, we evaluate the quantitative similarity between real and optimized orderings by measuring the accuracy of optimized orderings in predicting real orderings. If the
Efficient Tradeoff Hypothesis predicts morpheme order, then optimized orderings should achieve a higher prediction accuracy than most other possible orderings.

Figures 8–9 show the accuracy of optimized and random baseline orderings in predicting real orderings. We measured accuracy by counting what fraction of all pairs of affixes within a single word from the corpus are ordered in the same relative order as under the real ordering (see SI Appendix, Section S2 for other ways of quantifying accuracy, with very similar results).

For nouns, the accuracy of optimized orderings is far above the agreement of most random grammars, outperforming 90% or more of random baseline orderings (Figure 8). For verbs, accuracy of optimized orderings is at least 90% in all cases except Sesotho suffixes. For Sesotho suffixes, optimized orderings still have an accuracy of 77%, higher than 88% of random baseline orderings. Taken together, across languages, morpheme ordering is predicted with high accuracy, consistently higher than what would be expected at chance.

We next compare to the universal-constrained baselines to evaluate whether optimization predicts ordering beyond the Verb Affix Ordering universal. In some languages (Finnish, Hungarian, Sesotho prefixes), the real ordering is already explained nearly entirely by this universal; here, optimized orderings do not outperform the universal-constrained orderings. However, in those languages where there are significant language-specific regularities going beyond the universal, so that universal-constrained baselines do not all achieve near-perfect accuracy (Japanese, Korean, Sesotho suffixes, Turkish), optimized orderings again consistently outperform most universal-constrained orderings. This suggests that the Efficient Tradeoff Hypothesis accounts for some language-specific ordering patterns beyond those captured by the Verb Affix Ordering universal.

Finnish verbs are the only case where the optimized ordering does not seem to agree with the universal: Optimized orderings place the voice marker further from the root than the TAM marker, in disagreement with the real order. This can be traced to the properties
MORPHEME ORDERING REFLECTS PROCESSING EFFICIENCY

of the Finnish form commonly called “passive”: The Finnish passive is marked by two morphemes, conventionally regarded as a voice marker (-t-) and an agreement marker (-Vn, Karlsson 1999, Section 69); we followed this convention in Table 2. Functionally, these two morphemes always appear together and have no distinct meanings. Both can equally well be regarded as markers of the passive; there is no reason other than the match with the Verb Affix Ordering universal for the conventional view that one is a voice marker and the other is an agreement marker. More interestingly, unlike the passive of most languages, the Finnish passive is insensitive to the verb’s argument structure, simply denoting that an unspecified agent performed an action (Shore 1988, Blevins 2003).

Therefore, the theories of semantic relevance and semantic scope discussed in Section 2.3 would arguably also predict the Finnish “passive” marker to pattern with agreement markers, unlike the actual Finnish ordering but in agreement with the Efficient Tradeoff Hypothesis. The Finnish “passive” may thus illustrate a language-specific idiosyncrasy not predicted by explanatory crosslinguistic accounts.

Finally, to elucidate the connection between ordering and mutual information, we computed the conditional mutual information (3) between affix classes and roots for nouns and verbs in the optimized orderings across languages. The conditional mutual information between the root and an affix class \( C \) indicates by how much surprisal of affixes in one class is reduced by knowledge of the root (or the reverse, in the case of prefixes), averaging across all words where affixes of both classes appear. That is, we consider all strings \( w_1, \ldots, w_k \) in the dataset where \( w_1 \) is the root and \( w_k \) belongs to affix class \( C \), and compute the pointwise conditional mutual information

\[
\log_2 \frac{P_k(w_k|w_1 \ldots w_{k-1})}{P_{k-1}(w_k|w_2 \ldots w_{k-1})}.
\]

and obtain the information between two affix classes by averaging over all such strings.

The results are shown in Figure 10. In accordance with the principle of information locality, affixes that are ordered closer to the root in the two typological universals and in optimized orderings almost always have higher mutual information with the root than
affixes ordered farther away from the root. For nouns, number has consistently higher mutual information with the root than case, i.e., the identity of the root constrains number more strongly than case. Similarly, for verbs, the identity of the verb constrains the applicability of derivational affixes most, followed by valence and voice. Agreement affixes tend to have the lowest mutual information, i.e., their identity is least constrained by the identity of the verb.

5 Discussion

We have examined morpheme ordering in nouns and verbs in six morphologically rich agglutinating languages, testing the recently proposed Efficient Tradeoff Hypothesis [Hahn et al., 2021] as an explanatory account of morpheme ordering. We compared actual morpheme orderings to other possible orderings and to orderings optimized for efficiency of the memory-surprisal tradeoff. In most cases, we found that the real ordering provided more efficient tradeoffs than most alternative orderings. More importantly, we found that the real orderings match the optimal orderings with high accuracy, higher than the vast majority of other possible orderings. Beyond language-specific ordering patterns, optimization recovers previously-documented language universals of morpheme order. These results support the idea that optimization for processing effort can explain universals of morpheme ordering, specifically Greenberg’s Universal 39 for nouns, and the ordering of valence, voice, TAM, and agreement affixes for verbs.

5.1 Efficiency Optimization and Language Change

The Efficient Tradeoff Hypothesis is compatible with different potential mechanisms through which languages come to exhibit efficient orderings [Hahn et al., 2021]. One possibility is that speakers organize information in such a way as to facilitate comprehension [Clark and Murphy, 1982, Lindblom, 1990, Brennan and Williams, 1995]. Another possibility is that efficient memory-surprisal tradeoffs result from the minimization of effort during sentence planning and production [Bock and Warren, 1985, Ferreira and ]
While the memory-surprisal tradeoff is defined in terms of the comprehender’s memory load and processing difficulty, Hahn et al. [2021] prove an analogous result in sentence production. Efficient memory-surprisal tradeoffs might also facilitate language learning, if information locality makes it easier to learn generalizations from adjacent elements in language. Furthermore, the Efficient Tradeoff Hypothesis may also be compatible with well-known grammaticalization processes, in particular with processes of chunking and subsequent grammaticalization of frequent units Bybee and Hopper [2001], Bybee [2006]: when two items occur together very frequently, they will also tend to have high mutual information, and vice versa. Investigating in more detail how efficient orderings arise, possibly using diachronic data, is an interesting problem for future research.

5.2 Limitations

Due to limitations in the availability of large-scale annotated text, this study builds on languages from Eurasia and Africa, not representing Australia and America. Among the languages, Hungarian and Finnish are genetically related, sharing a common ancestor about 5,000 years ago Maurits et al. [2020]. Some linguists also propose genetic or areal relations beyond these (particularly Japanese, Korean, Turkish), but any such genetic relations would have to be substantially more ancient. Importantly, the morphemes found in these languages as considered here are generally not cognate. Thus, the commonalities across languages found cannot be traced to inherited orderings of morphemes that are inherited from a common ancestor.

A limitation of this study is that memory-surprisal tradeoffs are estimated on finite datasets that do not cover all possible morphological forms of a language. However, to the extent that this limitation impacts the estimation of memory-surprisal tradeoffs, it should equally apply to real and counterfactual orderings. We thus do not expect the relative measured efficiencies of different orderings to be impacted by the finiteness of data.
5.3 Relation to previous accounts

In this section, we relate our results to existing explanatory accounts of morpheme ordering reviewed in Section 2.3. In a review of research on morpheme ordering, Manova and Aronoff [2010] categorize approaches to morpheme ordering into three classes (similarly Rice [2000, 2011]): orderings that are motivated by properties of syntax, semantics or phonology (grammatical theories); orderings that are motivated by human language processing responding to statistical properties of language (processing theories); and orderings that are arbitrarily stipulated (arbitrary orderings). The Efficient Tradeoff Hypothesis falls into the second class, explaining morpheme ordering based on minimization of human processing effort. In this section, we describe how it relates to other accounts across these three clusters, and show how the Efficient Tradeoff Hypothesis has tight connections with notions proposed across seemingly very different accounts.

Bybee [1985] argues that morphemes that are semantically more relevant to the root are ordered closer to it. While semantic relevance and mutual information are a priori different notions, they may be related. For instance, according to Bybee, valence and voice markers are more relevant to the root than TAM markers, as they alter the verb’s argument structure [Bybee 1985, p. 20]. They have high mutual information with the verb stem (Figure 10), since only certain verbs (primarily transitive verbs) can form a passive voice. Indeed, Bybee [1985] suggests that highly relevant affixes tend to be less generally applicable, and vice versa.

A second prominent grammatical account is the scope-based account, which holds that morphemes are ordered in the order in which their meanings combine to form the meaning of the full word [Rice 2000]. In a study of noun phrase modifiers, Culbertson et al. [2020] argued that mutual information provides a statistical operationalization of scope in conceptual structure, i.e., that elements have higher mutual information when they are closer together in conceptual structure. If this is true, then the Efficient Tradeoff Hypothesis generally predicts ordering to respect scope relations.
However, it also predicts that orderings can deviate from conceptual structure depending on the statistics of the input. In particular, the Efficient Tradeoff Hypothesis formally explains the finding that, in the artificial language learning experiments of Saldana et al. [2021], a preference for orderings following Greenberg’s Universal 39 could be reversed when the form of the case suffix depended on the noun: If the choice of case suffix depends on the noun, this increases the mutual information between the case suffix and the noun stem. As a consequence, orderings are more efficient when they place the case suffix closer to the noun stem.

Other grammatical accounts explain morpheme ordering in terms of a parallelism to word order, either through diachronic fossilization of words into affixes or through synchronic constraints on language [Givón 1971, Vennemann 1973, Baker 1985]. Unlike theories that only appeal to diachronic fossilization, the Efficient Tradeoff Hypothesis accounts for observations that morpheme orderings respecting the universals do not always historically arise from previous ordering of words. As a theory of ordering at multiple levels, the Efficient Tradeoff Hypothesis provides a cognitive motivation for proposed principles of parallelism between morpheme and word order [Baker 1985], to the extent that the same statistical relations hold on the levels of morphemes and words.

The perhaps most prominent processing theory of morpheme ordering, the theory of Complexity-Based Ordering [Hay 2002, Plag 2002, Hay and Plag 2004, Hay and Baayen 2005, Plag and Baayen 2009], holds that affixes are closer to the root when they are less “separable”, where separability indicates the productivity of an affix and the likelihood that affixes are processed separately with the base in the dual processing race model of human lexical access, which asserts that morphological forms can be processed either separately in terms of its components or as a whole [Baayen 1993]. Unlike the other theories discussed here, this theory has primarily been applied to derivational suffixes in English, not to the crosslinguistic generalizations that we study here. Nonetheless, links can be established between this theory and the Efficient Tradeoff Hypothesis. A prominent operationalization
of the separability of an affix is in terms of relative frequencies: affixes are more likely to be processed together with the root when the composite form has a higher frequency compared to the base form [Hay 2001]. This has an interesting relation to mutual information: If the compound form is very frequent, in relation to the baseline frequencies of the base and the affix, then there is high (pointwise) mutual information between them. Conversely, if it is infrequent, mutual information is low. In this case, the prediction of the theory of Complexity-Based Ordering is recovered by the Efficient Tradeoff Hypothesis.

The Efficient Tradeoff Hypothesis may also be related to the proposal of [Inkelas 2016], who suggests that morphemes are closer to the root when they are less predictable from the preceding morpheme. The proposal received preliminary support in a pilot study of Turkish verbs. Depending on the details of usage statistics, this proposal and the Efficient Tradeoff Hypothesis can be independent, contradictory, or even equivalent. For instance, if there is no systematic relationship between affixes’ mutual information with the root and with immediately surrounding affixes, the proposals might be independent. However, if affixes that have low mutual information with the root tend to have higher information with their immediately surrounding affixes, the two proposals can make similar or even equivalent predictions.

There are also studies suggesting that properties of morpheme ordering may be language-specific and essentially arbitrary. A classical approach to describing morpheme ordering is in terms of levels, where morphemes from a higher level occur before morphemes from a lower level [Siegel 1979], and in terms of templates that describe the ordering of morphemes [Simpson and Withgott 1986, Spencer 1991, Stump 1992, Inkelas 1993, Hyman 2003, Nordlinger 2010]. Ordering based on language-specific templates has been proposed specifically in cases where observed morpheme ordering is in conflict with semantic scope, as in Bantu languages [Hyman 2003, Fabb 1988] prominently describes English affix ordering in terms of the selectional restrictions that individual affixes place on which other affixes they can attach to. While this approach does not make statements as to
which affixes would go closer to the base in a given language, it does suggest that
morpheme ordering is described based on the pairwise interactions between adjacent
morphemes. In a similar vein, Ryan [2010] propose a model based on weighted bigram
constraints in Tagalog, for the (rather uncommon) case of flexible morpheme ordering.
Ordering constraints operating on adjacent pairs of morphemes might provide relatively
efficient memory-surprisal tradeoffs because the appearance of a morpheme is constrained
only by its immediately adjacent morphemes.

In conclusion, the Efficient Tradeoff Hypothesis, while derived specifically in terms
of processing effort, has close relations to various major theories of morpheme ordering,
including those that make no reference to human processing. The Efficient Tradeoff
Hypothesis need not be seen as contradictory to any of those accounts. Rather, it may
provide a unified account motivating each of those accounts: It motivates why constraints
based on semantics [Bybee 1985; Rice 2000], word order [Givón 1971, Vennemann 1973,
Baker 1985], and usage frequencies [Hay 2002; Plag 2002; Plag and Baayen 2009; Inkelas
2016] all seem to impact morpheme ordering, from a single principle based on an
information-theoretic analysis of incremental processing difficulty and memory load. It also
makes predictions for ordering when those prior theories conflict, for instance, when
semantic scope and locality of dependencies make opposing predictions [Saldana et al.
2021]. In such cases, the relative strength with which those factors impact mutual
information is predicted to determine which ordering is found. Beyond offering a unified
account, it provides an explicit operationalization that is readily applied to new languages
to make testable predictions, addressing a challenge faced by some of the previous accounts.

5.4 Other Aspects of Morphology

We modeled morpheme ordering using slots representing grammatical categories. A
more general approach could be based on individual morphemes, reflecting the fact that
ordering is not always identical across all morphemes in a grammatical category [Mansfield
et al., 2020]; one example from the languages considered here is the third-person plural suffix in Turkish. Mansfield et al. (2020) argue for a typological universal called Category Clustering stating that markers of the same morphological categories tend to be expressed in the same position [see also Stump, 2001; Crysmann and Bonami, 2015]. We expect that Category Clustering might produce more efficient memory-surprisal tradeoffs: Morphemes that encode different values of the same grammatical feature are mutually exclusive, so that the appearance of one provides information about the (non-)appearance of the other. Future work could test the possibility that the graded nature of Category Clustering might in part arise from optimizing the efficiency of the memory-surprisal tradeoff.

Our study focused on agglutination, where a word carries multiple clearly separated morphemes with distinct functions. There are other types of morphological processes that deserve study. Many languages show fusion [Bickel and Nichols, 2013] where different categories are fused into a single morpheme, or stem changes, such as English swim → swam. An extreme case is non-concatenative morphology (e.g., in Arabic, k-t-b ‘to write’ forms katab- ‘wrote’, -aktub ‘write/be writing’, -kutib- ‘was written’). These types of morphological processes are not described in terms of the ordering of different morphemes. We leave it to future research to determine whether these processes are also constrained by cognitive considerations of processing efficiency.

While we have focused on the relative distance from the root, we have not touched on the question of why a morpheme is realized as a prefix or a suffix in a given language. There are well-known correlations between suffixing or prefixing preference and word order [Greenberg, 1963]. It is an interesting problem for future research to study whether these correlations might arise from processing efficiency optimization, as has been proposed for the generally observed suffixing preference [Cutler et al., 1985; Himmelmann, 2014].
6 Conclusion

We have tested the recently proposed Efficient Tradeoff Hypothesis as a predictor of morpheme ordering with data from verbs and nouns across six languages. We found that attested morpheme orders provide more efficient tradeoffs than most other possible orderings and that many properties of observed orderings are recovered by optimizing for tradeoff efficiency. Across languages, we found that optimized orderings predict real orderings better than baselines, and in some languages almost perfectly. Optimization also successfully predicts prominent universals of morpheme ordering, both for nouns and verbs. These results support the Efficient Tradeoff Hypothesis as a theory of order in language, and more broadly suggest that morpheme ordering reflects optimization of processing efficiency.
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Figure 1

*Examples for noun inflection in the three languages in our sample. All three languages support Greenberg’s Universal 39 by placing the case marker after the plural marker, but they differ in the placement of the possessive marker.*
(A) Verb affix slots in the six languages, grouped into four universal slots where applicable. Affixes are listed outwards from the root. (B) Examples of verb inflection from the six languages.
Figure 3

Top: The memory-surprisal tradeoff in two hypothetical languages: In order to achieve a given level of surprisal, a comprehender has to invest a certain amount of memory resources, which can be quantified information-theoretically in terms of bits. In this case, Language A provides a more efficient tradeoff because comprehenders can achieve lower surprisal than Language B with the same memory load. Bottom: The Area under the Curve (AUC) for the two hypothetical languages. Language A has a lower AUC than Language B, corresponding to a more efficient memory-surprisal tradeoff.
Figure 4

AUC Histograms for Noun Suffixes: We show smoothed histograms of baseline orderings (brown) and orderings satisfying the universals (purple), and the AUC values for real (green) and reverse (blue) orderings. Lower AUC values indicate a more efficient tradeoff. Optimized orderings do not differ perceptibly from real orderings in AUC for nouns and are not plotted separately here.
Figure 5

AUC Histograms for Verb Affixes: We show smoothed histograms of baseline orderings (brown) and orderings satisfying the universals (purple), and the AUC values for optimized (red), real (green), and reverse (blue) orderings. Lower AUC values indicate a more efficient tradeoff.
Figure 6

Real and optimized ordering (nouns). Colors indicate universal position slots relevant for Greenbergs’ Universal 39.
Figure 7

Real and optimized ordering for verb affixes. Colors indicate universal position slots as in Figure 2.
Figure 8

Accuracies in predicting noun morpheme ordering. The accuracy of optimized orderings is indicated by the red bars at the top. For the baselines, we provide both smoothed violin plots of the distribution of accuracies, and horizontal lines indicating mean accuracies. Random baselines have a mean accuracy of about 50%; baselines respecting the universals tend to have higher accuracies. The numbers indicate what fraction of baselines (random or universal-constrained) have a lower accuracy than the optimized ordering.
Figure 9

Accuracies in predicting verb morpheme ordering. For the baselines, we provide both a smoothed violin plot of the distribution of accuracies, and the mean accuracy as a horizontal line (green and blue). For the optimized order, we show the accuracy as a horizontal line (red). The numbers indicate what fraction of baselines (random or universal-constrained) have a lower accuracy than the optimized ordering. In all languages, optimized orderings provide higher accuracy than the majority of random baselines. In some languages, they additionally have higher accuracy than most universal-constrained baselines.
Figure 10

Conditional mutual information with the root for noun (left) and verb (right) affix classes in optimized orderings across languages. Affix classes that tend to be ordered closer to the root also tend to have higher mutual information with it.