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Conclusion 
Word & Graph embeddings and Neural Network 

architecture that can translate NL-queries to 

structured triples, and provide a usable interface to 

tackle integrative bioinformatics challenges. 

More rigorous evaluations of graph embeddings 

and method, and scale it to LSLOD network. 
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