Humans and animals prefer immediate over delayed rewards (delay discounting). This preference for smaller-but-sooner over larger-but-later rewards shows substantial interindividual variability in healthy subjects. Moreover, a strong bias towards immediate reinforcement characterizes many psychiatric conditions such as addiction and attention-deficit hyperactivity disorder. We discuss the neural mechanisms underlying delay discounting and describe how interindividual variability (trait effects) in the neural instantiation of subprocesses of delay discounting (such as reward valuation, cognitive control and prospection) contributes to differences in behaviour. We next discuss different interventions that can partially remedy impulsive decision-making (state effects). Although the precise neural mechanisms underlying many of these modulating influences are only beginning to be unravelled, they point towards novel treatment approaches for disorders of impulse control.

The subjective nature of preferences
Experience tells us that preferences are subjective. Some people are patient, others impatient, some take risks and others tend to avoid them. In recent years, many areas of decision science, including psychology, behavioural economics, psychiatry and cognitive and systems neuroscience, have adopted approaches that focus on subjective aspects of choice and valuation. One area of research that has been extremely fruitful in the study of subjective choice and valuation is intertemporal decision making (see Glossary). In intertemporal choice problems, agents are required to compute a trade-off between time and gains or losses. Typically, future outcomes are devalued as a function of delay [1] and this process is referred to as temporal discounting or delay discounting (DD). The subjective value of a reward of €50 is greater when delivered today than when expected in a month’s time. This highly interdisciplinary area of research has shown remarkable success and rapid progress in the past few years for a number of reasons. The issue is of high ecological relevance, because intertemporal decisions are abundant in everyday life, such as in the areas of education, health, retirement savings, investment and so forth. The issue is also of high clinical relevance, because impairments in DD characterize a range of psychiatric conditions, including substance abuse, addiction and attention-deficit hyperactivity disorder. Finally, formal models of intertemporal choice can describe individual preferences with high accuracy, which facilitates the detection of subtle differences in preferences both within and between individuals.

In this review, we start with a brief introduction on modelling of DD and then summarize sources of variability between individuals. We draw a core distinction between trait differences (i.e. differences in decision-making between individuals, e.g. because of genetic factors) and state differences (i.e. context-dependent changes in preferences within the same individual). We then examine what cognitive neuroscience has contributed to our understanding of the neural mechanisms underlying intertemporal decision-making. We first identify component processes of DD (e.g. reward valuation, cognitive control and prospection) and examine how variability in these processes at the neural level accounts for interindividual differences in behaviour. We then turn to the state dependency of DD and highlight recent attempts to modulate discounting within subjects using behavioural, pharmacological and training-based interventions.

Glossary

Delay (or temporal) discounting: the phenomenon that agents typically devalue rewards as a function of the delay to their delivery.
Dynamic inconsistency: Consistent delay discounting entails that adding a common constant delay to the available options does not change which option is preferred by an individual. The fact that human preferences are typically not consistent in this fashion is referred to as dynamic inconsistency. For example, an individual may prefer 20€ in 1 week over 25€ in 2 weeks, but 25€ in 10 weeks over 20€ in 9 weeks.
Framing effect: a modulation of decision-making due to the way in which a decision problem is stated.
Indifference point: a magnitude-delay combination of a larger-but-later reward which is of equal subjective value as a particular smaller-but-sooner reward.
Inter-temporal choice: choosing between options associated with outcomes at different points in the future.
State-difference: a difference in behaviour in an individual that depends on short-term situational factors, such as a pharmacological intervention or a particular framing effect.
Trait-difference: a difference in behaviour between groups of subjects (e.g. psychiatric patients and healthy subjects) that is relatively stable over time, and thus similar to a personality variable.
Computational models of DD

Standard models

Computational models of DD aim to develop functions that capture the relationship between temporal proximity and subjective value (Figure 1a). Two models have dominated the field of temporal discounting for the last decades and both include a single free parameter, the discount rate $k$. The decay of subjective value (SV) over time is modelled as an exponential (i.e. $SV=Ae^{-kD}$ [2]) or hyperbolic (i.e. $SV=A/(1+kD)$ [3]) function of delay, where $A$ is the objective amount of the reward, $D$ is the delay and $k$ is the subject-specific discount rate. In both models, lower values of $k$ indicate that a subject is relatively patient and willing to wait for a longer time, even for a delayed payoff that is only moderately larger than the available smaller-but-sooner option. Greater values of $k$, conversely, reflect the fact that a subject is impatient and refuses to wait, even for relatively large rewards in the proximal future. Typically, the hyperbolic model is preferred over the exponential model [1] because of a superior fit to most data sets [4] and because, unlike the exponential model, it can account for temporal discounting phenomena such as dynamic inconsistency [1]. Finally, a model-free measure of DD can be derived by simply calculating the area under the empirically derived curve (AUC; Figure 1a) [5]. Larger AUC values correspond to less discounting, whereas smaller values correspond to greater discounting.

Two-parameter extensions

More recent research indicates that an additional parameter might be required to accurately model temporal discounting, at least in human subjects [1]. Two-parameter extensions of both the exponential and hyperbolic models have been suggested. For instance, a prominent extension of the exponential model, the $\beta$–$\delta$ model, introduces an additional parameter ($\beta$) that specifically weights immediate rewards [6]. Unlike the single-parameter exponential function, this two-parameter model can account for dynamic inconsistency. Two-parameter extensions of the hyperbolic model are often referred to as quasi-hyperbolic models and introduce an additional scaling exponent, either applied to the entire denominator ($SV=A/(1+kD)^{\gamma}$ [7]) or only to the delay ($SV=A/(1+kD)^{\alpha}$ [8]). There is some evidence that two-parameter models provide an even better fit than single-parameter models [4] even when accounting for increased model complexity [9]. The additional scaling exponent in the latter model might also have a psychological interpretation as the scaling of subjective time, which is often highly non-linear (Box 1) [10].

Box 1. Subjective time perception and discounting
Delay discounting might partly be attributable to a dilated subjective time perception [10]. If an agent perceives delays as subjectively longer than they actually are, this might in part account for an increased tendency to choose smaller but sooner rewards, because subjectively the future will seem to be more distant. Interestingly, there is some evidence of overestimation of temporal durations in addicts that is partly accounted for by differences in impulsivity [132]. Addicts typically show particularly steep delay discounting, which suggests a link between discounting, impulsivity and time perception [108]. Although the time scale investigated in this study was in the range of seconds to minutes rather than days or months (as is typical in studies of delay discounting), subjective over-estimation of durations might be an additional factor contributing to increased discounting in addiction.
retest reliability (a measure of consistency of a particular assessment over time) was highly significant, reflecting the high long-term (trait-like) stability of temporal discounting.

Such model-based analyses of decision-making facilitate the detection of even relatively subtle changes in preferences, both between and within individuals. In addition, subjective values derived from these computational models can be used as explanatory variables in electrophysiological [18] and human functional neuroimaging studies [11,12,19,20], facilitating the characterization of neural activity that co-varies with these subjectively discounted values.

**Individual differences in DD**

**The trait–state distinction**

An important question that arises in decision research is whether certain differences observed in choice and valuation (e.g. between different individuals or experimental conditions) are caused by state or trait differences. In particular with respect to DD, it has recently been suggested that both factors might affect decision-making [21]. In this view, preferences are flexible and dependent on the decision context or current requirements of the organism. These factors might thus induce a state-dependent shift in the value function that reflects the ability of the organism to adapt preferences and choices to a changing environment or changing internal states or goals (Figure 1b). At the same time, such state-dependent changes might occur at different baseline levels in different individuals, and these different baseline levels of preferences reflect the trait component. Figure 1c shows how the degree of discounting in a group of pathological gamblers is stable across multiple testing sessions [17] (trait component). In fact, there is even some evidence that the trait-like stability of DD might be partly determined by genetic factors (Box 2). However, the data shown in Figure 1c also reveal a state-dependent shift in preferences: the vast majority of gamblers were more impulsive (i.e. smaller AUC) when tested in a gambling context compared to a non-gambling context. In the following sections on trait differences, we focus on addiction and the crucial period of adolescence (Box 4) as two well-studied examples of trait differences in valuation processes.

**DD in addiction**

The rate of DD is a reliable trait marker for addiction, because addicts typically discount delayed rewards much more steeply than control subjects [21,22]. This has been observed for opioid-dependent subjects [23,24], methamphetamine users [25], smokers [26–31] and alcoholics [32,33], and thus seems to be largely independent of the particular drug of abuse. In fact, similar effects have been reported for pathological gambling [34–37], a non-substance-based addiction [38]. Additional evidence indicates that impulsive discounting in addiction is observed for both non-drug rewards such as money and the drug of abuse, although discounting for the latter might be even steeper [26,39,40].

The association of DD with addiction raises the typical question of causality: is increased discounting a consequence or cause of addiction? One possibility is that common genetic factors might result in an impulsive personality (which is reflected in steeper discounting) and at the same time increase the likelihood of drug use [41]. Alternatively, impulsive discounting might arise as a consequence of long-term drug use, which could induce changes at the neural level that bias an individual to make short-sighted decisions. A recent longitudinal study addressed this issue in a large cohort of adolescents [32], a population that is often considered particularly vulnerable to addiction [42,43]. No association between changes in DD over time and changes in smoking behaviour was observed. That is, subjects who smoked more over time did not exhibit an increase in DD over time. DD might therefore constitute a risk factor for smoking, rather than being a consequence of long-term nicotine use. This view is also compatible with the finding that even mild adolescent smokers show increased DD, in conjunction with reduced striatal reward anticipation responses [31]. Similar observations have been made in rats that were pre-screened for differences in DD [44]. Steeply discounting animals acquired a cocaine self-administration habit significantly faster and at higher dosages than rats who discounted less, in line with the view that DD reflects a risk factor for substance abuse.

At the same time, effects of chronic exposure might differ between drugs. For example, prior exposure to cocaine induces long-term increases in DD in rats [45,46] and leads to long-term neural changes such as a reduction in dopamine D2 receptor availability in monkeys [47]. Along similar lines, acute administration of D-amphetamine (a drug that increases extracellular dopamine levels) in rats decreases discounting, whereas chronic administration increases discounting [48]. Thus, depending on the specific drug or substance in question, effects on DD can be chronic and/or related to acute exposure (or withdrawal).
The cognitive neuroscience of DD: trait effects
Recent theoretical accounts distinguish between at least two general processing stages in decision-making [49]: valuation, which is the neural computation and representation of the subjective values of available decision options, and choice, which comprises processes leading to and supporting action selection. Following this taxonomy, we first focus on the neural mechanisms underlying reward valuation processes in DD. We then address the role of processes related to conflict monitoring and cognitive control, and finally consider the role of prospection in intertemporal decision-making. In all cases, we highlight how alterations in the processes might contribute to trait differences in DD.

The valuation network
Domain-general and domain-specific valuation
Overwhelming evidence implicates the ventral striatum (VS) and orbitofrontal cortex (OFC), in particular its ventromedial part (often referred to as ventromedial prefrontal cortex, vmPFC, or medial OFC) in the representation of the incentive value of a broad range of different classes of rewards [49–52]. The VS is a projection region of dopaminergic neurons in the substantia nigra (SN) and the ventral tegmental area (VTA), which have been implicated in reinforcement learning and reward processing [53]. The VS and vmPFC are strongly interconnected and have extensive connections to other regions such as the amygdala and hippocampus [54]. Overlapping regions of the vmPFC and mOFC seem to represent the value of primary sensory reinforcers, such as pleasant tastes, smells or images, abstract secondary rewards such as money, and even more complex subjective values in which multiple dimensions of a stimulus, such as different decision costs, are integrated [51], which suggests that the VS–OFC network (Figure 2) forms a domain-general valuation network [12,49,50,52,55]. In particular, the basolateral amygdala (BLA) seems to be crucial for the acquisition of value representations in the vmPFC [56].

In line with these observations, it has been repeatedly shown that activity in the ventral striatum and/or vmPFC correlates with the discounted value of future rewards in DD paradigms [11,12,14,19,20,57,58]. Electrophysiological studies have also revealed neurons that code for discounted value in monkey dorsolateral PFC [18] and the avian analogue of the PFC [59]. In addition, at least in humans, there are regions in which valuation-related activity is somewhat specific to delayed rewards, for example when compared to probabilistic rewards [12,60] or rewards associated with physical effort [57]. These delay-specific signals are found in medial PFC, lateral parietal cortex and subregions of the posterior cingulate cortex (PCC). Thus, although a range of different rewards (including temporally discounted delayed rewards) are represented in overlapping regions of the vmPFC and/or ventral striatum [51], at the neural level, some signatures of value might be specific to DD to a certain extent.

Single versus dual valuation accounts
An early debate concerned the question of single versus dual valuation systems for immediate and delayed rewards. In line with the behavioural two-parameter β–δ model of intertemporal choice (see previous section), McClure and colleagues reported that distinct neural systems are recruited during DD, depending on whether a particularly tempting immediate reward option is present or not [6,61]. In their view, immediate rewards recruit a limbic system including the striatum and vmPFC, whereas the value of more delayed rewards is represented in prefrontal control regions such as the dorsolateral PFC (DLPFC). By contrast, others have argued that a single neural system (medial PFC, ventral striatum and PCC) represents the value of all rewards, regardless of delay [11]. Methodological differences between the two sets of studies make direct comparison of the findings somewhat difficult. Nonetheless, recent data might help to resolve this debate, and lend some support to the single valuation account. First, medial PFC and PCC might signal the presence of an immediate reward in an all-or-none fashion, in other words, without enhancing a neural value correlation [58]. Second, when the subjective values of delayed rewards are increased to a level comparable to a situation in which choices are made relative to a fixed immediate reward, medial PFC, ventral striatum and PCC represent

Figure 2. Networks implicated in different component processes of temporal discounting: cognitive control (blue), reward valuation (red) and imagery or prospection (green). Ventromedial PFC and posterior cingulate cortex are involved in both prospection and valuation.
subjective value, even in the absence of immediate rewards [19]. This is inconsistent with the notion that these regions represent a specific immediacy signal. Furthermore, the lateral PFC might reflect deployment of self-control during decision-making not because an alternative (i.e. delayed) value signal is represented in this structure, but because lateral PFC might modulate a value signal encoded in the vmPFC [62]. There is also recent evidence that immediate rewards might carry greater incentive value than delayed rewards, even when they are preference-matched [63], because they result in greater activation in the valuation network. Finally, a recent study observed increased discounting in mOFC or vmPFC lesion patients [64]. If mOFC activity biases individuals to make short-sighted impulsive choices, as suggested by the β-δ model, mOFC damage would be expected to reduce, not increase, discounting.

**Addiction is associated with altered neural value representations**

It is well established that drug-related cues induce an increased response in the reward system of addicts [65]. Fewer studies have addressed the question of whether addiction is associated with more general alterations in reward processing. This is of particular interest because it might constitute a risk factor for the development of drug use. An early positron emission tomography (PET) study assessed neural responses to monetary and non-monetary reinforcement in control subjects and opiate addicts [66] and observed reduced striatal responses to non-monetary reinforcement in the addicted group. Another study found that in a simple probabilistic guessing task, pathological gamblers showed a marked reduction in gain-related activation of the VS and vmPFC [40], and this reduction in reward sensitivity was correlated with gambling severity. Along similar lines, cocaine addicts showed reduced orbitofrontal cortex activation to monetary rewards of different magnitude [67] whereas control subjects exhibited increased OFC activation with increasing reward amount; this pattern was considerably less pronounced in the addicted group. Finally, both adolescent [31] and adult smokers [68] show reduced striatal responses during reward processing. Thus, addiction might be associated with a reduced neural response to non-drug rewards [69], which might be associated with a decrease in VS dopamine release [70].

However, because addiction is associated with steeper reward discounting, the rewards under consideration in some of these studies were probably not matched for subjective value between groups, and this might partly account for the differences observed in neural reward responses. Findings from a PET study in smokers and non-smokers argue against this possibility [71]. During the course of this experiment, subjects rated the subjective value of rewards on an 11-point scale. Even though the ratings revealed a similar valuation of monetary rewards in smokers and non-smokers, smokers nonetheless showed reduced reward-related responses in the VS. In addition, there is recent evidence that the neural valuation response in adult smokers might be particularly reduced for delayed compared to immediate monetary rewards, even when these rewards are preference-matched [72]. Thus, the overall data are compatible with the view that addiction is associated with reduced responses of the VS and orbitofrontal cortex, including vmPFC, during the processing of non-drug rewards, consistent with findings in animal models (Box 3).

**Interindividual differences in neural valuation predict differences in discounting**

The literature on addiction summarized above suggests the possibility that individual differences in DD correlate with changes in reward-related neural responses in the valuation network. Although a first analysis of the relationship between DD (tested behaviourally outside the scanner) and striatal responses during positive versus negative reward feedback revealed a positive correlation [73] – individuals who discounted more steeply showed stronger feedback-related VS responses – a more recent study revealed reduced VS responses to the magnitude of delayed rewards in steep discounters in a healthy population [14]. In line with this finding, lateral OFC activation is negatively correlated with impulsive discounting [74] – that is, less discounting is associated with greater lateral OFC activity – which is consistent with the link between discounting and reduced responses in the reward system in addiction. The latter results are also consistent with the observation that lesions to the nucleus accumbens, but not to the anterior cingulate or medial PFC, increase DD in rats [75], which strongly suggests that striatal dysfunction contributes to impulsive decision-making [76]. Although additional research and replications are clearly needed, preliminary evidence therefore points towards a link between a behavioural focus on short-term reinforcement and a reduction in sensitivity of regions involved in the valuation stage of DD. This association might characterize addiction, but might also contribute to interindividual differences in healthy subjects.

**The cognitive control network**

**Conflict monitoring, strategy adaptation and the anterior cingulate cortex**

In addition to effects of subjective reward value, decision-making is affected by another important variable, decision conflict. Decisions are difficult when options are of similar value, whereas decisions are easier when option values are clearly different. The degree of decision conflict in such situations is correlated with activity in prefrontal control regions, in particular the anterior cingulate cortex (ACC)

---

**Box 3. The valuation network and addiction: evidence from animal models**

The finding in humans of an association between addiction and functional alterations in the valuation network is compatible with data from animal models, and we highlight just two examples. Rats that are more behaviourally impulsive show increased levels of cocaine self-administration [76]. At the same time, these animals also have reduced availability of dopamine D2/3 receptors in the VS [76]. Similar effects have been observed in a study that examined cocaine self-administration in monkeys. Monkeys with lower baseline dopamine D2 receptor availability showed increased levels of self-administration compared to monkeys with higher D2 receptor levels [47]. These observations confirm findings in humans that interindividual differences in the dopaminergic system are associated with differences in vulnerability to drug use.
In intertemporal choice, this effect is typically examined by comparing choices close to a subject’s indifference point (i.e., situations in which the smaller-but-sooner reward has a similar subjective value to the larger-but-later reward). ACC activity [78–80] and lateral PFC activity [6,80] are typically greater during hard compared to easy intertemporal choices. ACC activity also reflects increases in conflict-induced response times during DD [79]. More generally, recent findings suggest that distinct types of conflict, such as between different decision options, responses or decision strategies, are reflected in ACC activation, possibly involving distinct subregions [81]. The function of ACC conflict signals are debated, but one proposal is that they might serve to bias future behaviour towards more efficient (i.e., cognitively less demanding) processing modes or strategies [82]. Support for such a role of the ACC during DD comes from a recent study that found that valuation signals in bilateral ACC correlated with degree of change in impulsivity between contextually different experimental conditions [20], which is compatible with a role of the ACC in mediating context-dependent changes in decision strategy.

**Cognitive control and the anterior-lateral PFC**

It has been suggested that maturation of prefrontal regions is one factor underlying the development of self-control during adolescence (Box 4). However, an important role for the PFC in cognitive control during intertemporal choice in adults was also suggested by McClure and colleagues [6]. In this study, whenever subjects chose the delayed reward, relative activation in regions comprising the delta-network (i.e., circuits in the PFC and lateral parietal cortex) were more active than when subjects chose the immediate reward, which is consistent with a role of these regions in exerting cognitive control to support harvesting of greater long-term benefits. A more recent study examined the hypothesis that value signals in the vmPFC are modulated by top-down control of the lateral PFC [62]. In this study, dieters performed three different tasks during fMRI: health ratings of food items, taste ratings of food items, and choices between different foods and a reference food item. Based on their choices, subjects were either classified as self-controlers (SCs, subjects who made their choices based on both taste and health) and non-self-controlers (NSCs, subjects who chose based on taste alone). Only in trials in which SCs successfully used self-control was the value signal in the vmPFC significantly modulated by the DLPFC (see Box 5 for more information on advanced fMRI analyses). Interestingly, this modulatory influence of the DLPFC was indirect via functional connectivity with a more ventral PFC region, which in turn showed connectivity with the vmPFC. Based on these data, we could hypothesize a similar role of the DLPFC in self-control during intertemporal decision-making (i.e., biasing behaviour towards choosing the larger-but-later rather than the smaller-but-sooner reward) [6]. This hypothesis was examined by Figner and colleagues, who applied transcranial magnetic stimulation (TMS) over the left or right DLPFC during an intertemporal choice task [83]. Disruption of left DLPFC increased impulsive choices, specifically in trials in which a particularly tempting immediate reward option was available. Importantly, TMS did not affect the valuation of decision options presented in isolation, which is compatible with the idea that DLPFC modulates value signals in other regions rather than contributing to the actual valuation process per se.

**Steep discounters show reduced prefrontal activation**

In addition to functional changes in reward processing, addiction is also characterized by changes in cognitive control processes predominantly mediated by the PFC [69,84]. For example, during simple response-inhibition paradigms, addicts show marked impairments compared to healthy comparison subjects, and these impairments are associated with reduced neural responses in PFC and ACC [85]. There is some evidence that prefrontal activity during difficult intertemporal choices might be less pronounced in methamphetamine addicts [25]. One function of the PFC during DD might be the exertion of cognitive control to override short-sighted choices [83], so it could be hypothesized that there is an association between the degree of impulsive discounting and the functional involvement of the PFC. In line with this idea, two neuroimaging studies revealed greater activity in an anterior medial PFC region in less impulsive subjects, which was interpreted in terms of enhanced imagery processes [86] or enhanced executive control [58]. Activity in a more ventrolateral PFC region showed a similar correlation with discount rates in a mixed sample of control subjects and methamphetamine users [25]. Another study revealed dorsolateral PFC deactivation that was correlated with reward delay [14], and this deactivation was more pronounced in impulsive than in less-impulsive subjects. Finally, greater anterior PFC activity measured during an unrelated working memory task predicted less discounting [87]. Taken together, these
findings support the notion that interindividual differences in the degree of PFC recruitment contribute to interindividual variability in discounting, with greater PFC involvement probably reflecting enhanced cognitive control and, as a result, less impulsive decision-making.

The medial temporal lobe (MTL) network: predictions and affect

MTL contributions to DD

Two regions in the MTL, the hippocampus and the amygdala, have repeatedly been implicated in DD, although their precise contributions are poorly understood. Damage to the hippocampus increases DD in rats [88–90], although it is unclear whether this constitutes a selective impairment in DD or generalizes to other forms of cost–benefit decision-making. Amygdala damage in rodents, conversely, is known to impair performance in a range of cost–benefit choice tasks, including probability discounting, effort discounting and DD [91–93]. However, the precise role of the amygdala in these processes is unclear. One possibility is that the amygdala contributes through memory-related processes [56,91] and/or through activation of somatic markers of emotional states associated with rewards, in particular with respect to immediate reinforcement [94]. Amygdala activation during imagery in humans might also reflect positive affect [95], which in turn might contribute to reductions in DD in conditions promoting episodic imagery, which were associated with increased ACC–amygdala coupling [20].

A hippocampal representation of decision outcomes?

In rats, hippocampal activation at decision points during maze traversions represents potential forward paths that could be taken by the animal [96,97], which is consistent with a role in the evaluation of decision outcomes. In humans, the hippocampus is part of an extended system representing past and future events [98,99], in particular vivid details associated with event episodes [100], and recent data indicate that hippocampal damage in humans can also lead to impairments in decision-making [101]. One possibility is therefore that the role of the hippocampus in decision-making (including DD) might be a representation of decision outcomes [20,102]. In addition to the hippocampus, vmPFC, mOFC and PCC are part of an extended imagery or prospect network [20,98]. There is some recent evidence that damage to the mOFC increases discounting in humans [64], a finding that is compatible with a role of this region in supporting future-minded decision-making through mechanisms of episodic prospection. This extended prospection network is also strongly implicated in the valuation stage of DD (see previous sections), so an important open question is how imagery and valuation processes interact in these regions [103]. For example, do overlapping regions of the vmPFC, mOFC and PCC process imagery- and value-related information? How do patients with hippocampal amnesia, who show marked impairments in prospection [104], evaluate future rewards? If the hippocampus reduces DD through its role in episodic imagery [20], hippocampal patients would be expected to show increased DD similar to mOFC patients [64]. A related issue is whether increased impulsivity in DD is associated with impairments in episodic imagery. Variability in imagery might constitute an additional factor underlying the considerable variability of DD in healthy subjects. At the same time, it is possible that an inability to use episodic predictions to guide choices might contribute to the steep discounting observed in addiction.

Interim conclusions

We have shown that at least three distinct networks contribute to intertemporal decision-making. A valuation network comprising vmPFC, mOFC, ventral striatum and PCC represents the subjective discounted value of future rewards. The lateral PFC and ACC are involved in DD, predominantly through their role in cognitive control, conflict monitoring and strategy adaptation. Finally, although still poorly understood, MTL regions including the hippocampus might contribute to DD through representing potential future outcomes of decisions (prospection). Interindividual differences in DD might therefore arise from processing differences in these neural systems, such as from an inability to accurately represent the incentive value of future rewards (valuation deficit) and/or from an inability to exert top-down modulatory control over a disadvantageous choice tendency (self-control deficit) and/or, a rarely addressed issue, a deficit in using mental representations of decision outcomes to guide choice (prospection deficit).

With respect to valuation deficits, samples that show impulsive discounting are characterized by processing differences in core regions involved in the valuation process [50,51], but both hyper- (adolescents) and hyporesponsivity (addiction) have been reported, which suggests that different underlying mechanisms exist. At the same time, whether reward anticipation or feedback processing is examined might also play an important role, a point that we have not addressed [105]. Differences in neural valuation processes might also underlie the observed effects of genetic (e.g. dopaminergic) polymorphisms [106] on DD. When it comes to the role of the executive control network in DD, trait differences might arise because of between-subject differences in the ability to exert self-control, and findings indicate that prefrontal down-regulation might underlie impairments in self-control. This has been observed during development, in psychiatric conditions such as addiction and in analyses focussing on individual differences in healthy adults. An additional (albeit understudied) factor that might drive the considerable degree of interindividual differences in DD is variability in episodic imagery, which could contribute to interindividual differences in both healthy subjects and psychiatric populations. Further studies are required to explore this possibility.

A range of open questions remain regarding the neurobiological underpinnings of individual differences in DD. Interactions between the proposed networks have rarely been examined (but see [20,62,107]) and future studies will benefit from the use of advanced fMRI analysis techniques (Box 5) to examine how differences in the functional interactions between these different networks contribute to trait differences in behaviour. The idea of a top-down modulation of the valuation system through prefrontal...
cognitive control is appealing [62] but requires replication in other decision-making contexts. Finally, a better process-based understanding of mechanisms underlying trait differences can be achieved if potential contributing psychological constructs are routinely measured. This could include standardized assessments of prospection [108] and/or time perception [109] (Box 1) in DD studies.

**Contextual modulations in DD: state effects**

In light of the consistent association of DD with substance abuse and addiction, it is of high clinical relevance to identify mechanisms or interventions that reduce impulsive discounting. At the same time, a better understanding of modulating factors could enhance our understanding of the psychological (and neural) processes underlying DD. We address three basic types of state modulation that provide insight into the psychological and neural mechanisms of DD, as well as into the potential for intervention.

**Behavioural state effects: framing and context**

Behavioural state effects occur, for example, on a trial-by-trial or condition-by-condition basis, as a result of differences in the context or framing of decision options. Framing effects are a central component of prospect theory [110], which indicates that valuation and/or choice are highly dependent on the decision context. Recently, a range of contextual manipulations specific to the domain of DD have been discovered that shed light on the psychological processes involved. First, context manipulations that might affect the way that time or delay is represented by a subject seem to modulate DD. Framing a delayed reward in terms of accelerating its arrival reduces DD, whereas framing in terms of delaying its arrival increases DD [111]. Along similar lines, expressing a delay in terms of the date of reward delivery reduces discounting compared to purely delay-based (i.e. interval) processing [112]. Thus, highlighting the waiting duration increases reward discounting whereas putting the focus on the outcome delivery time point decreases discounting.

A more recent observation in intertemporal decision-making is that delayed rewards that are paired with subject-specific real episodic cues reduce the rate of reward discounting [20]. In particular, this effect of episodic cues on preferences was significantly affected by interindividual differences in episodic imagery, as assessed through post-scan ratings, which suggests that the better one imagines the future, the more one also values the future. This fits well with previous theoretical considerations of the potential evolutionary advantage of the human ability to (mentally) time travel into the future [113]. Functional neuroimaging revealed that the effect of episodic thinking on DD was correlated with the degree of hippocampal–ACC coupling (see Box 5 for methodological considerations). This strongly suggests that brain regions involved in episodic memory and future thinking such as the hippocampus [98] functionally interact with prefrontal decision-making circuits during imagery-dependent alterations in DD.

More generally, construal level theory (CLT) suggests that time itself modulates the way that a particular future event is mentally represented, which can in turn affect preferences [114]. People evaluate events in the more distant future with greater weight placed on more abstract features of those events (high-level construal), whereas more proximal events are evaluated with respect to concrete aspects (low-level construal) [115]. In line with CLT, there is evidence that positive mental representations of abstract event features increase the value of more distal events, whereas positive representations of concrete event features increase the value of more proximal events [115]. Alterations of temporal construal might therefore affect DD, a possibility that could be explored in future studies.

**Box 5. Methodological considerations**

**How do different brain circuits interact during decision-making?**

More advanced analysis methods in functional neuroimaging can help to address this issue. For example, using psychophysiological interaction analyses (PPI), also referred to as functional connectivity analyses, researchers can examine how interregional correlations in the MR signal change as a function of an experimental manipulation [151]. Importantly, PPI analyses examine correlation, not causation, and therefore some caution is warranted for interpretations in terms of neural interactions between regions. Nonetheless, interactions consistent with primate neuroanatomy have frequently been observed. Hare and colleagues observed functional connectivity between PFC and vmPFC, specifically in trials involving successful self-control [62], which is compatible with a modulatory top-down influence of the PFC on valuation-related activity in the vmPFC. Similar coupling effects have been observed between PFC and ventral striatum [107]. In a recent study by Peters and Büchel, functional connectivity between the hippocampus and the ACC increased as the effect of episodic imagery on subjects’ choices increased [20]. Both studies show that such analyses can be used to test anatomically motivated hypotheses of functional interactions between regions. Using more elaborate approaches such as dynamic causal modelling (DCM), specific anatomically motivated models, including hypothesis about the directionality of interactions, can be tested and different competing models can be compared [152]. Finally, carefully designed disconnection studies in rodents [92,153] can be informative regarding the inter-regional communication required in a specific task.

**Which networks play a causal role in a given process?**

In contrast to functional neuroimaging, transcranial magnetic stimulation (TMS, a technique that facilitates reversible partial disruption or enhancement of neural processing in specific cortical regions in healthy subjects) and studies in brain-damaged patients and lesion studies in experimental animals provide opportunities to directly examine the causal role of a given brain region for a particular task. For example, TMS revealed a role for lateral PFC in cognitive control during intertemporal and risky choice [83,154] and during valuation of food rewards [155]. Relatively few studies have investigated decision-making deficits following circumscribed brain lesions, and most of these have focussed on patients with vmPFC, insula and amygdala damage, using the Iowa Gambling Task or variations thereof [94,156–161], whereas one study that examined DD observed no effects of medial PFC damage [162]. By contrast, a recent study on patients with more inferior lesions including the mOFC revealed a marked increase in impulsive discounting [64]. Such experimental studies can be complemented by neural network simulations that compare the performance of intact and lesioned models [163].

At the same time, a large body of animal literature describes impairments in cost-benefit decision-making in rodents following lesions to the amygdala, hippocampus and medial PFC [88,91–93,153], but how these findings relate to human data remains unclear. Therefore, the use of convergent tasks for neuroimaging, patient studies and TMS would add to our knowledge and could lead to much firmer conclusions regarding the causal necessity of activations observed in neuroimaging for specific subprocesses of DD, such as valuation, cognitive control and conflict monitoring.
The general testing context can also modulate discount functions (Figure 1c). Pathological gamblers show increased impulsive choices when discount functions are tested in a gambling compared to a non-gambling context [17]. This finding provides strong support for the distinction between state and trait effects on DD, because gamblers typically discount more steeply (see the previous section). This finding is also compatible with the view that general contextual cues might affect decision-making through activation of learned behavioural patterns. In addition, in men, but less so in women, viewing attractive faces of the opposite sex increases DD [116], possibly in addition, in men, viewing attractive faces of the opposite sex increases DD [116], possibly through an arousal-related mechanism.

Finally, factors that have not been investigated with respect to DD are the effects of environmental enrichment and social hierarchy. Social hierarchy influences the behavioural effects of cocaine administration in monkeys, whereas environmental enrichment can increase cocaine abstinence [117], which suggests that both factors might also play a role in human impulsive choice such as DD.

**Physiological states**

Individuals can be in different physiological states, for example because of deliberate pharmacological intervention, drug intoxication or withdrawal, or dietary interventions. Dopamine plays a pivotal role in reward processing and addiction [118], and changes in dopaminergic signalling might also underlie other psychiatric disorders such as attention-deficit hyperactivity disorder that are also associated with alterations in DD [119]. Furthermore, individual differences in dopamine autoreceptor availability in the SN and VTA predict trait impulsivity [120]. In line with these findings, pharmacological alterations of DD have been linked to both direct and indirect state modulations in dopaminergic processing. Pine and colleagues administered the dopamine precursor L-DOPA, haloperidol or placebo in a within-subject design during functional neuroimaging while participants performed a DD task [121]. Pharmacological enhancement of dopamine activity through L-DOPA administration increased reward DD in 12 out of 13 subjects. This observation is in agreement with the finding of increased impulsive behaviour in Parkinson’s disease patients on L-DOPA medication [122].

By contrast, dopamine levels in the ventral striatum are reduced during acute nicotine withdrawal [123,124]. At the same time, nicotine and opioid deprivation increases discounting of both drug rewards and money [39,40], which is compatible with a general reduction in reward sensitivity during periods of nicotine withdrawal [125], but at odds with the previously described hyperimpulsivity following enhancement of dopaminergic signalling. Acute administration of D-amphetamine, which increases dopamine release and reduces dopamine reuptake, reduces impulsive discounting in rats [126] and humans [127]. State modulations in dopaminergic processing therefore clearly affect DD, but dose–response relationships might be affected by a range of factors, including genetic differences in baseline dopaminergic signalling [106]. Dopamine might also support distinct functions in the PFC and striatum [105].

Finally, human subjects showed reduced DD (in a within-subject design) after consuming a sugar-containing soft drink compared with subjects who consumed a drink containing artificial sweetener [128]. Thus, choice between immediate and delayed rewards might be affected by current caloric requirements, such that in a state of relatively lower energy supply, organisms might focus more on immediate rewards, whereas a state of high energy supply biases more towards long-term reward harvesting.

**Training interventions to reduce impulsive discounting**

The previous sections examined trial-by-trial alterations in reward discounting through behavioural manipulations or effects of pharmacological interventions, but a few recent studies have examined specific training procedures aimed at reducing impulsive discounting. In conditional discrimination training, neutral stimuli acquire affective value through repeated association with positive (e.g. larger sums of money, better letter grades, etc.) or negative (less money, lower letter grades) stimuli. For example, participants learn over a number of trials that, for example, yellow is associated with positive stimuli whereas green is associated with negative stimuli. In gamblers, this training procedure alters preferences for otherwise identical slot machines that are associated with the trained colours [129], such that the positively associated slot machine is preferred following training. A similar effect occurs in DD, whereby delayed rewards that are presented together with the positive colour are preferred after training [130], which results in a reduction in discounting. Although the time course of this training-related effect is unclear, it nonetheless shows that learning of contextual associations can transfer and modulate choices in unrelated decision-making settings.

In light of the relationship between discounting and episodic memory or imagery [20] and working memory [87], an interesting question is whether memory training can reduce the degree of DD. This was recently assessed in two groups of stimulant addicts, one of which received working memory training whereas the other received similar cognitive training without specific memory demands [131]. Only in the memory training group was discounting of hypothetical money significantly reduced following training. However, the mechanism by which training induced changes in preferences remains a matter of speculation. For example, DD depends partly on working memory functions (i.e. decision options need to be actively maintained in memory to make accurate choices) and this might have affected decision-making.

**Interim conclusions**

The findings summarized in the preceding sections show that DD is a considerably stable trait within individuals, but one that is also subject to modulation on various levels. Behavioural framing and context effects suggest an important role for mental representation of the decision problem: how subjects represent delay and/or outcome seems to be a crucial factor in the valuation of that outcome. The overall decision context might also activate learned behavioural patterns, which might play a role in the impulsive behaviour observed in specific disorders such as pathological gambling [17]. A more complex picture emerges regarding changes in the dopaminergic system, because interindividual
differences in dopaminergic signalling (e.g. due to genetic factors, Box 2) probably interact with state-dependent changes in dopamine functioning in a region-specific manner [105]. Furthermore, environmental factors such as social hierarchy and environmental enrichment might interact with genetic predispositions [117] to determine the degree of impulsivity of an individual in a given situation. Finally, initial tests of training interventions specifically aimed at increasing future-minded choice have yielded promising results, and feasible future targets of such interventions might include training of imagery processes, temporal construal and self-control.

Concluding remarks
A basic model of the functional neuroanatomy of intertemporal choice is beginning to take shape. This model includes neural circuits that support different aspects of intertemporal decisions: vmPFC, VS and PCC are involved in the representation of subjective discounted value [49], and hyposensitivity of these regions might contribute to impulsive discounting in psychiatric conditions. PFC and ACC are part of a network that exerts cognitive control during decision-making, and in DD might bias behaviour towards overcoming of short-sighted (impulsive) choice tendencies. Reduced prefrontal control might be an additional mechanism contributing to highly impulsive discounting. By contrast, although clearly implicated in DD, the specific contributions of the hippocampus and amygdala are much less well studied, but might depend on the involvement of these regions in memory, prospection and affect. In our view, an important but rarely addressed hypothesis is that the hippocampus contributes to DD through the mental representation of future decision outcomes. If we view DD as arising from memory decay into the future, a contribution of the hippocampus follows quite naturally from its well-established role in episodic memory.

Although strongly determined by personality and genetic factors, impulsive discounting is not carved in stone. Despite strong trait-like interindividual differences, DD can be modulated by behavioural and pharmacological interventions. A better understanding of the neural mechanisms underlying these contextual modulations will therefore not only enhance our understanding of the neural and psychological processes contributing to DD, but also inform the development of novel treatment approaches based on the idea that people may be able to learn to mind the future in their choices.
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