Opponent Brain Systems for Reward and Punishment Learning: Causal Evidence From Drug and Lesion Studies in Humans
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Abstract

Approaching rewards and avoiding punishments are core principles that govern the adaptation of behavior to the environment. The machine learning literature has proposed formal algorithms to account for how agents adapt their decisions to optimize outcomes. In principle, these reinforcement learning models could be equally applied to positive and negative outcomes, i.e., rewards and punishments. Yet many neuroscience studies have suggested that reward and punishment learning might be underpinned by distinct brain systems. Reward learning has been shown to recruit midbrain dopaminergic nuclei and ventral prefrontostriatal circuits. The picture is less clear regarding the existence and anatomy of an opponent system: several hypotheses have been formulated for the neural implementation of punishment learning. In this chapter, we review the evidence for and against each hypothesis, focusing on human studies that compare the effects of neural perturbation, following drug administration and/or pathological conditions, on reward and punishment learning.

These famous words by John Locke suggest that rewards and punishments are not on a continuum from positive to negative: they pertain to distinct categories of events that we can imagine or experience. Indeed rewards and punishments trigger different kinds of subjective feelings (such as pleasure versus pain or desire versus dread) and elicit different types of behaviors (approach versus avoidance or invigoration versus inhibition). These considerations might suggest the idea that rewards and punishments are processed by different parts of the brain. In this chapter we examine this idea in the context of reinforcement learning, a computational process that could in principle apply equally to rewards and punishments. We start by summarizing the computational principles underlying reinforcement learning (Box 23.1 and Fig. 23.1) and by describing typical tasks that implement a comparison between reward and punishment learning (Box 23.2 and Fig. 23.2). Then we expose the current hypotheses about the possible implementation of reward and punishment learning systems in the brain (Fig. 23.3). Last,
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BOX 23.1

COMPUTATIONAL MODELS OF REINFORCEMENT LEARNING

The first reinforcement learning (RL) models come from the behaviorist tradition, in the form of mathematical laws describing learning curves [82] or formal descriptions of associative conditioning [2]. Subsequently, in the 1980s, computational investigation of RL received a significant boost when it grabbed the attention of machine learning scholars, who were aiming at developing algorithms for goal-oriented artificial agents [1]. In the
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machine learning literature, the typical RL problem involves an agent navigating through a series of states \( (s) \) by performing actions \( (a) \), while collecting some numeric reward \( (r) \). The goal of the agent is to select actions that maximize the future cumulative reward (also referred to as “return”). The typical RL algorithm has therefore two main functions: the value function, which stores reward predictions, and the policy function, which determines which action has to be taken to maximize the reward.

A variety of solutions to the RL problem have been proposed. The most relevant RL models for psychologists and neurobiologists revolve around the notion of reward-prediction error, which is equivalent to temporal difference error in most choice tasks, in which there is only one transition step between stimuli and outcomes. Reward-prediction error (RPE) is the difference between obtained and expected outcomes. Thus, after receiving a reward \( r \) at trial \( t \), an RPE \( \delta \) is calculated based on the current estimate of the state value \( V(s) \) as follows:

\[
\delta_t = r_t - V(s)_t
\]  

(23.1)

This error term is subsequently used to update (improve) the reward prediction through a learning rule. The most commonly used is the delta rule, in which the impact of each RPE on future expectation is scaled by a learning rate \( \alpha \):

\[
V(s)_{t+1} = V(s)_t + \alpha \delta_t
\]  

(23.2)

In RL models action selection can rely on “direct” or “indirect” policy functions. Direct policy implies that, instead of representing only state-based values \( [V(s)] \), the agent represents values that are both action- and state-dependent \( [Q(s,a)] \). Whereas state value represents the reward expected in a given situation, action values represent the reward expected from taking a particular action in a given situation. Action values can also be learned via prediction errors and delta rules, and directly compared to make a choice, as implemented in the Q-learning model—a model very frequently used in human and animal studies [83] (Fig. 23.1A, left). Indirect policy involves two separate representations for value prediction and action propensity, as famously implemented in the actor–critic model (Fig. 23.1A, right). In this model, the actor makes choices by comparing state-dependent action propensities \( [\pi(s,a)] \). The obtained reward \( r \) generates an RPE \( \delta \), relative to the state value stored by the critic \( [V(s)] \). The RPE is then used to improve (“criticize”) future reward expectations, as in Eq. (23.2), as well as action propensities in the following equation:

\[
\pi(s,a)_{t+1} = \pi(s,a)_t + \alpha \delta_t
\]  

(23.3)

An important problem that all RL algorithms must address is the trade-off between exploiting current knowledge and exploring alternative options. This exploitation/exploration trade-off is particularly relevant in probabilistic and changing environments, in which sticking to first impressions may prove ruinous. The simplest way to address this issue is to allow some stochasticity in the decision process. Thus, instead of systematically picking the highest value action (hard maximization or greedy decision rule), a softmax decision rule has been proposed [84] in which the probability of choosing \( A \) over \( B \) is a sigmoid function of the value difference between \( A \) and \( B \):

\[
P(A) = 1/(1 + \exp((Q(B) - Q(A))/\beta))
\]  

(23.4)

Here \( \beta \) is a temperature parameter that adjusts the steepness of the sigmoid function. The softmax function implies that exploration is maximal when \( Q(A) = Q(B) \). Note that this is the same function that is used in logistic regression, in which the \( \beta \) weight on the value difference would be equivalent to an inverse temperature.

Computational models are useful for the experimental exploration of human RL abilities in many respects. First, they may be used to generate trial-by-trial estimates of value prediction and prediction errors, which can then be mapped to brain activity using fMRI, an approach termed model-based fMRI [85]. Second, computational models may help finesse the analysis of learning deficits induced by drugs and lesions, compared to aggregate behavioral measures (Fig. 23.1B). For example, consider a case in which two different treatments are shown to impair instrumental learning, as evidenced by a decrease in correct choice rate compared to placebo. We might be tempted to conclude that the two drugs have “similar effects.” However, computational analysis may reveal that one drug affects the learning rate and the other the choice temperature parameter, thus dissociating their effects on the update versus selection process [86].
Basic computational models of reinforcement learning. (A) Computational architectures of standard models using direct and indirect policy rules (Q-learning and actor–critic models, respectively). In both architectures the decision process (policy) is modeled with a softmax function, whose exploration/exploitation trade-off is governed by parameter $\beta$ (temperature). In the Q-learning model decisions are made by comparing Q-values, which are action-specific estimates of the expected future reward. When the outcome is received, a prediction error $\delta$ is calculated as the difference between the chosen action Q-value and the actual reward. The prediction error is then used to update the chosen action Q-value via a delta rule adjusted by parameter $\alpha$ (learning rate). In the actor–critic model decisions are made by comparing policy values $\pi$, which are action-specific estimates of action probabilities, stored by the actor component. When the outcome is received, a prediction error $\delta$ is calculated as the difference between the state value, stored by the critic component, and the actual reward. The prediction error is then used in a delta rule to update reward prediction (ie, the state value) as well as the action probability (ie, the $\pi$-value), via different learning rates. (B) Macroscopic effects of varying key Q-learning parameters (learning rate $\alpha$ and choice temperature $\beta$) on average learning curves. Crucially, the learning rate affects only the latency, ie, the number of trials required to reach a given performance level, whereas the temperature also affects the plateau, ie, the performance level after convergence.

FIGURE 23.1 Basic computational models of reinforcement learning. (A) Computational architectures of standard models using direct and indirect policy rules (Q-learning and actor–critic models, respectively). In both architectures the decision process (policy) is modeled with a softmax function, whose exploration/exploitation trade-off is governed by parameter $\beta$ (temperature). In the Q-learning model decisions are made by comparing Q-values, which are action-specific estimates of the expected future reward. When the outcome is received, a prediction error $\delta$ is calculated as the difference between the chosen action Q-value and the actual reward. The prediction error is then used to update the chosen action Q-value via a delta rule adjusted by parameter $\alpha$ (learning rate). In the actor–critic model decisions are made by comparing policy values $\pi$, which are action-specific estimates of action probabilities, stored by the actor component. When the outcome is received, a prediction error $\delta$ is calculated as the difference between the state value, stored by the critic component, and the actual reward. The prediction error is then used in a delta rule to update reward prediction (ie, the state value) as well as the action probability (ie, the $\pi$-value), via different learning rates. (B) Macroscopic effects of varying key Q-learning parameters (learning rate $\alpha$ and choice temperature $\beta$) on average learning curves. Crucially, the learning rate affects only the latency, ie, the number of trials required to reach a given performance level, whereas the temperature also affects the plateau, ie, the performance level after convergence.

BOX 23.2

Behavioral tasks used to compare reward and punishment learning

The aim of such tasks is to dissociate valence-specific and valence-independent processes. It is important to implement the comparison within the same task to avoid confounds with details of the design and to avoid framing effects. Indeed subjects might reframe their expectations if they realize they are in a reward- or punishment-learning task, ie, they might change their reference point and, for instance, take an absence of reward as a punishment or an absence of punishment as a reward [76–78,87]. Con-trasting reward and punishment in the same protocol entails the challenging problem of comparing stimuli that do not necessarily share the same properties and whose values are not necessarily in the same range. A simple solution is to opt for secondary reinforcers such as money or even abstract “points.” In this case, rewards and punishments share the same sensory properties and, being numeric in nature, they can be directly fed to model-based analyses. Yet the generalizability to other forms of reinforcers, perhaps more natural for the brain, of results obtained using money or points is not automatically granted.

In the following we focus on instrumental (or operant) learning tasks but note that Pavlovian (or classical) learning tasks could also be used. In Pavlovian tasks, the occurrence of reinforcers is not contingent on the behavior of the subject, who can remain entirely passive. In the reinforcement learning (RL) framework, Pavlovian tasks elicit only a state value function, which can be used to fit implicit measures of learning such as pupil diameter or skin conductance response. Yet these measures are noisy, and model fitting implies specifying a function that relates them to state values, which is not as straightforward as in the case of choices [8]. Also, for Pavlovian tasks that do not require any overt behavior, it may be harder to control the engagement of subjects, an issue that is particularly problematic with patients. However, Pavlovian tasks avoid the issue of possible confounds with motor responses, which must be carefully orthogonalized with respect to outcome valence in instrumental tasks. This is because reward obtainment and punishment avoidance might be more naturally associated with “go” and “no-go” responses, respectively [88,89].

Instrumental learning tasks in humans have most frequently taken the form of two-armed bandits. Subjects are repeatedly presented with a choice between two abstract stimuli (often fractal images or letters taken from exotic alphabets) representing the two available actions.

Continued
Reinforcement learning (RL) refers to a class of processes through which an agent builds associations between stimuli and actions under the influence of rewards or punishments, i.e., events that possess a positive or negative value for the agent’s well-being. RL processes have been formally captured by a variety of algorithms in the machine learning literature (see Box 23.1 and Fig. 23.1). The typical RL algorithm learns, by trial and error, to select between available actions in an environment characterized by a given set of possible states, so as to maximize some notion of cumulative reward [1]. A key principle, inherited from the animal learning literature, that is common to most RL algorithms is learning being driven by reward-prediction error (RPE), a sort of signed surprise defined as the difference between expected and obtained rewards [2].

Electrophysiology studies have consistently reported RPE encoding in the dopaminergic midbrain areas of both human and nonhuman primates [3,4]. More precisely, it has been reported that the firing rate of dopamine (DA) neurons positively and parametrically scales with RPE [5]. Neuroimaging studies in humans have confirmed and extended these results by showing functional magnetic resonance imaging (fMRI) correlates of RPE in the midbrain [6], as well as in the main DA projection sites, such as the striatum and the prefrontal cortex, especially in their ventral parts [7–9].

In RL algorithms, there is no reason why the reward term could not take negative values, and hence capture the notion of punishment. This implies that, at least in principle, the same computations could be used for reward and punishment learning. However, physiological constraints suggest that a single neural system might not be able to encode in an equally efficient manner both RPEs and punishment-prediction errors (PPEs). This is simply because firing rate cannot be negative, and therefore neurons that have low spontaneous activity, as those in the midbrain, do not have sufficient range to encode PPE precisely with decreasing firing rate [10]. To obviate this physiological constraint, one solution is to assume that an opponent system might positively respond to PPE, just as the dopaminergic midbrain does for RPE [11]. So far,
several hypotheses have been formulated concerning the neural implementation of this tentative opponent system, but this remains extremely controversial [12–15] (see also Ref. [16] of the present volume). We have identified and describe here four main hypotheses (see also Fig. 23.3).

Hypothesis 1: No Opponent System

A first hypothesis is that there is actually no opponent system and that punishment avoidance is also resolved by the midbrain DA system within the basal ganglia circuits. It has been argued that, whereas phasic burst in DA activity encodes positive prediction errors, the duration of pauses in DA activity might encode negative prediction errors [17]. In this framework, an important role may be played by the habenula, an epithalamic nucleus whose activity has been shown to provide inhibitory input to the midbrain DA neurons following reward omission in monkeys [18]. Consistently, the habenula has been shown, in humans, to encode aversive events such as electric shocks and to have an impact on striatal activity [19].

Hypothesis 2: Dopaminergic Opponent System

A second hypothesis also supposes that avoidance learning is driven by DA activity, but thanks to a
different subset of midbrain neurons that positively encode punishments [20]. This hypothesis is based on electrophysiological observations that an anatomically segregated population of DA neurons in the nonhuman primate midbrain positively respond to aversive stimuli [21]. Consistently, human fMRI studies have shown positive encoding of punishment anticipation and PPE in the ventral tegmental area (VTA) and downstream in the striatum during aversive conditioning tasks [22–24]. fMRI data are generally consistent with the idea of a functional gradient, such that the ventral parts of the frontostriatal circuits would be preferentially concerned with reward seeking and dorsal parts with punishment avoidance [22,25,26].

Hypothesis 3: Serotoninergic Opponent System

A third hypothesis states that the neuromodulator serotonin (5-HT) could play the role of an opponent signal by encoding PPE [11]. A vast body of literature in rodents, linking the serotoninergic system (especially the dorsal raphe) to behavioral inhibition and “fight or flight” responses (generally induced by aversive events), originally motivated this hypothesis [27,28]. Further supporting this idea, at the electrophysiological level, 5-HT has been shown to antagonize DA function in the VTA and striatum [29,30].

Hypothesis 4: Other Opponent Systems

Finally, the fourth hypothesis postulates that punishment avoidance involves circuits outside the frontostriatal projections of the brain-stem neuromodulator systems. According to this hypothesis (which would be more appropriately considered as a collection of hypotheses), punishment learning is mediated by aversive signals encoded in other cortical and subcortical areas, such as the insula and amygdala (see also Ref. [31] in the present volume). A consistent body of electrophysiological, pharmacological, and lesion studies in animals supports the implication of these regions in punishment avoidance [32,33]. These results from animal studies align with some fMRI studies in humans, as well as with meta-analyses [34–37].

EVIDENCE FROM DRUG AND LESION STUDIES

For the sake of simplicity, we have assumed that the opponent systems encoding rewards and punishments both have a better precision (or gain) with increasing firing rates. This makes the prediction that damage to a subset of this system should preferentially degrade either reward or punishment learning and therefore produce effects on choice behavior that should interact with
outcome valence. In the following we examine this prediction, under the four hypotheses regarding the implementation of the opponent system underlying punishment learning. We focus on tasks that were employed in humans to compare reward and punishment learning directly (see examples in Box 23.2 and Fig. 23.2).

The first hypothesis states that midbrain DA bursts and dips are necessary and sufficient for reward and punishment learning, respectively. Thus, according to this hypothesis, enhancing DA function should increase reward learning to the detriment of punishment learning and DA blocking should produce the opposite effects. These predictions have been verified in Parkinson’s disease (PD) patients [38]. PD is characterized by DA neuronal loss and treated with DA enhancers, either metabolic precursors of DA or direct agonists of DA receptors [39]. A group of patients was tested twice (once ON and once OFF medication) with a probabilistic learning task (the Hiragana task in Fig. 23.2A). Results showed a significant medication by valence interaction, with ON-PD patients being better at reward learning than OFF-PD patients, and vice versa for punishment learning. This result has been interpreted within the framework of a neural network model of the basal ganglia that formalizes action selection as the result of a competition between a direct “go” and an indirect “no-go” pathway [40]. On one side, the go pathway expresses D1 DA receptors and is reinforced by DA bursts, leading to an increased probability of choosing options followed by reward. On the other side, the no-go pathway expresses D2 DA receptors and is reinforced by DA dips, leading to a reduced probability of choosing options followed by punishment. The interaction between medication status and outcome valence has been replicated several times in PD patients [41,42]. Another study further suggested that improvement in reward seeking observed under pro-DA modulation is specific to PD patients with DA dysregulation syndrome, whereas impairment of punishment avoidance stands only for nondysregulated patients [43]. This neurobiological model has received support from genetic studies, indicating specific roles for D1 and D2 polymorphisms in reward seeking and punishment avoidance behaviors, respectively [44,45].

Thus, investigations of RL abilities in PD with and without dopaminergic treatment were consistent with the idea that DA dips are necessary for punishment learning. The questions remained (1) whether these effects arose from the modulation of explicit learning processes or rather from implicit processes and (2) whether these effects were specific to PD patients and their medication or can be generalized to other conditions and treatments. To examine these questions, we adapted an instrumental learning task (the Agathodaimon task in Fig. 23.2B) such that symbolic cues indicating the state of the environment were not consciously perceived, and we tested patients with Tourette syndrome (TS) in addition to PD patients [46,47]. TS is an interesting model for studying RL because it is characterized by hyper-DA symptoms and treated with neuroleptics, an anti-DA medication (Fig. 23.4A) [48]. Our results concerning PD replicated previous findings, indicating that the interaction between medication status and outcome valence holds for implicit learning processes (Fig. 23.4B). Interestingly, TS patients displayed the opposite double dissociation, with OFF-TS patients being better at reward seeking and ON-TS patients at punishment learning. Thus, untreated PD and treated TS might receive the same interpretation: DA levels are too low for RPE-related DA bursts to reinforce approach behavior (Fig. 23.4C). Reciprocally, in treated PD and untreated TS, DA levels might be too high for PPE-related DA dips to reinforce avoidance behavior.

However, despite this suggestive evidence for the implication of DA dips in punishment learning, other studies directly challenged these findings. In fact, while enhancing reward learning by increasing DA levels has been almost systematically observed, results regarding punishment learning have been less consistent, with several studies showing no effect of dopaminergic drugs on avoidance behavior, even with doses that were efficient on reward seeking [25,49–51]. Some of these studies fitted RL models to the observed choices to identify the computational parameter that would best capture drug effects. Interestingly, the positive effect of levodopa on reward learning was best accounted for by increasing the reward parameter, and not the learning rate that modulates RPE [25]. Thus, it could be that dopaminergic drugs just amplify reward representation, without affecting learning per se. By contrast, there was no significant effect on the punishment parameter.

To our knowledge, there is no pharmacological evidence that pro-DA drugs could improve punishment avoidance, as would be predicted by the second hypothesis, according to which a distinct (dorsal) population of DA neurons positively encodes aversive signals and underpins punishment learning. A corollary of this second hypothesis is the idea of a selective implication of the anterior caudate (commonly referred to as “dorsal striatum” in human fMRI literature) in punishment processing [22], whereas the nucleus accumbens (commonly referred to as “ventral striatum” in human fMRI literature) would be more involved in reward processing. To test this idea, we administered a probabilistic instrumental learning task (Agathodaimon task, Fig. 23.2B) to patients with Huntington disease (HD). This disease is a rare genetic condition characterized by choreic movements and caused by degeneration of
the striatum (Fig. 23.5A) [52]. The neural degeneration starts in the dorsal parts of the striatum, in the caudate head mostly, before the motor symptoms become apparent [53]. This makes presymptomatic HD a relevant lesion model to investigate dorsal striatal function. Our results were consistent with the idea that the dorsal striatum is specifically involved in punishment learning (Fig. 23.5B). However, our computational analyses revealed that the deficit observed in presymptomatic HD patients was best explained by increasing choice stochasticity, and not reducing the punishment parameter or punishment learning rate. Thus the dorsal striatum (anterior caudate) system might not be implicated in learning per se but in selecting between actions that lead to negative outcomes (the lesser of two evils). This could relate to the notion that dorsal prefrontostratial circuits are responsible for response inhibition or avoidance behavior.

Despite its great theoretical appeal, the third hypothesis, which assigns to 5-HT the role of an opponent neuromodulator system, has received mixed evidence in human studies. While some studies did provide support for a specific role of 5-HT in punishment learning, other studies found nonspecific effects or even provided evidence for a specific role in reward learning [54–59]. Such inconsistent results have called for a revision of the original theory, which now incorporates a behavioral dimension—approach versus withdrawal—in addition to that of outcome valence—reward versus punishment [12,60]. In this theoretical framework, 5-HT would be needed to avoid punishment through response inhibition (no-go), but not when avoiding punishment implies response invigoration (go). Yet this addendum does not resolve every discrepancy reported in the literature. For instance, using the same subliminal learning task as in PD and TS patients [47], we found that 5-HT reuptake inhibitors, given as treatment for obsessive compulsive disorder, improved reward and punishment learning to similar extents and whether the response was implemented as a go or a no-go [58]. The complexity of the role of 5-HT in RL is further highlighted by its proven implication in the temporal discounting of reward [61,62]. It has even been argued that because the serotonergic system is much more anatomically widespread
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and genetically complex compared to the dopaminergic system, it might be impossible to delineate a single functional domain for this neuromodulator [63]. Indeed the role of 5-HT might generalize to any sort of aversive signaling, including punishment (negative outcomes) but also effort (invigoration of action) and delay (opportunity cost).

Finally, the fourth hypothesis, which opposes structures such as the amygdala and anterior insula to the ventral striatum and prefrontal cortex, has been partially confirmed by investigations of patients with brain damage. Bilateral damage to the amygdala has been shown to impair implicit punishment learning, which was spared by bilateral damage to the hippocampus [64]. This classical observation has been more recently backed up by the finding that bilateral calcification in the amygdala abolishes loss aversion in economic decision-making [65]. To assess the implication of the insula in punishment avoidance, we administered to patients with brain tumors (Fig. 23.5A) the same task as that used with HD patients (Fig. 23.2B). Results (Fig. 23.5B) showed that insular lesions specifically impair punishment learning [66]. Computational analyses indicated that the deficit was best captured by decreasing the punishment parameter, which is consistent with fMRI studies reporting PPE encoding in the anterior insula [25,67,68]. Recent findings have shown the implication of the insula in effort learning, suggesting that this region might represent aversive signals across different domains [69].

Prolonging our investigation of HD using our probabilistic instrumental learning task (Fig. 23.3B), we found that at a symptomatic but still early stage of the disease, when neural degeneration affects both dorsal and ventral striatum, patients exhibited deficits in both punishment and reward learning [66]. The deficit in reward learning was best explained by reducing the reward parameter in the RL model. This aligns well with the position of the ventral striatum as a main output of the mesolimbic DA pathway, because DA drug effects were also captured by adjusting the reward parameter [25]. Results regarding the ventromedial prefrontal cortex (VMPFC) are not that clear-cut. Because activity in this region has been repeatedly shown to encode value positively, across both appetitive and aversive items [70,71], one would expect VMPFC damage to impair reward learning. Yet patients with VMPFC lesions were found to have more difficulty with learning from negative feedback [72] in a probabilistic learning task (Hiragana task, Fig. 23.2A). This could mean that contrary to the assumption of hypothesis 4 (Fig. 23.3A, bottom), the precision of coding in some cortical regions might actually be better for decreasing firing rates, unlike what was seen in neuromodulatory systems.

FIGURE 23.5 The causal role of the anterior insula and dorsal striatum in punishment (but not reward) learning. (A) Mapping of brain lesions. Striatal lesions were caused by neurodegenerative processes occurring in presymptomatic (PRE; dorsal striatum) and early symptomatic (SYM; both dorsal and ventral striatum) patients with Huntington disease. Insular lesions (INS) as well as control lesions (LES) outside the insula were due to low-grade gliomas. (B) Behavioral results from the Agathodaimon task. Both the PRE and the INS groups showed reduced punishment learning and consequently a positive reward bias (correct choice rate in reward minus punishment context). This demonstrates the critical and specific implication of both dorsal striatum and anterior insula in punishment learning.
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that in other studies from the same group, VMPFC patients also exhibited deficits in choosing between rewards [73].

CONCLUSIONS, LIMITATIONS, AND PERSPECTIVES

Whereas the implication of dopaminergic midbrain nuclei and ventral prefrontostriatal circuits in reward learning is quite well established, the delineation of an opponent system responsible for punishment learning is still a matter of debate. Our succinct review of the literature comparing reward and punishment learning in humans brings evidence to all four hypotheses regarding the neural implementation of a tentative punishment learning system. This could mean that various brain structures play a role in punishment learning; first those that were implicated in reward learning (DA, ventral striatum, VMPFC), second other neuromodulators such as 5-HT, and third other subcortical and cortical structures such as amygdala and anterior insula.

Yet this complicated picture might arise from some limitations in the approaches that were reviewed in this chapter. It is likely that the behavioral tasks do not purely target instrumental learning processes as implemented in RL models. Obviously a good fit of behavioral choices is no proof that the brain actually implements the computations operated in the models. Several learning systems might work in parallel to solve the choice problems, irrespective of outcome valence [74,75]. For instance, model-based and Pavlovian systems might interact with the model-free instrumental system that is formalized by the computational models commonly used to account for choice behavior. Another issue is that expected values are both subject- and context-dependent, which means that once state values are learned, some individuals might reframe their expectations (change their reference point), such that not winning can be perceived as a punishment, and not losing as a reward [76–78]. A related issue is that rewards and punishments are often confounded with positive and negative prediction errors. In fact, positive prediction errors can occur during punishment learning (when expected punishment is not received) and negative prediction errors during reward learning (when expected reward is not received). It is not clear at present whether the most relevant distinction for dividing brain systems is negative versus positive outcome (reward versus punishment) or negative versus positive prediction error. Finally, it is striking that most computationally characterized deficits were explained by changes in the outcome parameter (reward or punishment magnitude), or the choice temperature, but not the learning rate [25,43,51,66,79]. This leaves open the possibility that the effects of drugs and lesions reported here were not affecting learning processes per se, but biased other representations that had an impact on the learning plateau.

There are other limitations that are common to any drug or lesion study. Notably, pharmacological manipulations have tonic effects that only indirectly influence the phasic signals assumed to drive learning. Also, given the multiplicity of receptors and the complex interactions with genotypes, it is naïve to expect similar effects across subjects and across drugs that target the same neuromodulatory system. Nonetheless, characterizing deficits in computational terms might provide insight into pathological conditions and help predict the effects of treatment. For instance, PD patients who exhibit a strong increase in reward sensitivity following administration of a DA agonist might be at risk of developing an impulse control disorder [43] (see also Ref. [80] in the present volume). Computational analyses of learning abilities might also help us understand psychiatric diseases such as schizophrenia, which has been shown to impair processing of prediction errors and consequently lead to distorted representations of the environment [81].
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