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Abstract—In planning operations for patients with cardiova
cular disease, vascular surgeons rely on their training,
experiences with patients with similar conditions, and diagn
tic imaging data. However, variability in patient anatomy a
physiology makes it difficult to quantitatively predict the su
gical outcome for a specific patienta priori. We have devel-
oped a simulation-based medical planning system that util
three-dimensional finite-element analysis methods and pat
specific anatomic and physiologic information to pred
changes in blood flow resulting from surgical bypass pro
dures. In order to apply these computational methods, t
must be validated against direct experimental measurement
this study, we comparedin vivo flow measurements obtaine
using magnetic resonance imaging techniques to calcul
flow values predicted using our analysis methods in thora
thoraco aortic bypass procedures in eight pigs. Predicted a
age flow rates and flow rate waveforms were compared for
locations. The predicted and measured waveforms had sim
shapes and amplitudes, while flow distribution predictions w
within 10.6% of the experimental data. The average abso
difference in the bypass-to-inlet blood flow ratio was 5
62.8%. For the aorta-to-inlet blood flow ratio, the avera
absolute difference was 6.063.3%. © 2002 Biomedical Engi-
neering Society. @DOI: 10.1114/1.1496086#

Keywords—Computational fluid dynamics, Magnetic res
nance imaging, Surgical planning.

INTRODUCTION

Atherosclerotic lesions that result in critical arteri
stenoses are often treated with surgical bypass gr
These operations are planned using diagnostic data
empirical data derived from a physician’s training a
prior experience with other patients. However, this e
pirical approach to surgical planning does not acco
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for specific anatomic and physiologic variability amon
subjects. Furthermore, the preoperative diagnostic im
ing data are of limited value in quantitatively predictin
the efficacy of a treatment plan for an individual patie
We have recently proposed a new paradigm for surg
planning, in which numerical simulation methods are a
plied to patient-specific anatomic and physiologic mod
to predict changes in blood flow for alternative surgic
procedures.32 Numerical simulation methods have bee
used extensively to study the relationship between
fluid mechanics of blood and the development of arte
disease6,12,13,25,31,33and to test hypotheses regarding t
effects of different parameters of bypass graft surgery
hemodynamic factors.8,10,11,14,15,27,29 Recently, Taylor
et al. described a comprehensive system for simulati
based medical planning to enable the preoperative
sessment of alternate treatment plans.32 In this system,
numerical methods were utilized to predict blood flo
and pressures in postoperative models given patie
specific anatomic and physiologic data. The advantag
using numerical simulations for these investigations is
ease of use over physical testing. Numerical simulatio
can provide a more complete description of hemod
namic conditions than experimental fluid mechanic
methods. Furthermore, numerical models can be rea
modified to assess the effects of a given parameter, s
as the bypass graft angle or the graft-to-host-art
diameter.

Prior to applying these methods, validation studies
needed to verify the accuracy of the results predic
using numerical simulation methods. Previousin vitro
experiments have demonstrated favorable agreemen
tween the velocity profiles calculated using numeric
simulations and those measured using phase con
magnetic resonance imaging~PC-MRI!.3,21,28 Similarly,
favorable agreement was obtained when comparing
merical simulation results of velocity profiles to las
Doppler anemometry measurements in an end-to-s
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744 KU et al.
anastomosis model.16,30 The agreement obtained betwe
numerical andin vitro experimental results is encoura
ing, but validation studies are needed to fully assess
usefulness of these computational methodsin vivo. In
vitro experiments fail to incorporate all the complexiti
observedin vivo. For example, the models are rigid an
do not replicate the compliant nature of blood vesse
and the blood-mimicking materials used in the expe
ments are Newtonian fluids, rather than suspension
cells in plasma like blood. Furthermore, thesein vitro
studies have been performed using idealized geome
and physiologic parameters, so the results do not ac
rately describe the blood flow for a specific patient.

Thus far, fewin vivo validations have been performe
because noninvasive methods for obtaining bothin vivo
measurements of blood flow and high-resolution thr
dimensional anatomic information have not been av
able. While computed tomography provides the thr
dimensional anatomic information, it cannot measu
blood flow. Ultrasound can be used to acquire thr
dimensional anatomic and physiologic data, but this
limited to certain anatomic regions and through-pla
velocity profiles cannot be obtained. However, advan
ments in magnetic resonance imaging~MRI!, such as
velocity mapping24 and ultrafast magnetic resonance a
giography ~MRA!,1 have made it possible to obtai
blood flow measurements and three-dimensional a
tomic information with a single imaging modality, mak
ing it ideal for in vivo validations of numerical analysi
methods for blood flow.

Long et al. have utilized MRI to examine the accu
racy of simulation methods in the aortoiliac bifurcatio
region18 and in the carotid artery17 for one subject. These
investigations demonstrated good agreement between
numerical results and the MRI velocity measurements
both of these studies, inlet and outlet velocity bound
conditions were specified using MRI data, and the p
dicted velocity was compared with MRI data on a pla
midway between the inlet and outlet. While this a
proach is reasonable for investigations where the fl
distribution can be fully specified, it is not applicable
surgery planning where the flow distribution is n
known a priori.

In this paper, we present the results of a series
porcine studies designed to test the accuracy of
simulation-based medical planning system descri
above for an arterial bypass graft in the thoracic aorta
each of the eight pigs studied, an aortic coarctation w
created, and a graft was anastomosed to the thor
aorta proximally and distally to bypass the coarctat
~Fig. 1!. This model resembles surgical bypasses of
vere stenoses in patients using proximal and distal e
to-side anastomoses. Numerical simulations based
MRI-acquired anatomic and inlet flow information fo
each animal were performed. The numerically predic
f
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-

e

c

-

flow rates in the native aorta and in the bypass graft w
found to be in good agreement with the correspond
MRI measurements. These favorable results provide
first in vivo validation of numerical methods applie
to predict blood flow changes in arterial bypass gr
procedures.

MATERIALS AND METHODS

Eight Yorkshire cross pigs~36.5–48 kg! were used in
this investigation. All animal procedures were approv
by and performed in accordance with the policies set
the Institutional Animal Care and Use Committee.

Surgical Procedure

Each animal was preanesthetized with telazol~5–7
mg/kg, IM! mixed with atropine~0.05 mg/kg! prior to
endotracheal intubation. Animals were anesthetized w
isoflurane ~1%–4%! during the entire procedure, an
ventilation was mechanically controlled. With the anim
in a supine position, a longitudinal midline incision i
the neck was used to isolate the internal jugular vein a
common carotid artery. Arterial and venous access w
obtained with 7F sheaths for monitoring purposes.
longitudinal incision in the right groin was used to is
late the common femoral artery that was accessed wi
7F sheath. After administration of pancuronium bromi

FIGURE 1. Diagram of the experimental protocol. A thoraco–
thoraco aortic bypass procedure was performed to bypass
an 80%–95% constriction of the descending thoracic aorta in
the pig. Flow measurements were acquired using phase con-
trast magnetic resonance imaging at the four locations indi-
cated. The inlet flow measurements were used as a bound-
ary condition for the numerical simulations, while the flow
rates at the aorta and at the graft were used for validation of
the numerical simulations.
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745In Vivo Validation of Numerical Prediction of Blood Flow
~0.11 mg/kg!, a left anterolateral thoracotomy was pe
formed and the descending thoracic aorta from the a
gos vein to the diaphragmatic hiatus was exposed
150–300 IU/kg intravenous bolus of heparin sulfate w
given to achieve an activated clotting time~ACT! greater
than 250 s. The ACT was monitored every 30 min, a
additional heparin was given as needed to maintain
ACT greater than 250 s. A side-biting vascular clam
was used to partially occlude the proximal thoracic ao
An end-to-side anastomosis between the aorta and a
mm polyester fabric~Dacron! vascular graft was per
formed with a fine-running monofilament suture. T
distal end of the graft was anastomosed to the di
descending thoracic aorta in a similar fashion. A poly
ter ~Dacron! umbilical tape was tied around the thorac
aorta midway between the two anastomoses to creat
80%–95% stenosis. The thoracotomy incision was th
sutured closed, and the animal was transported to
MRI suite while still monitored and ventilated unde
general anesthesia.

Magnetic Resonance Imaging

Both vascular geometry and blood flow measureme
were acquired using a 1.5 T MRI system~Signa, GE
Medical Systems, Waukesha, WI!. A wrap-around phased
array coil was placed around the animal’s abdomen
signal reception, and a respiratory sensor was wrap
around the animal’s chest for monitoring respiration. T
animal was placed in the magnet in the right decubi
position. Two-dimensional localizer images were o
tained for spatial localizations of the subsequent sca

Contrast-enhanced magnetic resonance angiogra
~CE-MRA! data were obtained using a rapid, thre
dimensional, gradient-recalled echo sequence.1 A 0.2
mmol/kg dose of Magnevist~Berlex Laboratories,
Wayne, NJ!, a gadolinium-based contrast agent, was
jected into the animal via the 7F sheath in the inter
jugular vein at a rate of 2.5–3 cc/s. A pretiming scan w
performed to ensure that the acquisition occurred dur
maximum concentration of contrast in the thoracic ao
The image acquisition was performed during suspen
respiration with TR53.76 to 4.9 ms depending on th
field of view ~FOV524 to 32 cm!, TE50.90 to 1.07 ms,
a maximum slice thickness of 2.6 mm zero filled to 1
mm slice spacing, an acquisition matrix size of 5
3192, and a 25° flip angle. Between 80 and 100 sli
were acquired in the axial direction.

Two methods were used to acquire the velocity inf
mation. For all pigs except pig C, a two-dimension
segmentedk-space sequence5,9,34 with TR57 to 8 ms,
TE53.2 to 3.5 ms, FOV524 cm, 5 mm slice thickness
2563192 acquisition matrix, 4k-space lines per cardia
cycle, 30° flip angle, NEX51, and6350 cm/s maximum
flow encoding was used to acquire the velocity comp
0

l

n

y

nent along the vessel axis. Respiration was suspen
during these scans. Pig C velocity data were acqui
using a two-dimensional~2D! cine phase contras
sequence20,22 to obtain three orthogonal components
velocity. The following parameters were used: throug
plane velocity encoding between6100 and6350 cm/s,
in-plane velocity encoding between650 and 6100
cm/s,37 respiratory compensation, oversampling to p
vent spatial aliasing~no phase wrap!, TR525 to 34 ms,
TE 54.0 to 4.3 ms, 24 cm FOV, 5 mm slice thicknes
acquisition matrix of 2563256, NEX51, and a 20° flip
angle. For both methods, velocity acquisitions were s
chronized using the signal from a photoplethysmogra
attached to the animal. Twenty-four time points per c
diac cycle were reconstructed, and all flow calculatio
were based on this single, average cycle.

Velocity information was acquired at four location
superior to the graft~inlet!, between the proximal anas
tomosis and the aortic coarctation~native aorta!, in the
graft ~graft!, and distal to the graft~outlet! ~Fig. 1!.
Volume flow rates for the four locations were comput
by multiplying the average through-plane velocity by t
cross-sectional area of the region of interest. Cust
software was used to apply a baseline correction to
flow computations to account for eddy currents and
segment out the region of interest via thresholding of
magnitude images.23

Numerical Flow Simulations

The process for generating the numerical flow so
tions is depicted in Fig. 2. Currently, the entire proce
of acquiring imaging data, creating a geometric mod
and running the flow simulations can be complet
within 2 days, an acceptable time frame for the preo
erative planning of many bypass graft procedures.

Using the CE-MRA data, geometric models of th
thoracic aorta and the bypass graft were constructed w
custom software. A spline fit through 5–10 manua
selected points described paths through the vessel
interest. Two-dimensional slices were oriented perp
dicular to these paths, and a level set method was
plied to each of these slices to segment out the ve
lumen. The level set method that we have implemen
performs segmentations based on image intensity gr
ents and user-specified curvature criteria.35,36 This ap-
proach produces a segmentation that more clos
matches the lumen shape than a circular fit while s
maintaining the smoothness necessary for creatin
solid model. Nonuniform rational B-spline~NURB! sur-
faces were lofted through the cross sections and boun
to create a solid model using the Parasolid~Unigraphics
Solutions, St. Louis, MO! geometry kernel. This proces
was used to create solid models of the aorta and
bypass, which were then joined together to construc
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FIGURE 2. Process for generating numerical flow results. Magnetic resonance angiography „MRA… provided anatomic informa-
tion from which a geometric model was constructed. The phase contrast image plane at the inlet was used to trim the geometric
model. Automatic mesh generation software converted the solid geometric model to a finite-element mesh, which was used in
the numerical simulation. The numerical simulation also required boundary conditions. The inlet flow velocity was acquired
using phase contrast magnetic resonance imaging „PC-MRI… and integrated over the cross section to compute a flow rate, which
in conjunction with pulsatile flow „Womersley … theory, was utilized as a boundary condition for these simulations.
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747In Vivo Validation of Numerical Prediction of Blood Flow
final geometric solid model. The PC-MRI image plane
the inlet, approximately 1–2 cm proximal to the prox
mal anastomosis, was then used to trim the model.

Automatic mesh generation software26 ~MeshSim,
Simmetrix, Inc., Clifton Park, NY! was used to discretize
these models into finite-element meshes needed to c
pute the flow solutions. The inlet flow was described
an axisymmetric, fully developed, pulsatile flow~Wom-
ersley! velocity profile that was based upon the PC-M
through-plane flow rate data at the inlet. While it
possible to directly utilize PC-MRI-acquired velocit
data, these techniques were not available at the time
study was conducted. However, Favier and Taylor h
shown that prescribing a Womersley velocity profile
the inlet of the bypass graft flow simulation for pig
produces the same downstream volumetric flow rates
setting the inlet velocities to experimentally measur
values.7 The area of the Womersley velocity profile wa
chosen to produce flow equivalent to experimenta
measured flow. The area was computed using the ce
and equivalent-circle radius of the inlet mesh, where
equivalent-circle radius was defined as the radius o
circle with the same cross-sectional area as the in
These values were then mapped onto the inlet mesh.
velocities of the nodes on the inlet mesh which we
further from the center than the equivalent-circle rad
were set to zero. Those nodes on the boundary of
inlet mesh that were closer to the center than
equivalent-circle radius were also assigned to have z
velocity. Note that all boundary nodes were set to zero
enforce a no-slip boundary condition.

Since blood is incompressible, the walls were a
sumed to be rigid, the model had only one outlet, a
velocity was prescribed at the inlet, the choice of e
pressure did not affect the velocity fields. We prescrib
a zero exit pressure for all calculations. Velocities alo
the luminal surface of the aorta and the graft were p
scribed to be zero, consistent with a no-slip conditio
Blood was modeled as a Newtonian fluid with a const
density of 1.06 g/cm3 and a constant viscosity of 0.0
dyn s/cm2, corresponding to the approximate asympto
viscosity value of blood at high shear rates and norm
hematocrit. Under these boundary conditions and
sumptions, pulsatile flow was computed for five card
cycles using a previously validated stabilized finit
element method with linear tetrahedral elements tha
second-order accurate in time to solve the incompress
Navier–Stokes equations.30 These problems can b
solved using 32 processors on a 128-processor Or
3800 ~Silicon Graphics, Inc., Mountain View, CA! in
approximately 6 h. The fourth cycle of these solutio
was used for the flow comparisons.

Convergence studies were conducted on pig D to
termine the mesh size and the time increment to use
computing the flow solutions for these models. Compa
-

s

s

r

.
e

sons were made of the flow solutions for meshes
151,000 elements, 548,000 elements, and 1.24 mil
elements against results for a mesh with 1.85 milli
elements. The flow rates in the native aorta for t
151,000 element mesh showed an average absolute
ference of 27%, while those of the 548,000 eleme
mesh showed an average absolute difference of 1
The average absolute difference was 5% for the 1
million element mesh. In the bypass, the flow rates w
much higher, so the differences in flow due to mesh s
were less significant. For the bypass flow rates, the
erage absolute difference was 7% in the 151,000 elem
mesh, 3% in the 548,000 element mesh, and 1% in
1.24 million element mesh. In order to obtain an accur
result in a reasonable amount of time, the experime
were run with meshes of approximately 550,000 e
ments. The actual mesh sizes varied from 546,000
764,000 linear tetrahedral elements. The number of t
steps per cardiac cycle was also varied for the fl
solution of the 548,000 element mesh for pig D. T
average absolute difference in flow rates for calculatio
performed for 240 vs 480 time steps per cardiac cy
was 2%, or 0.1560.12 cc/s, in the native aorta and 0.4%
or 0.1660.13 cc/s, in the bypass graft. Therefore,
reduce computation time, 240 time steps were used
cardiac cycle.

Additional models were created to examine the sen
tivity of the simulated flow results to variations in th
degree of stenosis. Since the cross-sectional area o
stenosis has the largest effect on the pressure drop
lumen boundary acquired using the level set method
this region was scaled up and down for one pig~pig E!
and changes in flow distribution were quantified. A
equivalent-circle radius was defined as the radius o
circle with the same cross-sectional area as the s
mented contour. The scale factor was determined by
creasing and decreasing the equivalent-circle radius u
an amount equal to the pixel resolution of the MRA da
acquired for that pig. The mesh and flow solutions f
these modified models were produced using the sa
methods and under the same conditions as for the o
nal model.

Data Analysis

To verify the accuracy of our simulation methods, w
used custom visualization software to calculate the blo
flow rates from the computed velocity fields in the nati
aorta and in the bypass graft. These quantities were m
sured in vivo and compared with the computation
results.
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FIGURE 3. Comparison of predicted mean flow rates to measured mean flow rates through the „a… inlet, „b… outlet, „c… native
aorta, and „d… bypass graft.
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RESULTS

The computational flow results were compared to
MRI measurements for all eight animals~Fig. 3!. Volume
blood flow through the thoraco–thoraco bypass graft w
significantly greater than through the constricted thora
aorta. This is consistent with theoretical predictions a
was demonstrated by both MRI flow measurements
computational results. The MRI data showed that,
average, 3.2–18.3 cc/s of blood flowed through the
tive aorta, depending on the tightness of the surgica
created stenosis. This was only 10%–35% of the blo
that entered the descending thoracic aorta. The nume
solutions predicted similar results, differing from th
MRI-measured aorta-to-inlet blood flow ratios b
210.6%–8.9%. The mean absolute difference in fl
l

ratios was 6.063.3% @Fig. 4~a!#. Good agreement be
tween the MRI measurements and the numerical so
tions was also observed for the blood flow through t
bypass grafts, with the difference in the bypass-to-in
blood flow ratios ranging from29.7% to 3.6%. The
mean absolute difference was 5.462.8% @Fig. 4~b!#. The
difference in flow rates betweenin vivo measurements
and simulation results ranged from23.8 to 4.6 cc/s in
the native aorta and from25.1 to 2.0 cc/s in the bypas
graft. The average absolute difference was 2.761.4 cc/s
in the native aorta. In the bypass, the average abso
difference was 2.361.2 cc/s.

The MRI-measured and numerically computed flo
rate waveforms appeared to have similar shapes and
plitudes ~Fig. 5!. Qualitatively, minor differences ex
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749In Vivo Validation of Numerical Prediction of Blood Flow
isted between the MRI measurements and the nume
solutions. For instance, the MRI measurements showe
small amount of reverse flow in the aorta for four of t
animals and in the bypass for one of the animals. Ho
ever, this phenomenon was not observed in the co
sponding numerical measurements. There was als
small time delay between the MRI-derived flow wav
forms and the numerically computed flow waveforms
the native aorta and the bypass for pigs A, B, E, and

Figure 6 shows the flow distributions for pig E fo
different stenosis contours. As predicted theoretically
tighter stenosis, which corresponds to a sma
equivalent-circle radius, caused more flow to be diver
through the bypass graft and less flow to go through
native aorta. The unaltered stenosis contour, as gene
by the model construction process, had an equiva
circle radius of 1.38 mm. For an increase in equivale
circle radius from 1.38 to 1.65 mm, 5% more bloo
flowed through the native aorta and 5% less blo
flowed through the bypass graft. On the other hand
decrease in equivalent-circle radius from 1.38 to 1
mm resulted in a 5% increase in blood flow in the bypa
graft and a corresponding decrease in blood flow in
native aorta.

Heart rates for the animals were recorded ev
10–20 min. The average heart rates for the anim
ranged from 80 to 123 bpm during the imaging porti
of the experiment. During this time, the animals’ he

FIGURE 4. Comparison of predicted and measured „a… aorta-
to-inlet flow ratio, and „b… bypass-to-inlet flow ratio.
l
a

-
a

d
t

rates varied, with the minimum variation in heart ra
being 3 bpm and the maximum variation in heart ra
being 29 bpm.

DISCUSSION

Based on the eight animals studied, there is excel
agreement in flow rates and flow waveforms between
MRI measurements and the numerical simulation resu
The maximum absolute difference in branch-to-in
blood flow ratio was 10.6%. The average absolute d
ference in the aorta-to-inlet blood flow ratio was on
6.0%, while that of the bypass-to-inlet blood flow rat
was only 5.4%. Furthermore, the flow waveforms gen
ated from the numerical simulations and from the expe
mental data appeared similar in shape and amplitu
suggesting that in addition to being able to accurat
predict the time-averaged flow rates, the numerical me
ods could also reasonably predict flow rates for a giv
time point in the cardiac cycle.

The small differences that were observed between
simulation results and the MRI measurements can
attributed to both physiological conditions and techn
logical limitations. The accuracy of the geometric mod
that is constructed has a significant impact on the res
ing computational flow values. As the sensitivity stud
performed on pig E showed, imprecise modeling of t
aortic constriction could lead to variation in the flo
distribution. If the constriction was modeled to be tight
than it actually was, then the predicted flow rate in t
bypass graft would be higher than thein vivo measure-
ment, while the flow rate in the native aorta would b
lower. This could explain the results observed in pig
Increasing the equivalent-circle radius of the conto
used to model the stenosis by 0.27 mm, half the pi
resolution of the MRA data set, caused 5% more blo
flow in the native aorta and 5% less blood flow in th
bypass graft, resulting in better agreement with thein
vivo measurements. Other assumptions made in mode
the blood and blood vessels, such as the aforementio
Newtonian approximation of blood viscosity and a rig
wall assumption, could also cause discrepancies betw
the numerical results and the MRI measurements.
provements to our modeling capabilities would allow f
more realistic simulations that could test the effects
the simplifying assumptions that were used and pot
tially improve the agreement between the simulation a
the in vivo flow results.

Changes in animal physiology and limitations of th
MRI techniques could also lead to inconsistencies in
experimental measurements and account for some of
differences between thein vivo data and the numerica
simulation results. Use of an inaccurate baseline corr
tion during postprocessing of thein vivo measurements
could lead to offsets in the velocity measurements a
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FIGURE 5. Comparison of predicted flow rates to measured flow rates over one cardiac cycle for eight pigs.
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account for differences between the MRI-measured
the numerically computed flow waveforms. This cou
explain the differences observed in the native aorta fl
waveforms for pigs C and F, in which the measured a
computed waveforms appear to be offset from one
other. We also observed that the measured flow rates
not strictly ‘‘conserve’’ flow. For thein vivo data, the
sum of the mean flows in the bypass graft and throu
the native aorta differed from the inlet flow by as mu
as 22% of the inlet flow, while the difference betwe
the MR-measured inlet and outlet flows was as much
28.9% of the inlet flow. The lack of conservation of flo
in the MR data can produce results in which the nume
cally predicted aorta and bypass flows are both less t
the measured flows, as in pig A. Possible explanati
for the discrepancies in the MR measurements inclu
inaccuracies in the imaging method4,19 and the omission
of outflow through small intercostal arteries due to e
perimental constraints. An alternative explanation is t
the animal’s physiology changed between image acqu
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751In Vivo Validation of Numerical Prediction of Blood Flow
tions at different locations. Monitoring of the anima
showed that heart rate varied by as much as 28 b
during the data acquisition. Since the PC-MRI imag
were not acquired at all four locations simultaneous
any change in the animal’s heart rate or blood flo
distribution would only affect measurements for a sing
location, potentially leading to an apparent violation
conservation of flow. More detailed recordings of t
animal physiology during image acquisition could veri
this claim. Also,in vitro experiments would eliminate th
variability due to changing animal physiology and perm
investigation of the accuracy and reproducibility of t
PC-MRI measurements.

This validation study focused on the prediction
blood flow distribution, an important quantity in vascul
surgery, where a primary goal is restoration of flow
regions of low blood flow. It is also of great interest
be able to predict flow patterns and shear stresses, w
have been shown to play a role in the development
atherosclerosis and may be correlated with the long-t
effectiveness of bypass graft procedures.2,38 Quantifica-
tion of blood flow rate and distribution is a necessa
condition for accurate prediction of flow velocity pa
terns and shear stresses. Evaluation of these more
tailed predictions should be pursued.

The importance of the 5%–6% average difference
served between the numerical results and the MRI m
surements is currently unknown, since this flow rate
formation has not previously been available
physicians. It is unknown how accurate blood flow sim
lations need to be in order to be useful to physicians,
the results from the eight animals studied here show

FIGURE 6. Sensitivity of the flow solutions to the equivalent-
circle radius of the stenosis contour for pig E. The caret
indicates the equivalent-circle radius of the original stenosis
contour. The original stenosis contour was scaled to in-
crease or decrease its equivalent-circle radius by 0.5, 0.75,
or 1 pixel. As predicted theoretically, a tighter stenosis,
which corresponds to smaller values of the equivalent-circle
radius, caused more flow to be diverted through the bypass
graft and less flow to go through the native aorta.
h

-

-

t

the numerical results and the MRI measurements for
flow rates are similar. This suggests that given only inp
flow information and a geometric model, computation
methods can be used to predict flow rates and flow d
tributions for bypass graft procedures similar to the o
performed in this study.

Quantitative data on blood flow rates and distributi
can aid surgeons in deciding how to treat a patie
providing additional information to be considered wh
weighing the risks of various treatment plans against
anticipated outcomes. Surgeons could simulate and c
pare different treatments, such as an aorta–femoral
pass surgery versus a femoral–femoral bypass proced
In addition, they could use these computational meth
to modify parameters, such as the anastomosis angle
size of the bypass graft, or the enlargement of a ves
by angioplasty, and preoperatively determine the eff
of these changes on flow distribution. Volumetric flo
rate at the inlet could also be altered to allow the surge
to predict blood flow changes under different physiolog
conditions, such as exercise and rest. This is the firsin
vivo validation of these simulation methods and as su
it is an important step towards this new paradigm
medicine, in which surgeons can ascertain the effects
different vascular surgery treatment plans for a spec
patient prior to actually performing the operation.
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