Learning the general but not the specific

Amnesia patients have a normal ability to learn categories from examples, even though they fail to learn the examples themselves; computational models of brain function suggest how and why.

In a recent article in *Science* [1], Knowlton and Squire reported the striking finding that amnesia patients, despite their markedly deficient ability to remember the individual items they had recently seen, nevertheless have an unimpaired ability to learn the general characteristics of the categories represented by those items. After being presented with a set of items to learn, the amnesia patients were shown a set of test items and asked two questions about each: firstly, whether it was identical to any of the items in the original set, and secondly, whether it was in the same category as any of the items in the original set. Their performance on the first of these tasks was close to chance level, but they were as good as normal individuals at determining whether a test item belonged to the learned category or not.

At first glance this finding seems to be totally paradoxical. Most views that have been put forward about how we learn categories postulate that we store traces of individual items and then combine what we know about each into some more abstract or generalized trace. One view holds that abstraction occurs by comparing traces of individual items, storing common features in the generalized trace and discarding features that differ between traces. The new results of Knowlton and Squire strongly challenge this view, and raise the question of how we can generalize properly if we have not stored the individual items on which that generalization is based?

Knowlton and Squire's findings come within a scientific context that may shed some light upon the apparent paradox. First, there is an increasing understanding of the neural substrate of memory in the brain. It is now widely accepted, thanks to 20 years of work by Squire and others (reviewed in [2]), that the hippocampus and related structures in the medial temporal lobes of the brain play a crucial part in the formation of explicit 'declarative' memories for the contents of specific experiences. This work has further established that the hippocampus and related structures are totally unnecessary for another form of learning, usually called implicit or procedural learning. This is the form of learning that operates in tasks that do not require explicit recollection of a previous episode or event.

One task involving implicit learning is word-fragment completion [3], in which a subject is shown a list of words, such as 'window', and then is later shown a list of word fragments, such as 'win...', and is simply asked to complete the fragment with the first word that comes to mind that completes the fragment. Prior exposure to the word 'window' greatly increases the probability that the subject will complete the fragment 'win...' as 'window' rather than, say, 'winter' or some other word. Strikingly, this effect is independent of explicit recognition of the previous occurrence of the word 'window', and it is as strong in patients with severe hippocampal amnesia as in normal adults.

This implies that the processing of individual items leaves a detectable residue that is independent of the hippocampus. Other tasks indicate that these 'aftereffects' can accumulate, resulting in the learning of a generalized skill. Mirror reading — reading text reflected in a mirror — is such a skill. Without practice, normal individuals and patients with hippocampal amnesia can read reflected text, but only very slowly; performance improves dramatically with practice, and the amnesia patients acquire the skill at a normal rate, even though in some cases they have no explicit recollection of the processing episodes during which the skill was acquired [4].

The second relevant aspect of the recent scientific context of Knowlton and Squire's work is the development of explicit computational models [5–8] that treat implicit learning as the result of small adjustments to the strengths of the synaptic connections between neurons. These models use simplified, neuron-like processing units together with associative learning rules — that is, rules that adjust the strengths of connections between neurons based on simultaneous presynaptic and postsynaptic neuronal activity. If, in such models, small adjustments to the synaptic connections are made in the course of each processing episode, then clear analogs of both fragment completion and skill learning are obtained. Processing the word 'window' increases the likelihood that an incomplete input will complete itself as 'window' because the changes to the connection strengths tend to cause neurons that represent some parts of the input to activate the neurons that represent the other parts [5]. When trained with examples of items embodying a consistent set of input-output relationships that define a skill, the network gradually learns the relationship [6].

Such model neural networks are also capable of learning to categorize from examples. During learning, a series of examples is presented. Each example excites activity in the network that can be considered as...
consisting of two firing patterns, one representing the example itself and the other representing the example's category 'label'. For each example, the network makes connection adjustments that increase the likelihood of both firing patterns related to that example being activated. After exposure to a series of examples drawn from the same category, the connection changes accumulate and those due to idiosyncratic differences between the examples average out, so that accurate categorization of new examples is possible. Such examples have previously been used to simulate in some detail the results of category learning experiments with normal individuals [5,7].

Given this background knowledge about the neuropsychology of amnesia and the performance of simulated neural networks, we are now in a position to consider possible interpretations of Knowlton and Squire's results. One possibility is that removal of the hippocampus and related structures results in a reduction in the size of the changes in connection strengths that can occur elsewhere in the brain during learning. Simulation studies [8] show that model neural networks that make relatively small connection strength changes on each trial are clearly less sensitive to particular items, but after being presented with many items they actually respond slightly better to typical new examples. The reason for this is simply that, with smaller connection strength changes, the accumulated connection strengths are less affected by the idiosyncrasies of recent individual items and thus have, in some sense, a better representation of the general features that characterize the category. At intermediate levels of training comparable to those used by Knowlton and Squire, the difference between networks that make connection strength changes of different magnitudes is slight, so their finding of no difference in category learning ability between normal individuals and amnesia patients is consistent with the idea that the latter simply make smaller changes to their synaptic strengths in response to each item they are asked to learn.

One difficulty with this interpretation is that it fails to account for the fact that the rate of initial acquisition of a skill, such as mirror reading, is exactly the same in normal individuals and amnesia patients. However, the finding that smaller connection strength changes lead to better generalization in the long run provides a rationale for another possible interpretation of Knowlton and Squire's results [9]. Perhaps the human learning system is divided into two types of associative learning system, so that each can optimize its achievement of a different goal. One system, tied to the hippocampus and related structures in the medial temporal lobes, may be optimized for rapidly learning the contents of specific episodes and events, and the other, found widely throughout the neocortex outside of the hippocampal system, may be optimized for the discovery of the shared features needed for categorization and for the acquisition of cognitive skills. According to this view, the two systems are both necessary because the incompatibility of their goals: the extraction of common features requires slow learning through the gradual accumulation of small changes, whereas rapid learning of individual cases requires larger changes that tend to interfere with the discovery of common features [9–11].

In conclusion, Knowlton and Squire's results seem at first glance incompatible with common sense views about the basis of our ability to generalize from experience. But when interpreted in the context of recent advances, both in our understanding of the details of hippocampal amnesia and in the simulation of category learning in model neural networks, the findings make a great deal of sense. Damage to the hippocampus takes the system responsible for the acquisition of explicit memories out of commission, but leaves the system that discovers the shared features of events and experiences intact.
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