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Abstract
Despite the groundbreaking successes of neural networks, contemporary models require extensive training with massive datasets and exhibit poor out-of-sample generalization. One proposed solution is to build systematicity and domain-specific constraints into the model, echoing the tenets of classical, symbolic cognitive architectures. In this paper, we consider the limitations of this approach by examining human adults’ ability to learn an abstract reasoning task from a brief instructional tutorial and explanatory feedback for incorrect responses, demonstrating that human learning dynamics and ability to generalize outside the range of the training examples differ drastically from those of a representative neural network model, and that the model is brittle to changes in features not anticipated by its authors. We present further evidence from human data that the ability to consistently solve the puzzles was associated with education, particularly basic mathematics education, and with the ability to provide a reliably identifiable, valid description of the strategy used. We propose that rapid learning and systematic generalization in humans may depend on a gradual, experience-dependent process of learning-to-learn using instructions and explanations to guide the construction of explicit abstract rules that support generalizable inferences.

1 Introduction
The human ability to apply regular patterns to novel forms in domains such as natural language has raised the question about the basis of this ability. Does it reflect a built-in reliance on rules that apply to all instances of a class [15, 25] or is it the emergent consequence of learning from examples in a continuous, connection-based learning system, such as a neural network [28]? One case in point is the ability to produce motted when asked to produce the past tense of the verb mott, but the more general ability to behave systematically with respect to novel items in a wide range of domains is at issue. Proponents of the classical theory propose that humans rely on symbolic computation, that is, they reason over compositional symbolic representations, (structured representations containing hierarchically-structured arrangements of constituent structures, labeled with their types) using symbolic rules (rules that apply whenever certain conditions on the structures and types are met). For example, the linguistic rewrite rule "V + [past] → V + ed" [7] applies to all constituents of type V (for verb) in the structured context "_ + [past]", systematically producing a past tense form for every verb in the English language, and for novel items labeled as verbs, such as mott. An early neural network model [28] that learned by adjusting the strengths of connections among neuron-like processing units from examples of verb stems and their past tense forms challenged this view by exhibiting a tendency to generalize to novel forms to some degree, raising the possibility that building in a commitment to reliance on general rules was not necessary. However, the model was not uniform in its tendency to generalize as some linguists and philosophers of cognitive science argued that it should have been, leaving them favoring the classical framework [34], and supporting the more general claim that an architectural commitment to symbolic computation was needed [15, 25].

Recently, contemporary deep neural network models that rely on connection-based learning rather than symbolic computation have produced breakthroughs in many domains, including image recognition [8] and natural language translation [44], and exhibit super-human game playing abilities [29, 40, 45], supporting the view that a commitment to symbolic computation may not be necessary, and may even be counterproductive [26]. However, these models still have important limi-
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itations, failing to match up to human rates of learning [42], requiring massive data sets or self-generated experiences (e.g. through self-play in game-playing models), and often failing to generalize outside the range of their training examples [22, 38]. In contrast, humans can sometimes learn something new and systematically generalize broadly from one or a few training examples [2, 41, 23].

How are we to reconcile these strengths and weaknesses? Some researchers have shown that models relying on the principles of symbolic computation can provide a way to allow rapid learning and immediate generalization to a wide range of novel instances of the specified types [23], urging researchers to find ways to build compositional structure in [24], while others seek to promote more systematic generalization in other ways [43, 18].

One important point in much of this work is that the ability to generalize in specific ways can be built into either a neural network or a more symbolic cognitive architecture. In symbolic architectures, this can be achieved by specifying constraints on compositional structure and on the taxonomy of constituent types. Similarly in neural networks, learned weights can be shared such as in convolutional neural networks for vision by replicating the same set of connection weights across positions in an image to allow systematic generalization of what is learned at any position to all other positions. This weight-sharing scheme is consistent with the views of many theories who argue that efficient learning requires strong domain-specific inductive biases.

However, despite the growing interest in systematic generalization, the base of empirical data focusing specifically on rapid human learning and generalization from one or a few examples is relatively thin. Existing studies of learning from one or a few examples rely on domains such as handwritten alphabets [23] or cultural practices [2] – domains where the participants can bring extensive prior experience to bear. Furthermore, in logical reasoning, an exemplary domain for the role of systematicity in human thought [15], humans can fail to exhibit consistency with basic laws of valid logical inference [48], instead exhibiting strong dependence on the specific content of the propositions they are given to reason from (see [20] for a review). Thus, many questions remain about the basis on which humans can learn rapidly and generalize broadly beyond the range of examples they have experienced.

A central issue that we believe requires deeper investigation is the role of instructions and explanations in humans’ ability to recognize and exploit structure within a domain. When understanding a new conceptual structure such as a cultural practice or scientific procedure [2], it has been observed that experimenter-provided explanations facilitate participants’ learning from a single example. Humans can also learn to play Atari games through explicit instructions about the games [42]. Conversely, contemporary deep neural network models cannot exploit instructions like these, relying instead on gradual, gradient-based learning driven solely by signals that specify either the correct response in a situation or the value of an outcome. This difference may be essential, because explicit instruction-driven learning has been suggested to result in more robust generalization compared to bottom-up learning that generalizes gradually from accumulation of similar experiences [39]. Moreover, people from societies with formal education, i.e. didactic teaching abstracted from everyday experiences, more successfully infer abstract properties and generalize systematically in tasks such as identifying relevant and irrelevant features when classifying novel items into categories than people from societies with only informal education, e.g. learning through direct experience or by observing and imitating experts [9]. Indeed, it has been theorized nearly a century ago that systematic reasoning is first acquired through a form of formal education which then transfers to enable spontaneous generation [46]. These observations raise the question whether contemporary neural networks’ limited capacity to generalize could be overcome by relying on explicit instruction as encountered in formal settings.

The present work seeks to contribute to a consideration of these issues by exploring human learning and generalization of a novel problem-solving skill from a brief instructional and explanation-based learning experience using a restricted range of examples. We consider several questions related to the issues raised above. First, after successfully learning to solve the puzzles, how well do humans generalize to out-of-distribution samples? A classical or connectionist model with built-in invariances would suggest that the resulting behavioral measures would be indistinguishable from within-
distribution samples, whereas a model achieving systematic generalization through learning might be consistent with different degrees of transfer for different dimensions of generalization. Second, how rapidly do successful learners acquire the solution strategy? Highly sample-efficient learning would suggest more sophisticated methods of incorporating information from individual trials, either by leveraging explanations or by exploiting built-in invariances. Moreover, a series of responses that reflect discrete changes in strategies would suggest that what has been learned is a successively refined symbolic rule or procedure, whereas small incremental changes would be more characteristic of gradual connection-weight updates as exhibited by neural networks. Lastly, what factors contribute to people’s ability to learn quickly and generalize broadly? If formal education and use of instructions and explanations are powerful enablers for systematic reasoning, both greater education and ability to provide explanatory descriptions should correlate with higher task performance.

These questions indicate the relevance of the possible findings from our investigation for theories of human learning and generalization. To anticipate, the overall pattern of findings points neither toward classical models that assume a built-in commitment to symbolic computation, nor connectionist models with or without built-in invariances that learn gradually through gradient updates. Instead the results require a new approach that, we hope, will capture the attractive properties of both the classical and connectionist frameworks.

We address these questions through a novel task which we call the Hidden Single puzzle, based on a solving technique of the same name in the puzzle Sudoku, which requires the solver to use the digits already present in a grid and the principle of mutual exclusivity to deduce the content of a single designated empty cell (see Section 2). The task is appealing as a domain in which to explore the general features of human systematic reasoning ability, since simple solution techniques, such as the Hidden Single technique as presented in our experiment, can be described in simple explanatory language without the need to appeal to technical concepts, making it potentially accessible to a wide range of human participants. Moreover, the task is characterized by the same symmetries, group properties, and combinatorics that characterize Sudoku in general [13, 36], allowing procedural transformations, such as re-assigning the roles of digits, shuffling rows and/or columns, and rotating or transposing the grid. This allows us to explore the process of learning within a controlled task subspace and to assess how well learning generalizes outside of the narrow range of examples used in the tutorial and in an initial practice phase of the experiment. We contribute to the further understanding of the human ability to exploit instructions and explanations by using a tutorial combined with detailed explanatory feedback, then analyzing the participants’ self-reported descriptions of their strategies at the end of the experiment.

We recruited 271 participants on Amazon Mechanical Turk after screening out many others who demonstrated or attested to prior Sudoku experience (See SI Section 1.1). They were then presented a reliable method, the Hidden Single technique, for solving the Hidden Single puzzles through a self-paced tutorial explaining the technique using a single example. To study the induction of a systematically generalizable strategy from observed instances, we avoided abstract statements that describe the strategy in terms of a general principle or rule, and did not suggest that this technique should work in any other context than in the example provided. After completing 25 practice puzzles with explanatory feedback but with limited variation in certain puzzle features, participants were tested on 64 puzzles with the variations added.

Using a combination of accuracy, response time, response type, and survey measures, we provide evidence for the following. First, we found that only 1/3 of participants learned to consistently solve the puzzles by the end of the practice phase. Second, these participants could systematically generalize to puzzles outside of the training distribution, albeit with selective performance costs we will detail. Third, the learning was better characterized as a sequence of discrete transitions reaching mastery within about 10 trials rather than as incremental changes in solution strategies. Fourth, by the end of the experiment, most who acquired the strategy could give a valid description of their solution to a puzzle. Finally, self-reported education, and particularly education in basic high school mathematics, was associated with successful learning.

As a point of comparison to human performance, we compare human learning and generalization to that of a state-of-the-art neural network architecture for solving Sudoku puzzles called the Re-
current Relational Network (RRN) [33]. Using a relational architecture [37], the RRN builds in strong problem-specific constraints, ensuring systematic generalization across positional variables, and learns strictly through error-based loss signals, offering an example of a deep learning agent that learns to solve the same puzzles without explicit instructions. We trained this network with the same restricted range of examples that we used with human participants in the tutorial and practice phase of our experiment. Unlike human participants, the neural network model exhibited perfect and immediate generalization to all feature variations that the model was designed for but no generalization whatsoever to variations in a feature that the original authors had not built into the model. Moreover, we also found that the model’s learning dynamics were significantly slower and less data-efficient compared to our human participants, a pattern often seen in neural networks.

We bring these findings together in the Discussion, noting that the standard approach in contemporary deep learning-based AI, as exemplified by the RNN in [33], does not seem well suited to capturing several aspects of human performance. We conclude the paper by proposing alternatives to domain-specific design to improve models for abstract reasoning and systematicity with three potentially synergistic future directions: exploiting sequential attention in task-agnostic neural network architectures, incorporating additional modalities to enable instruction-following and explanation, and promoting abstraction by employing meta-learning across multiple tasks that demonstrate generalizable procedures through specific examples.

2 Experiment Design

The Hidden Single task (Figure 1) follows the same constraints as Sudoku: each row, column, and 3x3 box contains exactly one of each number from 1 to 9. However, the Hidden Single task simplifies the puzzle to finding the target digit that must go into a goal cell. The puzzles are constructed such that there is just one digit not already in the blue highlighted row or column that can be placed in the goal cell but not in any other cell. We procedurally generated every puzzle (See Methods) to have controlled variations while also maintaining standardized difficulty. Puzzles always contain 5 different digits called hints, one of which is the target and another of which is the distractor. The target and distractor digits each have 3 instances arranged in the grid in a way that prevents participants from performing reliably based on perceptually obvious heuristics. The other three hints, called in-house digits, each occur once in the highlighted house. The remaining 4 of 9 digits, called absent digits, did not appear in the grid.

There are four experimentally controlled variable features for each puzzle. The house type is the type of house (row or column) to apply the Hidden Single technique to, indicated by whether it is a row or column that is highlighted in blue. The house index is the house to apply the Hidden Single technique to, also indicated by the blue highlighting. The cell index indicates which cell to solve for within a house, indicated by the cell highlighted in green. Lastly, the digit set is the set of 4 digits from which the target and distractor digits are drawn. The digits used in each puzzle are determined by first selecting a digit set, then assigning a number from the set as the target digit and a different number from the same set as the distractor digit. The three in-house digits are then randomly selected.
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from the remaining 7 digits.

At the start of the experiment, each participant was randomly assigned a specific house type, house index, goal cell index, and training digit set to be used in the tutorial and practice puzzles. For each participant, a transfer set of four digits was then selected from the 5 digits remaining.

The tutorial phase of the experiment began with the one-sentence description of Sudoku. The tutorial then walked the participant through a sequence of screens presenting the logic of the Hidden Single technique, but without reference to it as such. Instead, the tutorial used different colors to highlight specific elements in the grid and refer to them, e.g. ‘the purple cell’ or the ‘blue row’ (see SI Figure 2), and did not make any indication that an abstraction of the pattern of reasoning could be applied as a general strategy. Throughout the sequence, participants were required to enter responses that, if incorrect, resulted in an explanation and a requirement to correct the error before proceeding.

Following the tutorial phase, each participant was given 25 puzzles to solve as part of a practice phase, without any mention of a relationship between the puzzles in this phase and the one they encountered in the tutorial. For each puzzle in this phase, participants were allowed unlimited attempts and time, with the goal of giving them the best chance of mastering the Hidden Single technique. All puzzles in this phase shared the same house type, house index, cell index, and digit set as the tutorial, only varying in the hint locations and the choices of specific digits to serve in the various hint roles, subject to the constraints imposed by the digit set. During this phase, all incorrect attempts produced detailed explanations specific to the puzzle and given response, referring to the particular digits and hints for why the response was incorrect.

Next, in the test phase, participants received 64 puzzles to solve with only one attempt and a 2-minute time limit for each puzzle. Here, feedback only indicated whether the response on a given trial was correct. In this phase, puzzles varied in terms of whether a particular feature (digit set, house type, house index, cell index) was changed or unchanged in the puzzle compared to its value during the tutorial and practice phases, yielding 16 combinations of possible puzzle conditions (including control puzzles which share all features with the tutorial and practice phase puzzles), with trial order carefully counterbalanced (see Methods). In presenting the results, we consider the effects of digit set, house type, and goal position, specifying whether the absolute position of the target cell was changed or not from its absolute position in the tutorial and practice phases.

3 Results

Although 271 participants completed the experiment, many did not succeed in acquiring a successful solution strategy from the combined learning experience provided by the tutorial and practice phases of the experiment. Since our interest focuses on the transfer performance of the successful learners, whom we call solvers, we used a regression analysis applied to the practice phase data to identify these participants (see Methods).

This method identified 88 solvers, leaving 183 participants who we refer to henceforth as nonsolvers, although some of these did eventually achieve high accuracy and a few others may have found a partially successful strategy (See SI Figure 11). In what follows, we focus primarily on the performance of the solvers, contrasting their performance with that of non-solvers in certain cases.

3.1 Identifying effects of systematic variation

We examined whether changing the digit set, house type, and goal cell position affected solvers’ accuracy and response times across the 64 test phase trials. We present our evidence comparing the results in the first 16 trials and the remaining 48 sets separately to identify effects that may potentially be short-lived. Overall, there was substantial transfer across all variations, as detailed below. All analyses in this section were pre-registered after extensive pilot testing, with the exception of the analysis examining the effect of goal position. We first performed the committed analyses that were based on the cell index and house index variables; this resulted in a complex pattern that could be better understood by recoding the conditions in terms of the goal position variable. See SI Section 3 for preregistered but unreported regressions.

3.1.1 Digit sets

Solvers were able to transfer immediately when tested with target and distractor digits selected from a set never used in either of these roles during the tutorial or practice phases. Indeed, the effect of a change in the digit set, either for accuracy or response time, was negligible: all estimates were strikingly close to 0, which fell well within the 95%
Figure 2: Mean accuracy and response times. Darker points indicate means and error bars indicate 95% highest density intervals for sets of 8 trials. Lighter points indicate means at individual trials. Values for response times computed in log-space. Only trials with correct responses included for response time plots.
Table 1: Test phase regression coefficient estimates and 95% highest density interval (HDI) lower (L) and upper (U) bounds for effects of a change in digit set (DS), house type (HT) and goal cell position (GP) on dependent variables. Accuracy (Acc.) coefficients are presented in logits and response time (RT) measure in coefficients are presented in log₂(seconds).

<table>
<thead>
<tr>
<th>Term</th>
<th>DV</th>
<th>Trials 1-16</th>
<th></th>
<th>Trials 17-64</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Estimate</td>
<td>HDI-L</td>
<td>HDI-U</td>
<td></td>
</tr>
<tr>
<td>DS</td>
<td>Acc.</td>
<td>-0.098</td>
<td>-0.472</td>
<td>0.268</td>
<td>0.020</td>
</tr>
<tr>
<td>DS</td>
<td>RT</td>
<td>-0.022</td>
<td>-0.086</td>
<td>0.043</td>
<td>0.000</td>
</tr>
<tr>
<td>HT</td>
<td>Acc.</td>
<td>-0.302</td>
<td>-0.666</td>
<td>0.059</td>
<td>0.095</td>
</tr>
<tr>
<td>HT</td>
<td>RT</td>
<td>0.319</td>
<td>0.258</td>
<td>0.379</td>
<td>0.055</td>
</tr>
<tr>
<td>GP</td>
<td>Acc.</td>
<td>0.165</td>
<td>-0.240</td>
<td>0.570</td>
<td>-0.314</td>
</tr>
<tr>
<td>GP</td>
<td>RT</td>
<td>0.115</td>
<td>0.040</td>
<td>0.189</td>
<td>0.089</td>
</tr>
</tbody>
</table>

HDI, as shown in Table 1 and Figure 2, panels A and C.

### 3.1.2 House type
Solvers were able to apply what they had learned after a switch in house type, albeit with a small initial reduction in accuracy to 85% correct and a substantial initial increase in response time as shown in Figure 2. Although the 95% HDI for the effect of a change in house type on accuracy includes 0, we note that about 90% of the probability mass is below 0 and an effect of similar size with 0 falling outside the 95% HDI was obtained in pilot work reported in the preregistration of the current study [30]. Thus, while this small accuracy decrement is likely to be a real effect, it is noteworthy that it is small and very short-lived: the effect was more prominent in the first half of the first block of 16 trials than in the second (see Figure 2B) and is numerically reversed in trials 17-64.

Response time increased by 0.319 log₂ seconds in the first 16 trials, or roughly a 25% increase from an average of 19.59 seconds to 24.44 seconds. The effect on RT decreases rapidly, down to 0.055 log₂ seconds, or a 3.9% increase from 15.04 seconds to 15.63 seconds, in the last 48 trials and, as shown in Figure 2D, the effect appears to be gone by the end. We found no noteworthy difference for the direction of the house type shift, from row to column or column to row (see SI Section 2.4.1).

### 3.1.3 Goal position
A change in goal cell position produced a slowing of response times, and there was a trend toward a slight impact on accuracy toward the end of the test phase. For response times, we found main effects of 0.115 log₂ seconds (8.3% increase) in the first 16 trials and of 0.089 log₂ seconds (6.4% increase) in the last 48 trials. The 95% HDI did not include 0 in both cases. Numerically, a change in goal position was associated with a slight increase in accuracy in the first 16 test trials but 0 fell well inside the HDI for this effect. The decrease in accuracy in the last 48 trials was small in percentage terms (0.314 logits, or less than 2% from a baseline over 95% correct), but the HDI for this effect just barely included 0.

In interpreting the effect of goal position, we note that, throughout the test phase, 25% of the puzzles used the same goal cell as the puzzles during the tutorial and practice phases, whereas when the goal position was changed, the goal cell would be any one of 16 possible cells with $\frac{1}{32}$ probability or 64 cells with $\frac{1}{256}$ probability. Thus, the persistent effect of goal position might result from a justifiable bias in attention toward the most common goal cell location, producing a small cost when attention must be deployed to a less likely position. (No such difference in relative likelihood applies either to the house type or the digit set variables, since both house types and both digit sets are used in the test problems with equal frequency.)

### 3.2 Dynamics of strategy acquisition
Having established the high level of transferability of the knowledge that solvers acquired, we next sought to characterize the dynamics of solvers’ strategy acquisition by fitting a hidden Markov model (HMM) to the practice phase data. The model specifies participants’ initial strategy distribution for the first practice trial, how this distribution changes from trial to trial via a strategy transition probability matrix, and the probabilities...
of different types of responses via a response emission matrix.

To specify the model we classified possible responses into four categories: 1. target: the correct digit for the goal cell, 2. distractor: the incorrect digit which also occurs 3 times in the puzzle, 3. absent: any digit that does not appear in the puzzle at all, and 4. in-house: any digit that already appears in the blue-highlighted house. In each puzzle, there are 1, 1, 4, and 3 digits in each category respectively. In the example in Figure 1a, these digits are \{3\}, \{1\}, \{6, 7, 8, 9\}, \{2, 4, 5\}.

We also define 4 classes of strategies that participants may have used to generate their responses in each puzzle: 1. uninformed guess (UG): responses are completely unconstrained by the hints in the puzzle, selecting from any of the 9 digits. 2. avoid direct contradictions (ADC): responses only avoid in-house digits, selecting from any of the remaining 6 digits. 3. prevalent digits (PD): distractor and target digits are selected with equal probabilities. 4. successful (S): the target digit is consistently selected. Ignoring execution errors, the four strategy classes are expected to produce correct responses with probabilities 11.1%, 16.7%, 50%, and 100% respectively. Note that there are multiple specific strategies that can produce responses consistent with each of the listed strategy classes, e.g. always choosing the larger between the distractor and target digits for the PD class (see Section 3.3.1 and SI Section 1.4 for more details).

We fitted the model to the aggregate responses across all solvers (Figure 3a) and inferred the aggregate strategy evolution profile (Figure 3c) from the fitted starting strategy distribution, transition matrix, and response emission matrix (SI Section 4.1). As the figure shows, the inferred initial strategy distribution specifies that 36.8% of the responses were based on a successful strategy on the first practice trial, with 29.3%, 28.6% and 5.3% based on PD, ADC, and UG strategies respectively. Use of the UG and ADC strategies rapidly disappears, and the transition to a successful strategy is about 90% complete by trial 10. The model’s corresponding
Figure 4: Responses of selected solvers (panels a–c) and one non-solver (panel d) during the practice phase and their top 5 Viterbi paths from individually fitted HMMs according to their posterior probabilities. Target (correct) responses are placed at accuracy of 1 whereas incorrect responses are placed at 0. Viterbi path lines are placed horizontally at positions corresponding to the probability that responses based on the strategy will be correct, e.g. successful at 1 and prevalent digits at 0.5, ignoring strategy execution errors. Line thicknesses indicate path posterior probabilities. The fit to the non-solver used an HMM based on aggregate response profiles of non-solvers. See SI Section 4.1.

expected response distribution, shown in Figure 3b, captures the main features of the pattern of the participants’ actual error responses shown in Figure 3a. The residual distractor responses shown are attributed to strategy execution errors that occur with a probability of 0.046 under successful strategies.

3.2.1 Discrete vs incremental transitions

The pattern of change in strategy use over time could arise from an incremental change process, albeit a fairly rapid one, or from discrete strategy changes that occur at different trials for different participants. To explore these possibilities further, we examined the response profiles of individual participants (see examples in Figure 4) and compared the likelihood of the participants’ data under a discrete transition hypothesis and several variants of alternative incremental transition hypotheses (see SI Section 4.3).

Under the discrete hypothesis, each participant begins the practice phase using a strategy from one of the four strategy classes with the initial strategy distribution representing the proportion of participants using each class. On each trial, the participant either remains in the same class or switches to a superior strategy class, according to the probabilities in the aggregate strategy transition matrix. Under the incremental transition hypotheses, participants can rely on a weighted superposition of multiple strategies and the transition matrix represents the rate of transfer of weight from inferior to superior strategies across trials. We estimated the likelihoods of each participant’s response patterns for each hypothesis and found that the data are more likely under the discrete hypothesis than under any of the variants of the incremental hypothesis, with a Bayes factor of 51.71 favoring the discrete hypothesis over the most successful variant of the incremental hypothesis.

3.2.2 Learning efficiency

It is evident from the aggregate data that most solvers learned successful strategies well before the end of the practice phase (Figure 3c), demonstrating an impressive sample efficiency relative to what is usually seen when training a neural network. Under the assumption that participants’ actually made discrete transitions, we can estimate when each participant actually began using the successful
strategy by fitting separate discrete transition-based hidden Markov models to each individual participant’s data and examining the resulting estimates of the location of individual participants transition boundaries.

Along with the response profiles of four example participants shown in Figure 4, we include colored lines indicating the 5 most likely candidate state transition trajectories for each of these participants. The uncertainty in these trajectories, particularly in the timing of the transition to a successful strategy exhibited for the participants in panels b and c, arises because both target and distractor responses occur with equal probability under PD strategies, and distractor responses occasionally occur as errors under successful strategies. Even with an error-free participant like the one in panel a, we cannot be certain some initial trials were not based on the PD strategy.

Given these uncertainties, it is not possible to know exactly when a particular solver transitioned to a successful strategy. Instead, we classified whether or not the estimate of the probability that the participant was using a successful strategy exceeded a confidence threshold, and selected a value for the threshold to minimize bias in these estimates by fitting the model to simulated data (see SI Section 4.4). As shown in Figure 3d, 31.8% of the participants were inferred to be using the successful strategy from the first trial of the practice phase with the optimal (minimum bias) confidence threshold of 60%. By the same criterion, 48.9% of participants were using a successful strategy by trial 3, 78.4% by trial 5, and 93.2% by trial 10. These estimates do depend on the assumptions of the discrete transition model, but even if some solvers are completing the transition to a successful strategy incrementally, the results appear to be consistent with the summary that the transition is over 90% complete by trial 10 of the practice phase.

3.3 Explicitness of acquired strategies

Following the test phase, participants solved one last puzzle and were then asked a series of questions to assess their solution strategies and their ability to describe them. Questions consisted of both free response and multiple choice questions organized as a branching tree intended to successively delineate each participants’ strategy. Of these questions, we focus here on the first, most open ended free-response question because all participants were asked to respond to it regardless of responses to any other part of the questionnaire and their responses to it could not have been influenced by later, more specific questions. We also present results on participants’ self-reports of attained education. The complete responses of all participants to all questions they were asked are available in data tables available online. In SI Section 5.2, we present results from all of the multiple choice questions.

For the following analyses, we sought to ensure that the verbal reports we considered were obtained from participants whose behavioral profiles were consistent with either successful or PD guessing strategies. Therefore, we screened out solvers who failed to maintain a high level of accuracy throughout the test phase and non-solvers whose pattern of responses were suggestive of strategies other than PD guessing. This left 84 participants in the group we call persistent-solvers and, coincidentally, exactly 84 participants in the group we call PD-guessers. All 168 participants responded with the target or distractor digits to the questionnaire puzzle.

3.3.1 Responses to the first free-response question

We gave the following prompt for the first free-response question: "Explain as clearly as possible the steps you went through to choose your answer. Please be as detailed as possible so that someone else could replicate your strategy by following your response." A set of 9 categories of possible bases for choosing a response digit were developed and refined by the authors, and a second rater unfamiliar with the details of the study was recruited. 20 participants’ responses were used to refine and calibrate the ratings scheme. Disagreements which appeared to reflect the ambiguity of some of the participants’ responses were allowed to remain unresolved. Finally, one of the authors and the second rater independently classified the responses of the 148 remaining participants, and the full set of both raters’ 168 ratings were then used as the basis for the final assignment of each participant’s response (see Methods and SI Section 5.3.3).

The raters placed each participant’s response into one of 9 categories. Categories V1, V2, and V3, corresponded to valid bases for responding that would yield the correct answer to the participant’s given puzzle, based on the rules of Sudoku and the specific constraints employed in constructing
the puzzles used in the experiment. Categories U1 and U2 were used for uncertain responses. U1 was used for responses that could have been valid, but were described too vaguely to be certain or to assign the strategy to any of the valid responses. U2 was used for responses from which the participants’ procedures could not be discerned, either due to unclear or missing descriptions. Categories I1, I2, and I3 covered invalid bases that would not reliably give the correct answer. Category M was used for missing or otherwise completely uninformative responses. A 10th ‘other’ option was provided but was never used by either rater. Although all 168 responses were rated, we focus only on the responses of participants who correctly solved the final puzzle to avoid the possibility that differences between the ratings of responses by persistent solvers and PD guessers could be attributed to the rater’s awareness of the correctness of the solution. Thus, the results reported in Figure 5 are based on the responses of the 80 persistent-solvers and 42 PD-guessers who solved the questionnaire puzzle correctly. Each bar represents the proportion of persistent solvers’ or PD guessers’ ratings (treating each rater’s rating of each of the participants as a separate rating). The concordance of the two rater’s ratings (number of agreements divided by number of participants rated) was 69.6% overall, and 91.3% for solvers at the superordinate level (Valid, Uncertain, Invalid, or Missing). Disagreements generally involved the unclear rating from one of the raters (See SI Section 5.3.4).

The key result that emerged from this analysis was the finding that 79% of persistent solver’s ratings fell into one of the valid solution types while only 12% of PD guesser’s strategies fell into any of these categories ($\chi^2 = 99.12, df = 1, p < .001$). Figure 5a displays the distributions of ratings across all 9 ratings categories separately for persistent solvers and PD guessers. These differences are also statistically significant ($\chi^2 = 125.86, df = 8, p < .001$).

### 3.4 Role of education

We next considered the relationship between education and participants’ ability to solve the puzzles. First, using self-report data on highest level of education pursued, we fitted a regression model to predict the total number of puzzles solved across both practice and test phases, finding that the number of years of education was a small but significant predictor of puzzles solved ($\beta = 1.46, 95\% \text{ HDI} = [0.45, 2.45], R^2 = 0.032$). Next, we fitted a second regression using self-report data of various math courses taken and found that of the 9 different topics, only high-school algebra ($\beta = 9.68, 95\% \text{ HDI} = [2.87, 16.78]$) and high-school geometry ($\beta = 9.81, 95\% \text{ HDI} = [3.78, 16.03]$) were significant independent predictors while none of the others were significant independently. None of the 40 participants who reported having taken neither HS algebra nor HS geometry were solvers. In further analyses combining years of education and math courses (See SI Section 2.5), we found that education predicted a small amount of independent variance when combined with HS algebra and geometry ($R^2 = 0.168$ with education, $R^2 = 0.152$ without, Bayes factor = 11.517), but its significance is lost when considered together with all of the math course variables ($R^2$...
= 0.213 with education, $R^2 = 0.206$ without, Bayes factor = 2.624).

4 Model Results

To compare how contemporary neural network models learn and generalize solving the Hidden Single puzzles, we replicated and adapted a model that is state-of-the-art in solving Sudoku puzzles [33] (see Methods and SI Section 6). The Recurrent Relational Network (RRN) uses a relational message passing scheme where in each time step, it computes for each cell in the grid an update instruction for each other cell that the cell shares a house with. As we shall see, the model achieves systematicity with respect to the positional variables by sharing the same connection weights to each cell from all of the relevant constraining cells, thereby remaining invariant to the particular cell it solves for and the particular relevant cell constraining it (see SI Section 6 for details).

Using the same set of restrictions on the practice puzzles as described in our human experiments, we trained the model with varying numbers of training samples, stopping if and when it reached 99% accuracy for puzzles with the same features. We then tested the trained model with the same systematic variations we considered for human participants. Comparing the model’s training and generalization results to human solvers, we observed two key properties of the network.

First, given the same restrictions on the particulars of the training puzzles as described in our human experiments, the model generalized immediately, performing nearly perfectly on problems with changes to the positional features (house type, house index, and cell index) but could not solve a single puzzle with changed digit sets as shown in Figure 6c. Second, the model trained inefficiently compared to the human participants, requiring 300 unique puzzles with tens of thousands of total pattern presentations to gradually reach accuracies comparable to the solvers (Figure 6a).

We then modified the architecture described in [33] to also induce invariance to digits by extending the weight-sharing scheme across the 9 digits (see Methods and SI Section 6.4). This version of the model required only 25 training examples to reach accuracies comparable to solvers, but still required 40,000 total pattern presentations to train (Figure 6b). As expected, the Digit-invariant Recurrent Relational Network (DRRN) achieved the same very high level of systematic generalization for puzzles with changed digit sets as it did in the other three feature variations.
5 Discussion

We have presented evidence that participants who learned a novel problem solving strategy from a brief tutorial and practice session can systematically extend what they have learned to problems varying along several different dimensions outside the range of the tutorial and practice problems. Accuracy on examples outside the training range on the digit set, house type, or target cell position used in training was over 85% correct at the start of the test phase.

For most of the participants classified as solvers, learning was nearly complete within 10 trials, and one-third of solvers may have used a successful strategy as early as the first practice trial after the tutorial. For other solvers, the findings are consistent with the hypothesis that they made very rapid, perhaps even discrete-step transitions as they acquired more successful strategies during the practice phase. Even if transitions may not have been completely discrete for some solvers, they were clearly quite rapid. Thus, with explicit instruction and explanatory feedback during practice, many participants acquired a new problem solving skill quickly and in a way that they could extend to new examples varying from training examples in several different ways. We also found that most solvers were able to describe a valid solution strategy when prompted.

While some participants learned a successful strategy very quickly, the ability to do so is far from universal, with only about a third of our participants meeting the criteria for classification as solvers by the end of the practice phase of the experiment. We note that the criterion used to identify solvers was quite a conservative one, and an examination of performance across both the practice and test phases reveals an additional 22 participants whose test phase accuracy exceeded 75% correct (see SI Section 7.1). Treating these participants as solvers would still leave half the participants failing to perform at a level significantly above the 50% PD-guessing level. Importantly, a rudimentary formal exposure to mathematics appeared to be crucial for success: none of the participants lacking both high-school algebra and geometry backgrounds met our criteria for classification as solvers. Such exposure was not sufficient for success, however, as only 44% of participants who reported having taken both classes were solvers.

It is likely that a participant’s success rate in acquiring successful solution strategies depends on the particular features of the tutorial. On the one hand, since we were interested in induction of generalizable knowledge rather than simply learning to follow an explicit rule, we did not directly provide a description of the Hidden Single technique in the form of a general rule, as online Sudoku tutorials often do, and such direct instruction using an explicit generalizable rule could increase the success rate further. On the other hand, we did not rely solely on the standard reinforcement-based or supervised learning approach employed in most neural network modeling work because we were also interested in the ability to learn from instructions and explanatory feedback. Although further research should confirm this, we expect that most participants would learn the Hidden Single strategy far more slowly, if at all, under these learning conditions, consistent with other evidence of a role for explanations and instructions in facilitating rapid learning [2, 42].

5.1 Implications for human systematic reasoning

As discussed in the Introduction, there is an important tradition that proposes that humans rely on built-in systems that support rapid learning and systematic reasoning [15], and researchers continue to suggest that built-in commitment to compositional representations may underlie transferable learning based on one or a few examples [24]. We have found in this investigation, however, that the ability to acquire one systematic reasoning strategy – the Hidden Single strategy – from a brief explanatory tutorial and to generalize it systematically is restricted to a subset of adult participants, all of whom had at least some prior exposure to high-school level mathematics. This observation is consistent with the idea that the systematic reasoning ability exhibited by solvers is one that is acquired through learning the systematic reasoning skills taught in mathematics classes [39, 46]. Based on this, we suggest that we should seek to understand systematic reasoning and generalization as an acquired ability that depends on relevant experience, not as an inevitable built-in component available as a core element of human cognitive abilities. While we have only considered a single domain in this study, and our findings may not apply across all domains in which humans exhibit the ability to learn quickly and generalize, we suggest that it would be
worthwhile for researchers studying human learning and reasoning in a wide range of domains to consider the possible role of relevant prior experience very carefully.

Our investigations also demonstrate a strong association between the ability to acquire and use the Hidden Single strategy correctly and the ability to explicitly describe a valid solution strategy. Although solvers did not always provide explanations that were clear and detailed enough to fully identify a valid strategy, we note that not a single one of the persistent solvers’ explanations was rated by either rater as unambiguously invalid. Thus, it is possible that persistent solvers always possessed at least vaguely cohesive explanations, even if they did not articulate them fully or clearly in all cases [10, 2]. Indeed, the facts that mathematics is often taught through explanatory instructions and subsequent practice; that encouraging students to explain enhances mathematics learning outcomes [5]; and that our tutorial and feedback during practice were explanation-based all point toward the possibility that learning in settings in which procedures are taught through language and in which both learners and teachers are expected to produce and understand explanations may play a role in supporting rapid acquisition of systematically generalizable reasoning and problem-solving skills.

In summary, we take our findings to suggest that future research should seek to understand how humans can acquire the ability to reason systematically from instruction and explanation in combination with problem-solving practice. In this regard, our work dovetails with decades-old research pointing out the potent role of education in establishing the ability to learn from instruction and explanation versus mere observation and practice [39].

5.2 Sources of domain-specific constraints

It has long been argued that the ability to learn quickly from limited information depends crucially on having the right inductive bias at the outset of a new learning experience, and a long-standing perspective holds that domain-specific inductive biases are often available from birth, in the form of such things as core systems for numbers [12], a human language acquisition device with a built-in universal grammar [6], or initial core-knowledge systems for intuitive physics and psychology [24]. Neural network models such as convolutional neural networks exploit such inductive biases, as does the Recurrent Relational Network (RRN) [33] applied to Sudoku. The connection weights to each constrained cell from each constraining neighbor cell were completely shared, allowing it to generalize perfectly across all of the spatial variables we considered, including the house type variable, and we were able to extend this approach, allowing for systematic generalization across digits as well.

However, building in the specific connectivity required to capture the specific constraints of a particular problem can specialize a model too much such that it could not generalize to adjacent domains, even if it could generalize beyond its training distribution within domain. The Sudoku RRN could not, for example, learn to exploit constraints of a new puzzle with similar rules that depend on relations between all pairs of diagonally adjacent squares. Similarly, building in equivalent treatment of all digits as we did would prevent it from being able to solve other games, such as Ken-Ken, which depend critically on the arithmetic combining possibilities of particular digits. While we would not deny the utility of building in domain-specific constraints on learning and generalization in basic sensory-motor and survival-related domains, the idea that humans are uniquely adapted to be able to master new, often human-invented domains such as reading and mathematics points toward the utility of seeking solutions that do not require dependence on strong, built-in, domain specific biases.

A more recent approach to achieving rapid learning and transfer in neural networks relies on learning to learn, or meta-learning, by training a network with a series of similar tasks with shared features [19, 14, 47], and a reliance on meta-learning is among the approaches endorsed by Lake et al. [24]. Proponents of the role of education in structuring thought [39] have also suggested that this structuring occurs through learning to learn. However, it is typical for meta-learning to be strongly targeted to a single task domain, providing the inductive biases relevant only to the targeted tasks. We propose instead to seek to develop a single, integrated learning system that is applied simultaneously the full range of tasks a human learner might be exposed to. Below we turn to a consideration of some features of what such a system might look like.

5.3 The path forward

Based on our analyses of human success and failure in learning and extending a problem-solving
skill, we propose that future neural network models should (1) exploit a task-agnostic architecture with human-like sequential attention, (2) combine multiple modalities to allow instruction and explanation to be integrated with task-based learning and (3) seek to promote systematic generalization through learning multiple tasks in which individual numeric values are used as instances of a broader class.

First, if systematic reasoning is indeed a learned ability rather than innate in humans, models should contain task-agnostic general architectures rather than features optimized for any specific task. Rather than applying the same connection-based knowledge simultaneously to all cells in a Sudoku grid as the RRN Sudoku network does, we propose that systematicity can emerge if the network is allowed to approach problem solving through sequential steps, selectively attending to different parts of a task or problem [44, 16, 35], e.g. a subset of cells in Sudoku, using a single set of connection weights that are shared by applying them sequentially to the set of cells in the current focus of attention. While we are firm believers in the idea that humans can engage in a parallel, mutual constraint satisfaction process, and that such a process characterizes aspects of perception, language processing, and many other cognitive systems [27, 26], the extent of this parallelism is likely limited in ways that artificial neural networks need not be, such as the number of cells and digits that can be simultaneously considered. When humans solve Sudoku puzzles, it seems more likely that connections are reused across time using attention to facilitate routing relevant inputs through the appropriate pathways [31, 32], albeit with some degree of parallel processing within each step. Thus, we favor a hybrid approach of parallel and sequential processes where attentional mechanisms bind relevant variables to generalizable computations as appropriate.

Second, noting the importance of learning through instructions and explanations, we propose that neural networks should encompass additional modalities beyond those strictly relevant to task performance in a particular learning environment. While visual and language inputs and outputs are common in contemporary models, these modalities are typically included only when they are relevant to the task itself, e.g. visual-question answering tasks, and not as channels for conveying instructions and explanations. The RRN, for instance, only possesses inputs and outputs for the 9x9 grids as these are the only interfaces necessary to solve the puzzles. Humans, however, can learn to play using just the description of the game and can learn more advanced methods by consulting an instructor or even a reference guide of known Sudoku techniques, accelerating their training far beyond what could be achieved through pure trial-and-error loss signals. Thus, to build models that learn as humans do, we propose that model modalities be expanded not only as relevant to executing the task but to offer additional teaching signals during training. Similarly, training models to provide valid explanations for their decisions, similar to how students are encouraged to show their work in math classes in addition to the final answer, could further enhance learning and systematic generalization. Indeed, learning through instructions can allow the model to rapidly acquire task-relevant inductive biases, thus maintaining flexibility in its ability to generalize to new tasks and variations, but doing so without slowly training over additional large datasets.

Finally, if systematic reasoning is to be learned, then any single task should be thought of as one among a larger set where variable and filler relations are reinforced. Adults with relevant educational backgrounds can enter novel reasoning tasks with strong inductive biases to help them learn rapidly and infer which features can be generalized and which cannot, and we propose that meta-learning to abstract may help induce similar priors. On this view, the reason why a change in digits had no visible effect is because algebraic abstraction of digits is explicitly taught in math education and frequently applied in procedures that can be applied to arbitrary variables, such as solving an equation with one unknown, are required. Transposing grids, however, is less likely to be an operation that people would need to perform often, consistent with the fact that solvers did not generalize perfectly under this transformation. Thus, in conjunction with the first two points, we consider mechanisms operating over variables through sequential attention and learning through explanations to be the broader meta-principles that the model could learn.

One model that begins to address these goals is GPT-3 [3]. After extensive training to predict words in text based on a long window of prior text, it has demonstrated some capacity to bind variables and execute simple instructions, relying on a relatively generic transformer architecture [44].
However, a similar transformer architecture trained to solve 41 different modules of mathematics problems struggled to learn the more complex modules [38], suggesting that sole dependence on the architecture may not be sufficient. Among the limitations the model faces is that it is simply given problems as inputs and their answers as targets, all in the form of sequences of primitive elements. Mathematical problem solving, however, often involves explicit engagement with spatially structured representations (e.g. either diagrams or multi-column numerical formats) that are used to perform intermediate steps along the way toward problem solution. We believe a promising path forward would be to extend generic architectures such as the transformer to process and produce actions in a visuospatial environment so that they can produce appropriately structured representations and perform corresponding manipulations on them.

A further important extension will be to allow the simultaneous use of language to receive and generate instructions and explanations as partially implemented in [1]. This model could learn both by independently interacting with the environment as in traditional reinforcement learning, but also from a structured curriculum of mathematical problem-solving tasks requiring following instructions and receiving and producing explanations. We hope that this might bring us considerably closer than we are now toward a model that captures the human ability to learn new problem solving skills that exhibit out-of-domain transfer after learning through instructions and explanations from a small number of examples.

5.4 Conclusion

Our findings contribute both to understanding how humans learn and generalize abstract strategies and to identifying where humans and machine learning algorithms diverge in these respects. While machine learning can provide tools for inducing systematicity that can be superior to humans by certain measures, we also emphasize the importance of considering potential trade-offs and limitations. With the characteristics of human systematic reasoning in mind, we hope to push models of intelligence towards a direction that draws inspiration from the mechanisms that enable humans to learn efficiently and generalize robustly. Many of the attributes of human reasoning that we have observed remain incompletely understood, and the details of how to implement them in models are exciting further directions for both human and machine intelligence that we look forward to addressing in future research.

6 Methods

6.1 Participants

All experiments were conducted through Amazon Mechanical Turk. In our pre-registration, we committed to collecting samples until we had at least 75 solvers, but because we ran the experiment in batches (with the expectation that only a small random fraction of participants would be solvers), we ended up collecting a slightly higher sample size than we had originally intended. Overall, 1985 people entered the study, receiving a small base payment for doing so. 1714 were filtered out through a diagnostic puzzle and questions about their prior Sudoku experience, leaving 271 participants that completed the experiment (participants were offered a bonus for solving the diagnostic puzzle to minimize incorrect attempts; see SI Section 1.1 for full details). Those not filtered out continued on to the tutorial and remaining phases of the experiment. Participants received a bonus for completing each section of the tutorial and for correctly solving puzzles on the first attempt during the practice and test phases. Participants were not notified of the purpose of the experiment.

6.2 Participant subselection

The following criteria were used to classify focused subsets of participants for different analyses. For exact regression formulas and coefficients, see SI Section 2.1.

Solver vs non-solver: We fitted a logistic mixed effects model to the practice phase data to predict the correctness of the participants’ responses at each trial. Using the predicted accuracy at the 25th trial, we used a decision boundary of 0.8 to classify solvers and non-solvers. This method of distinguishing solvers from non-solvers was pre-registered.

Persistent-solver vs PD-guesser: We fitted a logistic mixed effects model to the test phase data to predict the correctness of the participants’ responses at each trial. Using the predicted accuracy at the 25th trial, we used a decision boundary of 0.8 to classify solvers and non-solvers. This method of distinguishing solvers from non-solvers was pre-registered.
of 64 test phase responses were either the distractor or target digits and that they solved exactly 3, 4, or 5 puzzles in the final 8 trials of the test phase.

The non-solvers who were screened out include some participants who performed well below the 50% correct level expected from the PD strategy, some others who may have been late and/or inconsistent solvers, and yet others who may have been PD-guessers whose pattern of responding deviated from the PD-guesser profile by chance, just as a set of tosses of a fair coin will produce a result outside the 95% confidence interval for the observed probability of heads 5% of the time. Taken together our criteria were stringent enough that they may well have screened out quite a few true PD-guessers.

6.3 Behavioral experiment

The experiment program was implemented using Facebook’s React, hosted on Amazon AWS, and deployed using Psiturk [11, 17]. For brevity, we only describe here the practice phase, test phase, and the general flow of the questionnaire phase. For more specific details on the diagnostic measures, tutorial sequence, and the questionnaire, see SI Section 1.

With the exception of some puzzles used in the tutorial, all puzzles were generated using the same procedure. To make puzzles nontrivial and encourage deductive reasoning, every puzzle was generated with at least 1 box constraint (a hint that shares a box with 3 of the empty cells in the house, simultaneously constraining all 3) and 2 orthogonal constraints (hints that share a column or row with an empty cell in the target house for puzzles with row and column house types respectively). 3 cells in the highlighted house were filled with random remaining digits. Because this would require at least 3 hints that share digits with the target, we added a distractor digit with 3 hints that constrain the same box and one of the 2 other unconstrained cells, making both the target and distractor digits salient as potential candidate target digits. Puzzles could be interacted with by selecting a cell with the computer cursor and typing a digit. Only clicking the ‘Submit’ button would commit the response, thus allowing participants to change their responses if desired before submitting.

All 25 puzzles in the practice phase shared the same house type, house index, cell index, and digit set as the tutorial. The 64 puzzles in the test phase were counterbalanced using randomized balanced Latin squares such that in each of the 8 sets of 8 trials, each of the 8 combinations of unchanged vs. changed house type, house index, and cell index conditions would appear once as the $i^{th}$ puzzle, and that for each combination A and B, A would appear before and after B exactly 4 times. 4 trials in each set of 8 trials were also assigned the each of the unchanged vs. changed digit set conditions such that in every 16 trials, all 16 combinations of changed or unchanged house type, house index, cell index, and digit set would appear exactly once. In trials with house type changed and either the house or cell index changed, the house type was changed first and the house or cell index changed with respect to the new house type. For instance, if HT and HI conditions were applied to a row puzzle with the goal cell at (3, 5), one resulting puzzle could be a column puzzle with the goal cell at (3, 1).

Participants were allowed unlimited time and number of attempts to solve puzzles during the practice phase, and were additionally provided detailed explanations customized to their puzzles and error types following each error (see SI Section 1.3). Correct responses following errors also triggered explanations. During the test phase, however, participants were allowed up to 2 minutes and only a single attempt at solving each puzzle, and no feedback was provided except whether they were correct or incorrect. Upon submitting a response, participants had 10 seconds to continue viewing the puzzle before the program would automatically proceed to the next puzzle. Correct responses allowed the participants to skip ahead to the next puzzle while incorrect responses paused the screen for the full 10 seconds.

At the beginning of the questionnaire, participants were asked 3 attention check questions. They were then given a new puzzle to solve, randomly generated for each participant, with the constraints that the puzzle shared the same house type and digit set as the tutorial and practice phase puzzles, but the house index and cell index were set such that they differed from the tutorial while ensuring that the goal cell fell within the center 3x3 box. Although no feedback was provided for this puzzle, the puzzle (with the participant’s response) always remained on display for the remainder of the questionnaire, allowing the participant to refer to it as necessary.

Following the puzzle, participants were asked for
their confidence that their responses were correct as a percentage between 0 and 100 in increments of 5% and then answered a first free response question in which they were asked to explain as clearly as possible the steps they went through to obtain their answer to the puzzle so that someone reading their response could reproduce the sequence of steps. Each participant who had chosen either the target or the distractor then entered a branching questionnaire, following a path that depended on their answers to forced choice questions that were interleaved with free response questions they could reach depending on their answers to the forced choice questions. At the end of the questionnaire, all participants then received one final free response question asking for further comments or clarification of previous answers. For full details, see SI Section 1.4.

6.4 Regressions

The regressions to predict accuracy on the last trial of the practice and test phases were fitted using logistic mixed-effects models as pre-registered. However, we changed the regression method to Bayesian for consistency with the remainder of the paper. Classifications were consistent between using Bayesian and non-Bayesian predictors. All regressions were fitted using the BRMS package in R [4] with default priors and MCMC settings. See SI Sections 2 and 3 for exact regression formulas and tables of coefficients.

All reported coefficients on accuracy models are in logits. All reported coefficients on response time models are in log(2)(seconds). Only trials with correct responses were used to fit the response time models. In each model, we accounted for improvements through practice using a log(2)(trial) term and for individual variations through random effect intercepts for each participant. For exact formulas and the full table of statistical measures including models using all 64 trials, see SI Sections 2 and 3.

6.5 Highest density intervals

The 95% HDIs of binary variables such as correctness in Figure 2 and questionnaire responses in Figure 5 were estimated by sampling 100,000 times from resulting Beta distributions. The 95% HDIs of multinomial variables in Figure 5a were estimated by sampling 100,000 times from resulting Dirichlet distributions. The 95% HDIs of continuous variables such as response times in Figure 2 and accuracies in Figure 5b were estimated using Bayesian regressions.

6.6 Hidden Markov model

The aggregate model for finding priors was written in PyTorch and was optimized by minimizing the cross-entropy loss with respect to participants’ actual responses. We used Adam [21] to perform gradient descent with learning rate = 0.01 over 2000 epochs. Using the same solver and non-solver classification as the test phase, we fitted a separate aggregate model for each group. The initial state distribution vector \( \pi \), transition matrix \( A \) and likelihood matrix \( B \) optimized through the aggregate model were then used to fit the individualized HMM for each participant. We allowed for the possibility of errors in executing strategies in each class, defined as producing a response that should not be produced under the strategy class, such as an in-house response when using a prevalent digits strategy. To account for these occasional strategy-inconsistent responses, we added additional error terms in the emission matrix. We also assumed that participants would always transition toward better strategies, thus constraining the model such that participants could not transition from a better strategy to a worse one. See SI Section 4.1 for exact formulas and fitted values.

6.7 Discrete vs Incremental Transitions

To calculate the Bayes factor between the discrete and incremental hypotheses, we estimated the likelihood of each participant’s response profile by simulating the distribution of response profiles under each hypothesis. We simulated individual response trajectories across the practice phase under the discrete and incremental transition hypotheses by starting each trajectory with a random sample of the four strategies according to the fitted starting strategy distribution. For the remaining 24 trials, we repeatedly applied the transition matrix to get the subsequent strategy distributions.

For discrete transition samples, we randomly sampled from these distributions to determine a discrete strategy for each trial, and conditioned the response choice on that trial and the strategy used on the next trial on the sampled strategy. For incremental transition samples, we iteratively multiplied the strategy weight vector with the transition matrix to get the subsequent trial’s strategy weight vector:

\[
\pi_{t+1} = \pi_t A
\]

where \( \pi_t \) is the strategy weight vector at trial \( t \) and \( A \) is the transition matrix. Thus,
the strategy weight vectors were left as weighted combinations for all but the first trial. To sample responses, we marginalized the emission probabilities across all four strategies, i.e. \( \pi_1 \mathbf{B} \) where \( \mathbf{B} \) is the emission matrix, and sampled from the resulting emission distribution.

Because multiplying the same transition matrices would produce the same 4 strategy trajectories (one for each starting strategy), we introduced additional variability in the simulated trajectories by sampling from 4 Dirichlet distributions. To estimate the Dirichlet parameters, we calculated the expected number of times each strategy transition was observed according to the fitted starting strategy distribution and transition matrix over all 88 participants and 25 trials:

\[
88 \sum_{t=1}^{25} \pi_1 \mathbf{A}^{s^{t-1}}
\]

where \( \mathbf{A}^* \) is the fitted transition matrix. We applied a similar sampling procedure for the emission probability matrix using the expected number of times each response was observed under each strategy:

\[
88 \sum_{t=1}^{25} \pi_1 \mathbf{A}^{s^{t-1}} \mathbf{B}^*
\]

where \( \mathbf{B}^* \) is the fitted emission matrix.

Using \( N = 100,000 \) sampled strategy trajectories and their resulting likelihood values \( P(\text{response}|\text{strategy}_{h,i,t}) \) where \( \text{strategy}_{h,i,t} \) is the strategy distribution under hypothesis \( h \) for sample \( i \) at trial \( t \), we calculated the marginalized likelihood of each subject’s response sequence \( S_s \) under the hypothesis according to the formula:

\[
P(S_s|\text{hypothesis}) = \frac{1}{N} \sum_{h=1}^{25} \prod_{t=1}^{25} P(\text{response}_{s,t}|\text{strategy}_{h,i,t})
\]

The same set of sampled starting strategies, transition matrices, and emission probability matrices were used for sampling response profiles under both the discrete and incremental transition hypotheses.

### 6.8 Questionnaire ratings

One of the authors (JLM) considered all participants’ strategy descriptions given to the first free response question and developed a draft set of rating categories. Together the authors developed the persistent solver and PD guesser screening criteria, leaving 168 strategy description responses to rate. Both authors then rated the same set of 20 of these responses, then met to refine the categories and create rating instructions. Author AJN served as one of the two raters. A Master’s student in Computer Science collaborating with JLM but otherwise uninvolved in the project was recruited for pay to serve as a second rater. This rater went through the experiment as a participant would, read the instructions prepared by the authors, and rated the 20 examples mentioned above. Final adjustments to the ratings categories were made in discussion among the two raters and JLM. Author AJN and the second rater then finalized their ratings of the 20 example participants without requiring full agreement and then proceeded to rate the responses of the remaining 148 participants. For each participant, the puzzle and the participant’s digit response were shown to the rater and, as an attention check, the rater first judged whether or not the participant had correctly solved the puzzle. The actual correctness and the participant’s strategy description were then revealed. The raters then judged whether both, one, or neither of the two prevalent digits were mentioned in the strategy description. Next, if the participant did not correctly solve the puzzle, the rater identified whether or not the participant demonstrated awareness of the error. Lastly, the rater selected among 10 options for describing the participant’s basis for choosing between the prevalent digits as inferred from the written response. A second option was allowed to be selected if the rater judged that there was a close second choice. For the full set of rating categories and additional procedural details, see SI Section 5.3.2.

### 6.9 Recurrent relational network

We implemented the RRN model with some simplifications (e.g. fewer hidden layers, smaller embedding sizes, etc.) due to computational resource constraints. Although our version had a lower success rate producing complete solutions compared to the original, it exhibited over 97% correct performance in completing individual cells in held-out test Sudoku problems (see SI Section 6).

We then adapted the model to the Hidden Single puzzles by modifying the loss function to only compare the cells relevant to the task and made additional minor simplifications. We then constructed the Digit invariant RRN (DRRN) by developing a
scheme that used a single set of shared connection weights to compute each digit’s value in each cell across all cells and digits. Since this created $9^3$ separate computational nodes, further simplifications were required. The DRRN was able to acquire the Hidden Singles task from far fewer training examples than the RRN, in addition to demonstrating perfect out of distribution transfer (see SI Section 6.4).

To test for systematic generalization, we used the models that were trained with 500 puzzles until at least 99% validation accuracy. We compared puzzles that had at just one feature varied rather than all the combinations, resulting in 20 test puzzles for each model. The results shown in Figure 6c were averaged across all 10 instances of each model.

7 Pre-registration
The pre-registration can be found at https://osf.io/ smf4b/.

8 Supplementary Information, Data and Code Availability
The supplementary information for this study can be found at https://github.com/andrewnam/hidden_singles_public/blob/main/documents/NamMcCSI.pdf.

All relevant data and code for this study can be found at https://github.com/andrewnam/hidden_singles_public. Instructions on navigating and using the repository can be found in the README.
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