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Abstract—Working under local differential privacy—a model of privacy in which data remains private even from the statistician or learner—we study the tradeoff between privacy guarantees and the utility of the resulting statistical estimators. We prove bounds on information-theoretic quantities, including mutual information and Kullback-Leibler divergence, that influence estimation rates as a function of the amount of privacy preserved. When combined with minimax techniques such as Le Cam’s and Fano’s methods, these inequalities allow for a precise characterization of statistical rates under local privacy constraints. In this paper, we provide a treatment of two canonical problem families: mean estimation in location family models and convex risk minimization. For these families, we prove lower and upper bounds for estimation of population quantities that match up to constant factors, giving privacy-preserving mechanisms and computationally efficient estimators that achieve the bounds.
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I. INTRODUCTION

A major challenge in statistical inference is that of characterizing and controlling the balance between statistical efficiency and the privacy of individuals from whom data is obtained [9, 11, 14]. Such a characterization requires a formal definition of privacy. In recent years, the notion of differential privacy has been put forth as one formal definition of privacy (e.g., [11, 10, 12, 16, 18]). Early work in the database and cryptography literatures from which differential privacy arose focused on algorithmic tools; researchers used differential privacy to evaluate mechanisms for transporting, indexing, and querying data. More recent work aims to link differential privacy to statistical objectives [e.g. 10, 26, 15, 18, 22, 4]; researchers have developed algorithms for private robust estimators, point and histogram estimation, principal components analysis, and others.

In this paper, we take a more abstract approach to studying the interplay between inference and privacy, one in which differential privacy acts as a constraint on a data analysis, but the analysis remains agnostic to the particular privacy-enforcing mechanism. We do so by working within a statistical decision-theoretic framework and studying the minimax risks associated with various estimation problems under abstract differential privacy constraints. This minimax framework allows us to obtain fundamental bounds that hold uniformly across inferential procedures regardless of the mechanisms used to achieve differential privacy. Having obtained lower bounds on risk that incorporate privacy, we also provide matching upper bounds via specific algorithms. Our goal is to bring differential privacy into close contact with the foundational concepts of statistical decision theory and to provide quantitative tradeoffs that can inform practice.

We study the strong setting of local privacy, where data providers trust no one, not even the statistician collecting the data. While local privacy is stringent, it is one of the oldest forms of privacy, and its essential form dates back to Warner [25], who proposed it as a remedy for what he termed “evasive answer bias” in survey sampling. We view understanding of minimax risk bounds in this classical setting as a natural first step to deeper understanding of other privacy-preserving approaches to data analysis.

More formally, let $X_1, \ldots, X_n \in \mathcal{X}$ be samples drawn according to some (unknown) distribution $P$. We consider procedures for estimating a parameter $\theta := \theta(P)$ of the distribution that have access only to obscured views $Z_1, \ldots, Z_n \in \mathcal{Z}$ of the original data. The original $\{X_i\}_{i=1}^n$ and the privatized $\{Z_i\}_{i=1}^n$ random variables are linked via a family of conditional distributions $Q(Z_i \mid X_i = x, Z_j = z_j, j \neq i)$. Since it acts as a conduit from the original to the privatized data, we refer to $Q$ as a channel distribution.

Our work is based on the following general definition of local differential privacy. For a privacy parameter $\alpha \geq 0$, we say $Z_i$ is an $\alpha$-differentially locally private view of $X_i$ if

\[
\sup_{Q(S \mid X_i = x, Z_j = z_j, j \neq i) \neq Q(S \mid X_i = x', Z_j = z_j, j \neq i)} \frac{Q(S \mid X_i = x)}{Q(S \mid X_i = x')} \leq \exp(\alpha), \tag{1}
\]

where the supremum is taken over $S \in \sigma(\mathcal{Z})$, $z_j \in \mathcal{Z}$, and $x, x' \in \mathcal{X}$; and $\sigma(\mathcal{Z})$ denotes an appropriate $\sigma$-field on $\mathcal{Z}$. Definition (1) does not constrain $Z_i$ to be a single release of data based on $X_i$; the set $S$ may consist of the results of several queries about $X_i$, so long as the full collection $S$ is $\alpha$-differentially private. The dependence of the channel distribution on all the obscured data points highlights the potential interactivity [11] of the privacy-providing mechanism. We also consider a simplification [13], appropriate for non-interactive protocols, where $Z_i$ is generated based only

\footnote{Formally, we define the full conditional distribution $Q(Z_{1:n} \mid X_{1:n})$, where $Z_i$ is conditionally independent of $X_j$ given $Z_j$, $j \neq i$, and $X_i$.}
on $X_i$; the bound (1) reduces to
\[
\sup_{S \in \sigma(Z)} \sup_{x, x' \in \mathcal{X}} \frac{Q(S \mid X_i = x)}{Q(S \mid X_i = x')} \leq \exp(\alpha). \tag{2}
\]

These definitions capture a type of plausible-deniability: no matter what data $Z$ is released, it is nearly equally as likely to have come from any point $x \in \mathcal{X}$ as any other. Guarantees that differential privacy provides against discovery of presence or absence in a dataset [26], together with the treatment of issues of side information, adversarial strength, and composition that are problematic for other formalisms, make strong arguments for differential privacy [13, 11, 2].

Although differential privacy provides an elegant formalism for limiting disclosure and protecting against many forms of privacy breach, it is a stringent measure of privacy, and it is conceivably overly stringent for statistical practice. Indeed, Fienberg et al. [14] criticize the use of differential privacy in releasing contingency tables, arguing that known mechanisms for differentially private data release can give unacceptably poor performance. As a consequence, they advocate—in some cases—recourse to weaker privacy guarantees to maintain the utility and usability of released data. There are, however, results that are more favorable for differential privacy; for example, Smith [22] shows that in some parametric problems, the non-local form of differential privacy [11] can be satisfied while yielding asymptotically optimal parametric rates of convergence for different point estimators. Dwork and Lei [10] also show that it is possible to perform accurate private inference with robust estimators (again, in the non-local form of differential privacy). Resolving such differing perspectives requires investigation into whether particular methods have optimality properties that would allow a general criticism of the framework, and characterizing the trade-offs between privacy and statistical efficiency. Such are the goals of the current paper.

A. Our contributions

The main contribution of this work is to provide general techniques for deriving minimax bounds under local privacy constraints, and to illustrate the use of these techniques to compute the minimax rates for two canonical problems: (a) mean estimation in location families and (b) convex risk minimization, focusing on linear functional optimization. We now outline our main contributions, giving some pointers to related work. Because a deeper comparison of the current work with prior research requires formally defining our minimax framework and presentation of our main results, we defer extensive discussion of this related work to Section VI. In brief, however, we remark that in accordance with our connections to statistical decision theory our minimax rates are for estimation of population quantities, while (to our knowledge) most prior work—especially that providing lower bounds—focuses on estimation of sample quantities. Bounds on sample quantities versus those on population quantities can be very different; such differences drive much of the technical work in the literature on statistical inference. For a selection of recent work on lower bounds for estimation of sample quantities, see, for example, the papers by Beimel et al. [3], Hardt and Talwar [17], and De [6]; Chaudhuri and Hsu [4] also provide a type of lower bound for certain one-dimensional (population) statistics based on two-point families of estimators.

Many standard methods for obtaining minimax bounds involve information-theoretic quantities, including the mutual information between certain random variables and the Kullback-Leibler (KL) divergence between different distributions that may have generated the data [e.g., 28, 27, 23]; accordingly, our two main theorems relate privacy to these information-theoretic quantities. In particular, let $P_1$ and $P_2$ denote two possible distributions that might have generated the data $X_i$, and for $\nu \in \{1, 2\}$, define the marginal distribution $M^\nu_n$ on $Z^n$ for $A \in \sigma(Z^n)$ by
\[
M^\nu_n(A) := \int Q^n(A \mid x_1, \ldots, x_n) dP_\nu(x_1, \ldots, x_n). \tag{3}
\]

Here $Q^n(\cdot \mid x_1, \ldots, x_n)$ denotes the joint distribution on $Z^n$ of the $n$ samples $Z_{1:n}$, conditioned on the initial data $X_{1:n} = x_{1:n}$, based on the protocol for communication the inference algorithm and data providers use. The mutual information of samples drawn according to distributions of the form (3) and KL divergences between such distributions are key objects in statistical discriminability and minimax rates [28, 27, 23].

Keeping in mind the centrality of these quantities, our main results can be summarized at a high-level as follows. Theorem 1 provides a general result that bounds the KL divergence between distributions $M^1_n$ and $M^2_n$ defined by the marginal (3) by a quantity dependent on the differential privacy parameter $\alpha$ and the variation distance between $P_1$ and $P_2$, the initial distributions of the $X_i$. The essence of Theorem 1 is that
\[
D_{\text{KL}}(M^1_n \mid \mid M^2_n) \preceq \alpha^2 n \| P_1 - P_2 \|_{TV},
\]
where $\preceq$ denotes inequality up to constant factors. When $\alpha^2 < 1$, which is the usual region of interest, this result shows that for statistical procedures whose minimax rate of convergence can be determined by classical information-theoretic methods, the additional requirement of $\alpha$-local differential privacy causes the effective sample size of any statistical procedure to be reduced from $n$ to at most $\alpha^2 n$.
the mean of a random variable \( X \) satisfying \( \text{Var}(X) \leq 1 \), the minimax rate of estimation of \( \mathbb{E}[X] \) decreases from the parametric \( 1/n \) rate to \( 1/\sqrt{mn^2} \), which is quite substantial.

Theorem 1 is appropriate for problems in which only single-dimensional quantities are kept private but does not address difficulties inherent in higher-dimensional problems. With this motivation, our second main result (Theorem 2) incorporates dimensionality in an essential way. At a high level, it provides a general variational upper bound on information-theoretic quantities necessary for proving lower bounds, and we give a brief sketch of its applications here. Given multiple distributions \( M_n \) of the form (3), where \( \nu \) ranges over some large set \( V \) indexing a set of possible distributions on the data \( X \), we define the mean distribution \( \overline{M}_n = \frac{1}{|V|} \sum_{\nu \in V} M_n^\nu \). Controlling the average deviation \( D_{\text{kl}}(M_n^\nu \| \overline{M}_n) \) over \( \nu \) is essential in information theoretic techniques such as Fano’s method [28, 27] for proving minimax lower bounds. Theorem 2 allows us to relate the covariance structure of the elements \( \nu \in V \) to this average KL divergence. As a consequence, with appropriate choice of the set \( V \), we obtain that for some \( d \)-dimensional statistical problems the effective sample size is reduced from \( n \) to \( n \alpha^2/d \), which is substantial. We provide the main statement and consequences of Theorem 2 in Section IV, and in Section V we present its application to private convex risk minimization problems. We present proofs of all results in the full version of this paper [8].

**Notation:** For distributions \( P \) and \( Q \) on a space \( \mathcal{X} \), absolutely continuous with respect to a distribution \( \mu \) (with corresponding densities \( p \) and \( q \)) the KL divergence between \( P \) and \( Q \) is defined by

\[
D_{\text{kl}}(P\|Q) := \int_X dP \log \frac{dP}{dQ} = \int_X p \log \frac{p}{q} d\mu.
\]

The total variation distance between \( P \) and \( Q \) is

\[
\|P - Q\|_{TV} := \sup_{S \in \sigma(\mathcal{X})} |P(S) - Q(S)| = \frac{1}{2} \int_X |p - q| d\mu.
\]

For random vectors \( X \) and \( Y \), let \( Q(\cdot \mid X) \) denote the distribution of \( Y \) conditional on \( X \) and \( P \) and \( M \) denote (respectively) the marginal distributions of \( X \) and \( Y \). The mutual information between \( X \) and \( Y \) is

\[
I(X; Y) := \int D_{\text{kl}}(Q(\cdot \mid X = x) \| M(\cdot)) dP(x).
\]

For real sequences \( \{a_n\} \) and \( \{b_n\} \), we use \( a_n \lesssim b_n \) to mean that there is a universal (numerical) constant \( C < \infty \) such that \( a_n \leq C b_n \) for all \( n \), and \( a_n \asymp b_n \) to denote that \( a_n \lesssim b_n \) and \( b_n \lesssim a_n \). For a convex function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \), we use \( \partial f(\theta) \) to denote its sub-differential at \( \theta \).

**II. BACKGROUND AND PROBLEM FORMULATION**

We first establish the minimax framework we use throughout this paper; see [27, 28, 23] for further background. Let \( \mathcal{P} \) denote a class of distributions on the sample space \( \mathcal{X} \), and let \( \theta(P) \in \Theta \) denote a function defined on \( \mathcal{P} \). The space \( \Theta \) in which the parameter \( \theta(P) \) takes values depends on the underlying statistical model (e.g., for univariate mean estimation, it is a subset of the real line). Let \( \rho \) denote a semimetric on the space \( \Theta \), which we use to measure the error of an estimator for the parameter \( \theta \), and \( \Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) be a non-decreasing function with \( \Phi(0) = 0 \) (e.g., \( \Phi(t) = t^2 \)).

In the classical setting, the statistician is given direct access to i.i.d. samples \( X_i \) drawn according to some \( P \in \mathcal{P} \). The local privacy setting involves an additional ingredient: a conditional distribution \( Q \) that transforms the samples \( X_i \) into the private samples \( Z_i \) taking values in \( \mathcal{Z} \). Based on the observations \( (Z_1, \ldots, Z_n) \), our goal is to estimate the unknown parameter \( \theta(P) \in \Theta \). An estimator \( \hat{\theta} \) is a measurable function \( \hat{\theta} : \mathcal{Z}^n \rightarrow \Theta \), and we assess the quality of the estimate \( \hat{\theta}(Z_1, \ldots, Z_n) \) in terms of the quantity \( \mathbb{E}_{P,Q}[\Phi(\rho(\hat{\theta}(Z_1, \ldots, Z_n), \theta(P)))] \). For instance, for a univariate mean problem with \( \rho(\theta, \theta') = |\theta - \theta'| \) and \( \Phi(t) = t^2 \), this error metric is the mean-squared error. For a fixed conditional distribution \( Q \), we define the minimax rate

\[
\mathcal{M}_n(\theta(P), \Phi \circ \rho, Q) := \inf_{\hat{\theta}} \sup_{P \in \mathcal{P}} \mathbb{E}_{P,Q}[\Phi(\rho(\hat{\theta}(Z_1, \ldots, Z_n), \theta(P)))]
\]

where we take the supremum (worst-case) over all distributions \( P \in \mathcal{P} \), and the infimum is taken over all estimators \( \hat{\theta} \).

For each \( \alpha > 0 \), we can also define the set \( Q_\alpha \) to consist of all conditional distributions guaranteeing \( \alpha \)-local privacy (1). By minimizing over all \( Q \in Q_\alpha \), we obtain what we refer to as the \( \alpha \)-minimax rate for the family \( \theta(P) \),

\[
\mathcal{M}_n(\theta(P), \Phi \circ \rho, \alpha) := \inf_{Q \in Q_\alpha} \mathcal{M}_n(\theta(P), \Phi \circ \rho, Q).
\]

This quantity is the central object of the study in this paper: it characterizes the optimal rate of statistical estimation in terms of the privacy parameter \( \alpha \), in a uniform sense over the family \( \theta(P) \), using the best possible estimator \( \hat{\theta} \) and \( \alpha \)-locally private conditional distribution \( Q \).

**A. From estimation to testing**

A standard first step in proving minimax bounds is to reduce an estimation problem to a testing problem [28, 27, 23]. More precisely, given an index set \( \mathcal{V} \) of finite cardinality, consider a family of distributions \( \{P_\nu, \nu \in \mathcal{V}\} \) contained within \( \mathcal{P} \). This family induces a collection of parameters \( \{\theta(P_\nu), \nu \in \mathcal{V}\} \), which is a \( 2\delta \)-packing in the \( \rho \)-semimetric if \( \rho(\theta(P_\nu), \theta(P_{\nu'})) \geq 2\delta \) for all \( \nu \neq \nu' \). We use this family to define the canonical hypothesis testing problem: nature chooses a random variable \( V \in \mathcal{V} \) uniformly at random, and conditioned on the choice \( V = \nu \), the data \( X_1, \ldots, X_n \) is drawn from the \( n \)-fold product distribution \( P_\nu^n \). The additional twist provided by a local privacy constraint is that, for a given conditional distribution \( Q \), we generate a new random vector \( Z = (Z_1, \ldots, Z_n) \) by sampling each \( Z_i \) from
the distribution $Q(\cdot \mid X_1, \ldots, X_n)$ (in non-interactive cases we sample $Z_i$ according to $Q(\cdot \mid X_i)$). Conditioned on the choice $V = \nu$, the random vector $Z$ is distributed according to the marginal measure $M^n_\nu$ defined in equation (3).

Given the observed vector, the goal is to determine the value of the underlying index $\nu$. A testing function is a measurable mapping $\psi : \mathcal{Z}^n \to \mathcal{V}$, and its error probability is $\mathbb{P}(\psi(Z_1, \ldots, Z_n) \neq V)$, where $\mathbb{P}$ denotes the joint distribution over the random index $V$ and $Z$. The classical reduction [27, 28, 29] from estimation to testing guarantees that, for any non-decreasing function $\Phi : \mathbb{R}_+ \to \mathbb{R}_+$, the minimax error previously defined (4) is lower bounded as

$$\mathfrak{M}_n(\Theta, \Phi \circ \rho, Q) \geq \Phi(\delta) \inf_{\psi} \mathbb{P}(\psi(Z_{1:n}) \neq V),$$

where the infimum ranges over all testing functions.

Following this reduction, the remaining challenge is to lower bound the probability of error in the underlying multi-way hypothesis testing problem. There are a variety of techniques for this, and we focus on two powerful bounds on the probability (6) of error. Le Cam’s inequality (e.g. [28, Lemma 1] or [23, Theorem 2.2]) is applicable when there are only two values $\nu, \nu'$ in $\mathcal{V}$. In this case,

$$\inf_{\psi} \mathbb{P}(\psi(Z_{1:n}) \neq V) \geq \frac{1}{2} - \frac{1}{2} \|M^n_\nu - M^n_{\nu'}\|_{\text{TV}},$$

(7)

where the marginal $M$ is defined as in the expression (3). More generally, Fano’s inequality gives bounds on multiple hypothesis tests (e.g. [27, equation (1)]) and is

$$\inf_{\psi} \mathbb{P}(\psi(Z_{1:n}) \neq V) \geq \left[1 - \frac{I(Z_{1:n}; V) + \log 2}{\log |\mathcal{V}|}\right].$$

(8)

As a consequence of the inequalities (7) and (8), our main theoretical results focus on controlling the total variation distance $\|M^n_\nu - M^n_{\nu'}\|_{\text{TV}}$ or the mutual information $I(Z_{1:n}; V)$. This control allows us to prove sharp lower bounds on the minimax risk (5).

III. PAIRWISE UPPER BOUNDS UNDER LOCAL PRIVACY

We begin with an upper bound on the symmetrized Kullback-Leibler divergence under a local privacy constraint. We then develop some consequences of this result for Le Cam’s method (and, in the full version [8], for Fano’s method). Using these methods, we derive sharp minimax rates under local privacy for estimating distribution means.

A. Pairwise upper bounds on Kullback-Leibler divergences

Many statistical problems depend on comparisons between a pair of distributions $P_1$ and $P_2$ defined on a common space $\mathcal{X}$. Any conditional distribution $Q$ transforms such a pair of distributions into a new pair $(M_1, M_2)$ via the marginalization (3). Our first main result bounds the (symmetrized) KL divergence between these two induced marginals as a function of the privacy parameter $\alpha > 0$ associated with the conditional distribution $Q$ and the total variation distance between $P_1$ and $P_2$.

**Theorem 1.** Let $Q$ be any conditional distribution that provides $x$ with $\alpha$-differential privacy. Then for any two distributions $P_1$ and $P_2$ on $\mathcal{X}$, the induced marginals $M_1$ and $M_2$ satisfy

$$D_{\text{KL}}(M_1 \| M_2) + D_{\text{KL}}(M_2 \| M_1) \leq 4(e^\alpha - 1)^2 \|P_1 - P_2\|_{\text{TV}}^2.$$

The result of Theorem 1 is similar to a result due to Dwork et al. [12, Lemma III.2], whose content is that $D_{\text{KL}}(Q(\cdot | x)Q(\cdot | x')) \leq \alpha(e^\alpha - 1)$ for any $x, x' \in \mathcal{X}$. By convexity, this implies that $D_{\text{KL}}(M_1 \| M_2) \leq \alpha(e^\alpha - 1)$, which is weaker than Theorem 1 because of the lack of the variation-norm term. It is this $\|P_1 - P_2\|_{\text{TV}}^2$ term, however, that is essential to our minimax lower bounds on estimators of population quantities: more than providing a bound on KL divergence, Theorem 1 shows that differential privacy acts as a contraction on the space of probability measures.

We now develop a corollary that has useful consequences for minimax theory under local privacy constraints. Suppose that conditionally on $V = \nu$, we form a random vector $X = (X_1, \ldots, X_n)$ by drawing each $X_i$ independently from a distribution $P_{\nu,i}$. Given the $\alpha$-locally private (1) conditional distribution $Q$, form the random vector $Z = (Z_1, \ldots, Z_n)$ by sampling $Z_i$ from $Q(\cdot | X_{1:i})$. Conditioned on $V = \nu$, the random vector $Z$ is distributed according to the measure $M^n_\nu$ defined earlier (3). Note that because we allow interactive protocols, this is not necessarily a product distribution, even though we enforce $\alpha$-local privacy.

**Corollary 1.** For any conditional distribution $Q$ that guarantees $\alpha$-local differential privacy (1) and any pair of distributions $P_\nu$ and $P_{\nu'}$, we have

$$D_{\text{KL}}(M^n_\nu \| M^n_{\nu'}) \leq 4(e^\alpha - 1)^2 \sum_{i=1}^n \|P_{\nu,i} - P_{\nu',i}\|_{\text{TV}}^2.$$

(9)

For $V$ uniformly distributed over the index set $\mathcal{V}$,

$$I(Z_{1:n}; V) \leq 4(e^\alpha - 1)^2 \sum_{i=1}^n \frac{1}{|\mathcal{V}|} \sum_{\nu, \nu' \in \mathcal{V}} \|P_{\nu,i} - P_{\nu',i}\|_{\text{TV}}^2.$$

**Remarks:** Mutual information bounds under local privacy have appeared in the literature. McGregor et al. [20] study relationships between communication complexity and differential privacy and provide a result (their Proposition 7) that roughly states that $I(X_{1:n}; Z_{1:n}) \leq 3\alpha n$, strengthening the result to $I(X_{1:n}; Z_{1:n}) \leq (3/2)\alpha^2 n$ when $X_i$ are i.i.d. uniform Bernoulli $\{0, 1\}$ variables. Since total variation is bounded by 1, our result (except for a constant factor) is always stronger than this result, and again, the appearance of the terms $\|P_{\nu,i} - P_{\nu',i}\|_{\text{TV}}$ are essential in our minimax results. Corollary 1 also allows any interactive mechanism for the $Z_i$; indeed, each $Z_i$ may consist of the answers to several queries of $X_i$ depending on private answers of other data providers.
B. Consequences for minimax theory under local privacy

We now turn to some consequences of Theorem 1 for minimax theory, focusing for ease of presentation on an i.i.d. sampling model, i.e., \( P_{n,i} = P_\nu \) for \( i = 1, \ldots, n \). We show that in Le Cam’s inequality, the price of \( \alpha \)-local differential privacy is a reduction in the effective sample size from \( n \) to \( 4\alpha^2 n \). The classical (non-private) version of Le Cam’s method applies to the usual minimax risk

\[
M_n(\theta(P), \Phi \circ \rho) := \inf_{\hat{\theta} \in \mathcal{P}} \sup_{P \in \mathcal{P}} \mathbb{E}_P \left[ \Phi(\rho(\hat{\theta}(X_{1:n}), \theta(P))) \right],
\]

for estimators that are functions of \( X_{1:n} \). One version of Le Cam’s lemma (7) asserts that, for any pair of distributions \( \{P_1, P_2\} \) such that \( \rho(\theta(P_1), \theta(P_2)) \geq 2\delta \), we have

\[
M_n(\theta(P), \Phi \circ \rho) \geq \frac{\Phi(\delta)}{2\sqrt{2}} \left[ \sqrt{2} - \sqrt{nD_{kl}(P_1\|P_2)} \right]. \tag{10}
\]

In the \( \alpha \)-locally private setting, in which the estimator \( \hat{\theta} \) must depend only on the private variables \( (Z_1, \ldots, Z_n) \), and we measure the \( \alpha \)-private minimax risk (5). By applying Le Cam’s method to the pair \( (M_1, M_2) \) along with Corollary 1 in the form of inequality (9) (with Pinsker’s inequality), we find for \( \alpha \in [0, \frac{\delta}{\sqrt{2}}] \) that

\[
M_n(\theta(P), \Phi \circ \rho, \alpha) \geq \frac{\Phi(\delta)}{2\sqrt{2}} \left[ \sqrt{2} - \sqrt{4\alpha^2 D_{kl}(P_1\|P_2)} \right].
\]

By comparison with the original Le Cam bound (10), we see that for \( \alpha \in [0, \frac{\delta}{\sqrt{2}}] \), the effect of \( \alpha \)-local differential privacy is to reduce the effective sample size from \( n \) to \( 4\alpha^2 n \).

C. Application: location family models

In this section, we illustrate the use of the \( \alpha \)-private versions of Le Cam’s inequality, studying the problem of mean estimation in location families; in addition to demonstrating how the minimax rate changes as a function of \( \alpha \), we also reveal some interesting (and perhaps disturbing) effects of enforcing \( \alpha \)-local differential privacy. For \( k > 1 \), consider the families \( \mathcal{P}_k \) of distributions \( P \) such that \( \mathbb{E}_P[|X|^k] \leq 1 \), and suppose we wish to estimate the mean \( \theta(P) = \mathbb{E}_P[X] \in [-1, 1] \). We characterize the \( \alpha \)-private minimax risk in squared Euclidean distance,

\[
\mathfrak{M}_n(\theta(\mathcal{P}_k), (\cdot)^2, \alpha) = \inf_{Q \in \mathcal{Q}_\alpha, \hat{\theta} \in \mathcal{P}_k} \sup_{P \in \mathcal{P}_k} \mathbb{E}[(\hat{\theta}(Z_{1:n}) - \theta(P))^2].
\]

Proposition 1. For all \( k > 1 \), the minimax error \( \mathfrak{M}_n(\theta(\mathcal{P}_k), (\cdot)^2, \alpha) \) is bounded as

\[
\min \left\{ 1, (\alpha^2)^{-\frac{k+1}{k-1}} \right\} \leq \mathfrak{M}_n(\theta(\mathcal{P}_k), (\cdot)^2, \alpha) \leq \min \left\{ 1, \max \left\{ 1, (k-1)^{-2} \right\} \left( \alpha^2 \right)^{-\frac{k+1}{k-1}} \right\}.
\]

We prove this result using the \( \alpha \)-private strengthening (9) of Le Cam’s inequality (10) for the lower bound and a truncation argument, coupled with Laplace noise, for the upper bound; see [8] for details.

To understand Proposition 1, it is worthwhile considering some special cases, beginning with the usual setting of random variables with finite variance (\( k = 2 \)). In the non-private setting (where the original samples \( (X_1, \ldots, X_n) \) are directly observed), the sample mean \( \hat{\theta} = \frac{1}{n} \sum_{i=1}^n X_i \) has mean-squared error at most \( 1/n \). However, when we require \( \alpha \)-local differential privacy, Proposition 1 shows that the minimax rate slows to \( 1/\sqrt{n\alpha^2} \). More generally, for any \( k > 1 \), the minimax rate scales as \( (n\alpha^2)^{-1} \) and reduction in effective sample size from \( n \) to \( \alpha^2 n \).

IV. VARIATIONAL BOUNDS ON MUTUAL INFORMATION UNDER LOCAL PRIVACY

In this section, we turn to a more general and powerful upper bound on the mutual information. As we have previously noted, Theorem 1 and Corollary 1 provide only pairwise upper bounds on the mutual information. Exploiting Fano’s inequality in its full generality requires a more sophisticated upper bound on the mutual information under local privacy, which is the main topic of this section. In Section V to follow, we show how this upper bound can be used to derive sharp minimax rates for certain convex risk minimization problems under local privacy.

We begin with definitions. Let \( V \) be a discrete random variable uniformly distributed over some finite set \( V \). For a family of distributions \( \{P_\nu, \nu \in V\} \), we define the mixture

\[
\mathcal{P} := \frac{1}{|V|} \sum_{\nu \in V} P_\nu.
\]

If \( V \) is sampled uniformly from \( V \), and conditional on \( V = \nu \) the random variable \( X \) has distribution \( P_\nu \) (meaning marginally \( X \sim \mathcal{P} \)), by definition of mutual information

\[
I(X; V) = \frac{1}{|V|} \sum_{\nu \in V} D_{kl}(P_\nu\|\mathcal{P}),
\]

a representation that plays an important role in our theory. As in the definition (3), any conditional distribution \( Q \) also induces the marginal family \( \{M_\nu, \nu \in V\} \), as well as the associated mixture distribution \( M := \frac{1}{|V|} \sum_{\nu \in V} M_\nu \). Our goal is to upper bound quantities related to the mutual information \( I(Z_1, \ldots, Z_n; V) \), where the random variables \( Z_i \) are drawn according to \( M \).

Our upper bound is variational: it involves optimization over the 1-ball of the bounded functions \( L^\infty(\mathcal{X}) \), where we recall \( L^\infty(\mathcal{X}) := \{ f : \mathcal{X} \to \mathbb{R} \mid \sup_{x \in \mathcal{X}} |f(x)| < \infty \} \), and

\[
\mathcal{B}_1(\mathcal{X}) := \{ \gamma \in L^\infty(\mathcal{X}) : \gamma(x) \in [-1, 1] \text{ for all } x \in \mathcal{X} \}.
\]

Since the set \( \mathcal{X} \) is generally clear from context, we typical omit this dependence. Finally, for each \( \nu \in V \), we define the
V. Convex risk minimization under local privacy

The notion of minimizing a risk functional lies at the heart of decision-theoretic statistics, dating back to the seminal work of Wald [24]. In practice, it is most attractive to minimize convex functions, and thus, convex risk minimization provides a natural setting in which to illustrate the power of Theorem 2. In earlier work we studied the problem of privacy preservation under convex risk minimization via a computation of saddle points of the mutual information [7]. This prior work was substantially different than that here. In our earlier paper [7], data providers were required to be “optimally private” (in a sense made formal in [7]) and could communicate only via sending an obscured gradient of a loss function. The results presented here are more general, and the proofs are more direct, since Theorem 2 allows us to circumvent the saddle point characterization that played a central role in the earlier paper, and we make no restrictions on the mechanism (i.e., channel distribution $Q$) other than that it be $\alpha$-locally differentially private (2).

In this section, we give sharp minimax convergence rates for minimization of linear functionals, though our lower bounds also apply to general convex risk minimization problems. In the more general (non-linear) case, we know how to achieve the lower bounds using only an interactive stochastic gradient method, so it may be interesting to understand the connections between interactivity and minimaxity in higher-dimensional settings.

A. Problem formulation

Given a compact convex set $\Theta \subset \mathbb{R}^d$, our goal is to find a parameter value $\theta \in \Theta$ achieving good average performance under a loss function $\ell : \mathcal{X} \times \mathbb{R}^d \to \mathbb{R}_+$. Here the value $\ell(x, \theta)$ measures the performance of the parameter vector $\theta \in \Theta$ on the sample $x \in \mathcal{X}$, and $\ell(x, \cdot) : \Theta \to \mathbb{R}_+$ is convex for $x \in \mathcal{X}$. We measure the expected performance of $\theta \in \Theta$ via the risk function

$$\theta \mapsto R(\theta) := \mathbb{E}_{\mathcal{P}}[\ell(X, \theta)],$$

where the expectation is taken over some unknown distribution $\mathcal{P}$ over the space $\mathcal{X}$. With $\theta_n$ denoting an estimator based on the perturbed samples $Z_i$, we explicitly quantify the rate of convergence of $R(\theta_n)$ to $\inf_{\theta \in \Theta} R(\theta)$ as a function of the number of samples $n$ and the amount of privacy preserved by releasing the privatized data $\{Z_i\}_{i=1}^n$ as opposed to the initial samples $\{X_i\}_{i=1}^n$.

To state our results, we require some definitions related to function classes and risks.

Definition 1 ((Uniform) Lipschitz continuity). For a given $x \in \mathcal{X}$, the function $\theta \mapsto \ell(x, \theta)$ is $L$-Lipschitz continuous with respect to the $\ell_p$-norm if

$$|\ell(x, \theta) - \ell(x, \theta')| \leq L \|\theta - \theta'\|_p \quad \text{for } \theta, \theta' \in \Theta.$$  (12)
The loss function $\ell$ is $X$-uniformly $(L, p)$-Lipschitz continuous if inequality (12) holds for all $x \in X$.

The Lipschitz condition (12) is equivalent to a boundedness condition on the subdifferential in $\ell_q$-norm, where $1/p + 1/q = 1$: for any vector $g \in \partial_\ell(x, \theta)$, we have $\|g\|_q \leq L$. We use $\|\partial_\ell x(x, \theta)\|_q \leq L$ as shorthand for this.

We now turn to the minimax error that we study in the context of convex risk minimization. As usual, $\hat{\theta}_n$ will denote the estimated minimizer for $R$ after receiving the $n$ private samples $Z_1, \ldots, Z_n$. The excess risk is

$$
\epsilon_n(\hat{\theta}_n, \ell, \Theta, P) := R(\hat{\theta}_n) - \inf_{\theta \in \Theta} R(\theta)
$$

(13)

(this is the analogue of our loss and semimetric $\Phi$ is then given by the expected excess risk, $\ell$ the context of convex risk minimization. As usual, the Lipschitz condition (12) is equivalent to a boundedness condition on the subdifferential in $\ell_q$-norm, where $1/p + 1/q = 1$: for any vector $g \in \partial_\ell(x, \theta)$, we have $\|g\|_q \leq L$. We use $\|\partial_\ell x(x, \theta)\|_q \leq L$ as shorthand for this.

We now turn to the minimax error that we study in the context of convex risk minimization. As usual, $\hat{\theta}_n$ will denote the estimated minimizer for $R$ after receiving the $n$ private samples $Z_1, \ldots, Z_n$. The excess risk is

$$
\epsilon_n(\hat{\theta}_n, \ell, \Theta, P) := R(\hat{\theta}_n) - \inf_{\theta \in \Theta} R(\theta)
$$

(13)

We use $\|\partial_\ell x(x, \theta)\|_q \leq L$ as shorthand for this.

We now turn to the minimax error that we study in the context of convex risk minimization. As usual, $\hat{\theta}_n$ will denote the estimated minimizer for $R$ after receiving the $n$ private samples $Z_1, \ldots, Z_n$. The excess risk is

$$
\epsilon_n(\hat{\theta}_n, \ell, \Theta, P) := R(\hat{\theta}_n) - \inf_{\theta \in \Theta} R(\theta)
$$

(13)

where the expectation is taken over the random samples $X \sim P$ and $Z \sim Q(\cdot | X)$ and the infimum is taken over all inference methods and non-interactive $\alpha$-locally differentially private (2) distributions $Q$.

B. Minimax lower bounds for private convex optimization

We now characterize the minimax rates for convex risk minimization problems under $\alpha$-local privacy. Each of our propositions considers minimization of convex, Lipschitz-continuous loss functions over a domain $\Theta \subset \mathbb{R}^d$.

Our first lower bound applies to a class of functions Lipschitz with respect to the $\ell_1$-norm, where the optimization is placed over the ball $B_1(\theta) := \{\theta \in \mathbb{R}^d \mid \|\theta\|_1 \leq r\}$. In stating our minimax bounds, we use the collection of linear losses: we define $\mathcal{L}_{\text{lin}}(B_1(\theta); L)$ to be the losses $\ell : X \times B_1(\theta) \rightarrow \mathbb{R}$ for which there exists $\phi : X \rightarrow \mathbb{R}^d$ such that $\ell(x, \theta) = \langle \phi(x), \theta \rangle$ and $\sup_{x} \|\phi(x)\|_\infty \leq L$. This class is included in the collection of uniformly $(L, 1)$-continuous convex functions, so lower bounds for it imply more general bounds. We have the following minimax rate:

**Proposition 2.** For the loss class $\mathcal{L} = \mathcal{L}_{\text{lin}}(B_1(\theta); L)$ and privacy parameter $\alpha \in [0, 1/4]$,

$$
\min \left\{ \frac{\sqrt{d} \ r L \sqrt{\log(2d)}}{\sqrt{n}}, \frac{r L}{\alpha} \right\} \lesssim \epsilon^*_n(\mathcal{L}, B_1(\theta), \alpha)
$$

(15)

where the expectation is taken over the random samples $X \sim P$ and $Z \sim Q(\cdot | X)$ and the infimum is taken over all inference methods and non-interactive $\alpha$-locally differentially private (2) distributions $Q$.

As with Proposition 2, the inequalities (16) provide a characterization of the $\alpha$-private minimax rate that is tight up to constant factors. Again, it is instructive to relate this minimax rate to the non-private setting: from Theorem 1 and Eq. (11) of Agarwal et al. [1], the non-private minimax rate for the function class $\mathcal{L}_{\text{lin}}(\Theta; L, p)$ is $\frac{\sqrt{d} \ r L d^{\frac{d}{2}}}{\sqrt{n}}$. The price for $\alpha$-local privacy is again a reduction in effective sample size by the dimension-dependent factor $\alpha^2/d$.

C. Matching upper bounds by stochastic gradient methods

In this section, we sketch how the matching upper bounds for Proposition 3 can be achieved using simple and practical algorithms—namely, stochastic gradient descent (see the long version [8] for non-Euclidean generalizations)—along with the “right” type of stochastic perturbation to guarantee $\alpha$-local differential privacy. In the linear case, these algorithms are not interactive, requiring perturbation of samples locally; in the more general convex case, these algorithms require interactive privacy mechanisms, as they iteratively process the data. We do, however, obtain matching upper bounds for the general convex case (the linear case is, in some sense, the hardest [21, 1]), leading to the intriguing open question of interactivity’s role in non-linear settings.

Given an initialization $\theta^0 \in \Theta$, stochastic gradient algorithms generate a sequence of random iterates $\{\theta^t\}_{t=1}^\infty$ as follows. At iteration $t$, the algorithm maintains estimate $\theta^t$ (see Duchi et al. [7, Theorem 1]). By comparison to the inequalities (15), we see that $\alpha$-local differential privacy has a dimension-dependent effect on the minimax rate: the effective sample size is reduced not simply from $n$ to $\alpha^2 n$, as in Section III, but rather from $n$ to $\alpha^2 n/d$. In effect, requiring $\alpha$-differential privacy is a stringent constraint in high dimensions: since all dimensions must be uniformly protected, the convergence rate suffers a significant penalty.

We can also give a result for a larger class of domains and related optimization functions. Indeed, consider the collection of loss classes $\mathcal{L}(\Theta; L, p, r)$, defined as convex $\ell : X \times \Theta \rightarrow \mathbb{R}$ for which $\ell$ is $X$-uniformly $(L, p)$-continuous, for $p \in [2, \infty]$. We define $\mathcal{L}_{\text{lin}}(\Theta; L, p) \subset \mathcal{L}(\Theta; L, p, r)$ as the linear functionals within $\mathcal{L}(\Theta; L, p, r)$. We then have the following result, which captures rates of convergence for optimization of linear functionals over $\ell_q$-norm balls

$$
B_q(r_q) := \{\theta \in \mathbb{R}^d : \|\theta\|_q \leq r_q\}, \text{ where } q \in [2, \infty].
$$

**Proposition 3.** For the loss class $\mathcal{L} = \mathcal{L}_{\text{lin}}(B_q(r_q); L, p)$ with $q \in [2, \infty]$ and privacy parameter $\alpha \in [0, 1/4]$,

$$
\frac{\sqrt{d} \ r_q L d^{\frac{d}{2}}}{\sqrt{n}} \lesssim \epsilon^*_n(\mathcal{L}, B_q(r_q), \alpha) \lesssim \frac{\sqrt{d} \ r_q L d^{\frac{d}{2}}}{\sqrt{n}}. \quad (16)
$$

For the loss class $\mathcal{L}(\Theta; L, p, r)$, if $\Theta \subset B_{\infty}(r)$,

$$
\min \left\{ \frac{\sqrt{d} \ r L \sqrt{\log(2d)}}{\sqrt{n}}, \frac{r L}{\alpha} \right\} \lesssim \epsilon^*_n(\mathcal{L}, \Theta, \alpha). \quad (17)
$$

As with Proposition 2, the inequalities (16) provide a characterization of the $\alpha$-private minimax rate that is tight up to constant factors. Again, it is instructive to relate this minimax rate to the non-private setting: from Theorem 1 and Eq. (11) of Agarwal et al. [1], the non-private minimax rate for the function class $\mathcal{L}_{\text{lin}}(\Theta; L, p)$ is $\frac{\sqrt{d} \ r L d^{\frac{d}{2}}}{\sqrt{n}}$. The price for $\alpha$-local privacy is again a reduction in effective sample size by the dimension-dependent factor $\alpha^2/d$. 

In the linear case, these algorithms are not interactive, requiring perturbation of samples locally; in the more general convex case, these algorithms require interactive privacy mechanisms, as they iteratively process the data. We do, however, obtain matching upper bounds for the general convex case (the linear case is, in some sense, the hardest [21, 1]), leading to the intriguing open question of interactivity’s role in non-linear settings.
and receives a stochastic subgradient $g_t$ with $\mathbb{E}[g_t \mid \theta^t] \in \partial R(\theta^t)$. Using these quantities, it performs the update

$$
\theta^{t+1} = \arg\min_{\theta \in \Theta} \left\{ \eta \langle g_t, \theta \rangle + \frac{1}{2} \|\theta - \theta^t\|^2_2 \right\}
$$

where $\eta$ is a stepsize that parameterizes the algorithm.

The second ingredient of an implementable scheme is a conditional distribution $Q$ that satisfies $\alpha$-local differential privacy. We construct $Z$ by perturbing the random vector $g$ to construct an appropriate random vector $Z \in \mathbb{R}^d$ satisfying $\mathbb{E}[Z \mid g] = g$. We use a specific sampling strategy involving a scalar bound $B \in \mathbb{R}_+$ that we specify later. In addition, we define the bias probability $\pi_{\alpha} := e^\alpha/(e^\alpha + 1)$ and let $T$ be a Bernoulli($\pi_{\alpha}$)-random variable.

**Method for sampling** Given a vector $g$ with $\|g\|_2 \leq L$, set $\bar{g} = Lg/\|g\|_2$ with probability $\frac{1}{2} + \|g\|_2/2L$ and $\bar{g} = -Lg/\|g\|_2$ with probability $\frac{1}{2} - \|g\|_2/2L$. Then sample $T$ and set

$$
Z \sim \begin{cases} 
\text{Uniform}(z \in \mathbb{R}^d : \langle z, \bar{g} \rangle > 0, \|z\|_2 = B) & \text{if } T = 1 \\
\text{Uniform}(z \in \mathbb{R}^d : \langle z, \bar{g} \rangle \leq 0, \|z\|_2 = B) & \text{if } T = 0.
\end{cases}
$$

(19)

The sampling strategy (19) is $\alpha$-differentially private for any vector satisfying $\|g\|_2 \leq L$. It can be implemented efficiently by normalizing a random $\mathcal{N}(0, I_{d \times d})$ sample.

Our approach is to apply the sampling strategy (19) coupled with the stochastic gradient descent method (18), to develop locally differentially private algorithms for convex risk minimization. In each case, our algorithm is as follows. At iteration $t$ of the algorithm, a stochastic gradient, $g_t \in \partial_\ell f(X_t, \theta^t)$, of the $t$th datum is computed, after which a vector $Z_t$ is sampled according to the distribution (19) with the property that $\mathbb{E}[Z_t \mid g_t] = g_t$. We then apply gradient descent with these $\alpha$-differentially private stochastic gradient estimates $Z_t$. Note that in the linear case, i.e. $\ell(x, \theta) = \langle \phi(x), \theta \rangle$, then $d_\ell(x, \theta) = \phi(x)$ is independent of $\theta$ so that the sampling for $Z_t$ is non-interactive.

We now state a detailed convergence result that achieves the bound stated in Proposition 3:

**Lemma 1.** Assume that $\Theta \subset \{ \theta \in \mathbb{R}^d : \|\theta\|_2 \leq r_2 \}$, that $\ell$ is $L$-Lipschitz with respect to the $\ell_p$-norm for some $p \in [2, \infty]$, and $\alpha \leq 1$. Let $Z_t$ be generated according to the sampling scheme (19) starting from the stochastic gradient vector $g_t$ with $B = L e^\alpha + \sqrt{\pi d} (d^{(p-1)/2} + 1)$. Stochastic gradient descent (18) achieves convergence rate

$$
\mathbb{E}[R(\hat{\theta}_n)] - R(\theta^*) \lesssim \frac{\sqrt{d} r_2 L}{\alpha} \frac{1}{\sqrt{n}}.
$$

To obtain a sharp upper bound to match Proposition 3, we note that if the loss $\ell$ is $\mathcal{X}$-uniformly $(L, p)$-Lipschitz for $p \in [2, \infty]$, then for $g \in \partial_\ell f(x, \theta)$ and $q$ conjugate to $p$, i.e., $1/p + 1/q = 1$, we have $\|g\|_2 \leq \|g\|_q \leq L$. As a consequence, the sampling strategy (19) applies naturally. Continuing, we note that if $\Theta \subset B_q(\mathcal{C}r_q)$ for an absolute constant $C$, then $\Theta \subset \{ \theta : \|\theta\|_2 \leq Cd^{1/2} r_q \}$. Consequently, Lemma 1 implies

$$
\mathbb{E}[R(\hat{\theta}_n)] - R(\theta^*) \lesssim \frac{\sqrt{d} r_2 L}{\alpha} \frac{1}{\sqrt{n}},
$$

which is the bound in Proposition 3. We also note in passing that adding Laplace noise of appropriate magnitude to the gradient vectors $g_t$ gives a differentially private algorithm, but it yields worse dimension dependence than that demanded by Proposition 3.

**VI. DISCUSSION OF RELATED WORK**

There has been a substantial amount of work in developing differentially private algorithms, both in local and non-local settings. We first recall the standard definition of differential privacy [11] that a mechanism $Q$ with output space $Z$ is $\alpha$-differentially private if

$$
\sup \left\{ \frac{Q(S \mid x_{1:n})}{Q(S \mid x'_{1:n})} \mid S \in \sigma(Z), d_{\text{ham}}(x_{1:n}, x'_{1:n}) \leq 1 \right\} \leq \exp(\alpha),
$$

(20)

where $d_{\text{ham}}$ denotes the Hamming distance between sets.

Local privacy (1) is stronger than differential privacy.

In the body of work on privacy-preserving data analysis, authors have attempted to characterize what is estimable and what optimal mechanisms for estimation are. Of relevance to our work is that of Kasiviswanathan et al. [18], who focus on Probably-Approximately-Correct (PAC) learning problems and show that Kearns’s statistical query model [19] and local learning are equivalent up to polynomial changes in the sample size. In our work, we are concerned with finer measures—the true rate of convergence—of the performance of inferential procedures.

In a different vein of work, several researchers have considered quantities similar to our minimax criteria, but they focus on optimal estimation of sample quantities. That is, denoting by $\hat{\theta}(x_{1:n})$ the estimated sample quantity—such as the sample mean $\hat{\theta}(x_{1:n}) = (1/n) \sum_{i=1}^n x_i$—they focus on measuring risks of the form

$$
\mathbb{E}_{x_{1:n} \in \mathcal{X}_n}[Q(\Phi(\rho(x_{1:n}, \hat{\theta}))) \mid X_{1:n} = x_{1:n}],
$$

where $\hat{\theta}$ is drawn according to $Q(\cdot \mid x_{1:n})$ and the infimum is taken over differentially private channels $Q$. To the best of our understanding, most of the previous literature on lower bounds under privacy focuses on bounding worst-case error from the sample estimator as opposed to the population quantity. See, for example, the papers of Beimel et al. [3, Section 2.4], Hardt and Talwar [17, Definition 2.4 in the full paper], Hall et al. [15, Section 3], and De [6].
The relationship between these quantities is precisely that addressed by the theory of statistical inference. The sample risk (21) is substantially different from the minimax risks (4–5); it is estimation of the population quantity $\theta(P)$ that is the goal of the inferential task. Additionally, lower bounds on the sample risk (21) do not imply bounds on the rate of estimation for $\theta(P)$: the sample risk (21) requires a (somewhat brittle) supremum over $x \in X$. In some situations, we may say more. For concreteness, assume $\rho$ satisfies the triangle inequality. Then for any estimator $\tilde{\theta}$,

\[
\mathbb{E}_Q,p[\rho(\theta(P), \tilde{\theta})] \leq \mathbb{E}_Q,p[\rho(\theta(P), \tilde{\theta})] + \mathbb{E}_Q,p[\rho(\tilde{\theta}, \tilde{\theta})] (22)
\]

\[
\leq \mathbb{E}_P[\rho(\theta(P), \tilde{\theta})] + \sup_{x_{1:n} \in X^n} \mathbb{E}_Q,p[\rho(\tilde{\theta}(x_{1:n}), \tilde{\theta}) | x_{1:n}].
\]

Thus for any estimator $\tilde{\theta}$, a lower bound on the minimax risk (5) provides the lower bound $\mathcal{M}_n(\theta(P), \rho, \alpha) - E_P[\rho(\theta(P), \tilde{\theta})]$ on the sample minimax risk (21) of $\tilde{\theta}$. In particular, if there exists an estimator with faster rate than the bounds on the minimax risk we prove in Sections III-V, then then the $\alpha$-private minimax risk (5) recovers lower bounds on the sample risk (21).

We consider two examples, focusing on mean estimation in the local privacy model. For the first, we assume $x \in \{0, 1\}$. This problem has been considered before; as one example, Beimel et al. [3] study distributed computational protocols for estimating the mean of such a sample under $\alpha$-local privacy. They show [3, Theorem 2] that if a protocol has $C$ rounds of communication, the squared error in estimating $(1/n)\sum_{i=1}^n x_i$ is $O(1/(n\alpha^2C^2))$. The standard mean estimator $\bar{\theta}(x_{1:n}) = (1/n)\sum_{i=1}^n x_i$ has error

\[
\mathbb{E}_\theta[|\bar{\theta}(x_{1:n}) - \theta|] \leq \mathbb{E}_\theta[|\tilde{\theta}(x_{1:n}) - \theta|^2]^{1/2} \leq \frac{1}{\sqrt{n}}.
\]

Applying the bound (22) and (a minor modification of) Proposition 1, we have for a universal constant $c > 0$ that

\[
\frac{1}{\sqrt{n\alpha^2}} - \frac{1}{\sqrt{n}} \leq \mathcal{M}_n(\theta(P), \cdot | \cdot, \alpha) - \sup_{|\theta| \leq 1} \mathbb{E}[|\tilde{\theta}(x_{1:n}) - \theta|]
\]

\[
\leq \mathcal{M}_n^{\text{amp}}(\theta(-1, 1), \cdot | \cdot, \alpha).
\]

Thus, even with interactivity (or different communication protocols) we immediately provide a lower bound of $\Omega(1/(n\alpha^2))$ on sample minimax rates for mean estimation.

As a second motivating example to illustrate the substantial differences between sample and population estimation, we consider estimation of the mean of a normal distribution with known standard deviation $\sigma^2$. Let us assume the mean $\theta = \mathbb{E}[X] \in [-1, 1]$. We make the following observation:

**Observation.** Let $\theta$ be the mean statistic. For the normal location family $\{N(\theta, \sigma^2) : \theta \in [-1, 1]\}$, the sample minimax risk under $\alpha$-differential privacy (20) is $\mathcal{M}_n^{\text{amp}}(\theta(\mathbb{R}), (\cdot)^2, \alpha) = \infty$.

**Proof:** Assume there exists $\delta > 0$ such that

\[
Q(|\bar{\theta} - \theta(x_{1:n})| > \delta | X_{1:n} = x_{1:n}) \leq \frac{1}{2}
\]

for all samples $x_{1:n}$. Fix $N(\delta) \in \mathbb{N}$ and choose points $\theta_\nu$, $\nu \in [N(\delta)]$, such that all are at least $2\delta$-separated. Then the sets $\{\theta \in \mathbb{R} \mid |\bar{\theta} - \theta_\nu| \leq \delta\}$ are all disjoint, and for any samples $x_{1:n}$ and $x_{1:n}'$, with $d_{\text{ham}}(x_{1:n}, x_{1:n}') \leq 1$

\[
Q(3\nu \in [N(\delta)] \mid \bar{\theta} - \theta_\nu \leq \delta \mid X_{1:n} = x_{1:n}) = \sum_{\nu=1}^{N(\delta)} Q(|\bar{\theta} - \theta_\nu| \leq \delta | X_{1:n} = x_{1:n})
\]

\[
\geq e^{-n} \sum_{\nu=1}^{N(\delta)} Q(|\bar{\theta} - \theta_\nu| \leq \delta | X_{1:n} = x_{1:n}').
\]

Choose each sample $x_{1:n}'$ so that $\theta(x_{1:n}') = \frac{1}{n} \sum_{i=1}^n x_i$ = $\theta_\nu$, and by assumption we have

\[
1 \geq Q(3\nu \in \mathcal{V} \mid \bar{\theta} - \theta_\nu \leq \delta | x_{1:n}) \geq e^{-n} N(\delta)^2.
\]

Taking $N(\delta) > 2e^\alpha$ yields a contradiction. Since $\delta$ was arbitrary, this yields the observation.

It is straightforward to prove analogues of this result; for example, if the mean estimator is restricted to $[-1, 1]$ the the sample minimax risk is constant. An identical technique applies to weakenings of differential privacy (e.g. $\delta$-approximate $\alpha$-differential privacy). The observation thus makes clear that measuring sample-based risk and the true (population-based) risk are vastly different. As Proposition 1 shows, estimating the mean of a normally distributed random variable under $\alpha$-local differential privacy (1) is possible, while the sample minimax risk is bounded away from 0.

**VII. CONCLUSIONS**

We have developed two inequalities, Theorems 1 and 2 that allow us to give sharp minimax rates for estimation of population quantities in locally private settings. We believe that our results provide insight into the costs of attaining privacy. In particular, the results here show the price that must be paid—in the form of increased sample complexity—when providers of the data wish to guarantee their own privacy before any data release. This type of guarantee, while certainly desirable, may be untenable for problems in which samples are expensive to obtain, sample sizes $n$ are small, or for very high dimensional problems. In quantifying these tradeoffs, we hope our minimax bounds lead to actionable procedures and inform the discussion of disclosure risk.

A natural next question is the extent to which we can adapt these results to (non-local) differentially private scenarios (20). Examining results of Smith [22], Hardt and Talwar [17], and Dwork and Lei [10], it appears that private estimators have effective sample sizes of $\min\{n, n^2\alpha^2/d^2\}$, while lower bounds on sample estimation [17] have similar scaling. Whether similar information theoretic guarantees
to those we have presented, and what lower bounds on
population estimation exist, remain open questions.
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