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Abstract 

 
In the area of computer vision, tracking moving 

objects in video sequences is a challenge. Most 
techniques in the literature use background subtraction 
to extract moving objects and their shadows, as the first 
step, after which they use shadow detection algorithms 
to remove shadows form foreground objects. In this 
paper, a novel method for shadow detection in traffic 
video images is presented, a simple background 
modeling technique and Deterministic Non-Model based 
shadow detection algorithm (DNM1) are used together 
with the spatial information along with color 
information. This algorithm uses K-means clustering to 
improve DNM1 classification and to separate shadow 
region form object region. Initial cluster centers are 
determined using color information from DNM1. The 
proposed algorithm is tested on highway video 
sequences and showed considerable improvement in 
comparisons with DNM1. 
 

Keywords: Clustering, Computer vision, Detection, 
Shadow detection. 

1. Introduction 
Designing a vision based system for traffic analysis is 

an essential and challenging problem in computer vision 
systems regarding Intelligent Transportation Systems. 
An important component of such a system is the 
extraction process of foreground objects in video 
sequences. Background subtraction is common approach 
to deal with this problem. But foreground contains both 
moving objects and their shadows. Therefore, a robust 
segmentation algorithm has become a challenging 
problem, where moving objects can appropriately be 
separated form their shadows. Many works reported in 
the literature, working on different areas of applications, 
have taken this into account and done lots of researches. 

In order to extract foreground objects, background 
model needs to be extracted form the video sequence, 
and then background subtraction is used to determine the 
differences between background and any frame in the 
sequence. Although, there are many techniques for 
background modeling and subtraction, common method 
to background subtraction is to compare each new frame 
with the background. Significant differences between a 
frame and background scene are usually considered as 
foreground objects. The aim of background subtraction 
is to extract the moving objects only, but in practice 
shadows are also detected as moving objects. Thus, it is 
necessary to remove shadow from foreground objects. 

Detection of shadow pixels, as the foreground object, 
can cause undesirable problems in tracking. For instance 
due to the locating of cast shadow of one object over 
another object, shadows can cause objects to be merged 
in one group. They also may cause object shape 
distortion or loss. There are several techniques for 
shadow detection in literatures. Although most of these 
techniques are based on color video sequences, there are 
several approaches which can be applied to grayscale 
video sequences. Some of the approaches are based on 
RGB color space. Some are based on HSV color space 
and some others are based on the location of light 
source. In fact, most of the shadow detection methods 
are based on color information. In this work we modify 
an existing background modeling technique described in 
[1], to use in color video sequence. Also we propose an 
improvement in deterministic non-model based shadow 
detection algorithm, DNM1, described in [2], using 
spatial information along with the color information. 

The remainder of this paper is organized as follows. 
Section 2 presents related works regarding different 
background modeling and shadow detection algorithms. 
Our proposed method is described in section 3, some 
experimental results on a traffic video sequence, and 
some direction for future work are provided on section 4 
and finally conclusion is given in section 5. 
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2. Related Works 
Several methods for background modeling and 

shadow detection are proposed. Background modeling 
techniques can be used on both grayscale and color 
video sequences but shadow detection techniques take 
into use the color information to detect shadow pixels 
and therefore they are not applicable to grayscale 
images. Here, some of these techniques are described. 

C. Stauffer and W. Grimson used an adaptive 
background modeling for real time tracking [3]. In their 
work, they represented each pixel with a mixture of 
Gaussians. They also used motion information along 
with the color information to model dynamics of 
background. Recently automatic background estimation 
has been proposed [3, 4, 5]. A. Elgammal, et al. in [4] 
used non-parametric prediction algorithm instead of 
Gaussian mixture to estimate probability density 
function of each pixel. This technique succeeded to 
better model the behavior of each pixel, while needed 
several thresholds. In [1], Haritaoglu et al. proposed an 
approach to model background in grayscale video 
sequences. They used three values for each pixel: 
Minimum intensity, Maximum intensity and maximum 
intensity difference between consecutive frames 
observed during training period. Then pixel wise median 
filter over time was applied to each pixel to distinguish 
between stationary and moving pixels. Only stationary 
pixels are considered as initial background model. In this 
work, we modify this work for color video sequences. 

Shadow detection algorithms are also widely explored 
in many researches. In general, shadow detection 
algorithms are divided into two major groups. 
Deterministic and Statistical approaches. Deterministic 
approaches use an on/off decision process [6, 7, 8, 9], 
whereas Statistical approaches use probability functions 
to describe the class membership [5, 10, 11, 12, 13]. 
Each of these classes of methods solely has two 
subclasses. For the case of deterministic approaches, we 
can categorize them to model based and non-model 
based subclasses, concerning whether the decision 
comes from model based knowledge or not. Statistical 
approaches, based on selection of parameters, are 
divided into parametric and non-parametric subclasses. 
Examples of deterministic model-based approaches are 
reported in [9, 14, 15], while methods presented in [6, 7] 
are examples of deterministic non-model-based ones. 
[16] presents a statistical parametric model, whereas [12, 
13] are examples of statistical non-parametric methods. 
A few authors have studied shadow detection in 
monochromic video sequences [7, 17, 18, 19]. 

A revision of works done indicates that there are 
many background modeling techniques applicable on 
both gray scale and color video sequences. Here we 
choose background modeling technique described in [1] 

because it is effective and requires less computational 
cost than Gaussians and other complex methods and 
modify it in order to use in color video sequences. In 
addition, a deterministic non-model based shadow 
detection algorithm (DNM1) [4], and an improvement on 
it, based on spatial information using K-means 
algorithm, are implemented for classification of shadow 
pixels and moving object pixels. 

3. The proposed algorithm 
In this section, first we describe the background 

model W4 [1], modifying it for colored video sequences. 
After that, we propose a novel shadow detection 
algorithm based on DNM1 and spatial information in 
each video frame. This is done using K-means algorithm 
to classify shadow and moving object pixels. A 
flowchart of our algorithm is illustrated in Figure 1. 

 

 
Figure 1: Our proposed shadow detection algorithm. 

 
As it can be seen, first background modeling is 

applied on the video sequence, extracting colored 
background. In the next step, a background subtraction 
for taking out moving objects along with their shadows 
is used. Then in order to distinguish between shadow 
pixels and moving objects, DNM1 is taken in use. Two 
final stages are to improve DNM1. Here, we use spatial 
averaging around shadow pixels and object pixels to find 
two initial centers for the process of K-Means clustering. 
Then K-Means clustering is applied using these two 
initial centers. Thus, the modification to DNM1 is done 
through using spatial information along with color 
information which leads to an improvement to this 
aforementioned shadow detection algorithm. 
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3.1. Background modeling 
W4 is a real-time visual surveillance system for 

detecting and tracking of moving objects and monitoring 
their activities in an outdoor environment. It operates on 
monocular grayscale video images. In this work, it is 
modified for colored video sequences. We apply W4, on 
each channel of RGB color space of the video sequence. 
Having three backgrounds for each channel, the results 
can be integrated forming a single RGB background 
done by concatenating the three matrixes acquired. 

W4, to model the background, uses a two-stage 
method. The first stage consists of applying a pixel wise 
median filter over time to several portions of video 
(typically 20-30 seconds) to distinguish moving pixels 
from stationary pixels. In this experiment we use 100 
frames, which is about 3.3 seconds. And then in the 
second stage only those stationary pixels are chosen as 
background pixels. Let A be a colored video sequence 
containing N consecutive frames, ),( jiAk  be the 
intensity of pixel ),( ji  in k-th frames of video sequence 
A, ),(),( jiandji μσ  be the standard deviation and 
median values at pixel ),( ji  in all frames in video 
sequence A respectively. 

According to W4 [1], initial background for 
pixel ),( ji  is formed by three dimensional vector B 
including ),( jim minimum, ),( jin maximum intensity 
values and ),( jid maximum intensity difference between 
frames observed during the training period. Background 
model )],(),,(),,([),( jidjinjimjiB = can be calculated 
as follows [1, 20]: 
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Where z, are frames satisfying: 
),(2),(),( jijijiAz σμ ≤−                                        (2) 

According to [1, 20], condition (2) assures that only 
stationary pixels are selected as background pixels. This 
is because when a moving object moves across a pixel, 
the intensity of that pixel decreases or increases sharply. 
Then if we choose the median value of that pixel over 
time, we can model image without any moving object, 
this is the background image we are seeking for. After 
training phase initial background model for each pixel is 
obtained (i.e. ),( jiB ). Then each pixel of the input 

frame, ),( jiI t , is compared with ),( jiB , and a pixel is 
classified as background pixel if: 

kjinjiIorkjimjiI tt .),(),(.),(),( μμ ≤−≤−                      (3) 
where μ is the median value of the largest inter-frame 

absolute difference image ),( jid , and k is a constant 
which chosen empirically (authors suggest the value k=2 
[20]). Here we apply this procedure on each channel of 
RGB color space to generate background in each 
channel and then integrate the results to generate a single 
color background image. To determine foreground 
pixels, we will only need to detect foreground pixels for 
one channel, as far as foreground pixels are the same in 
all channels. Here we use channel B. 

Figure 2 illustrates an example of this background 
modeling. Background image of each RGB channel, are 
shown in figures 2(a), 2(b) and 2(c). Final background 
image, which are the result of integrating of these three 
channels, is shown in figure 2(d). In addition, a frame of 
video sequence and corresponding foreground pixels are 
shown in figure 2(e) and 2(f) respectively. As it can be 
seen, final background image is a colored background 
image. After background subtraction, background image 
and a frame of video sequence act as inputs to the 
deterministic non-model based shadow detection 
algorithm DNM1, discussed in the following section. 

3.2. Deterministic non-model based shadow 
detection algorithm DNM1 

System described in [21] is an example of 
deterministic non-model based shadow detection 
algorithm (we called it DNM1). Because HSV color 
space is very close to human perception of color, it can 
distinguish between object and shadow pixels more 
accurately [22]. Therefore this algorithm is designed 
based on HSV color space. According to experiment 
results in [2], saturation of shadow points is lower than 
background point. In addition, shadow cast on 
background doesn’t change significantly in hue. The 
resulting decision process is reported in the following 
equation: 
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Where ),( yxI K and ),( yxBK are the pixel values in 
coordinates ),( yx in the input image (frame K) and in 
the background model (computed at frame K), 
respectively. The use of β  prevents the identification as 
shadows of those points where the background was 
slightly changed by noise, 

Whereas, α  takes into account the strength of the 
shadow, i.e. how strong the light source is. Thus the 
stronger and the higher the sun, the lower α should be 
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chosen. The choice of parameter of Sτ  and Hτ is less 
straightforward and, for now should be chosen 
empirically. Here in our work the values for HS ττβα ,,,  
are chosen 0.1, 0.58, 0.01, 0.07 respectively. 
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Figure 2: (a) Background image of channel R. (b) Background 
image of channel G. (c) Background image of channel B. (d) 
Final background image which is the result of  integrating  
backgrounds of channels R,G and B. (e) Frame 101 of 
Highway video sequence. (f)  Result of background subtraction 
on channel B. 

3.3. Vehicle detection 
To use K-means clustering algorithm, we need to find 

the place of the cars and shadows. After using DNM1 
algorithm, shadow and foreground candidate pixels are 
determined. Here we first use background subtraction 
technique to produce binary image which includes 
foreground and shadow pixels. Then we remove shadow 
pixels, which was detected by DNM1 algorithm, form 
binary image. So now we have a binary image which 
includes only foreground pixels. After this step, by 
applying morphological operators, we fill existing 
probable gaps in the binary image. Then we find the 
place of each connected component in the binary image. 
As a result, the places of vehicles are determined. To 
find the location of shadows, we repeat this procedure 
for shadow pixels determined by DNM1. Overall 
procedure results in finding the place of shadow and 
foreground connected components. Finally by spatial 
averaging of each of the connected components, we can 
find cluster centroids which are the inputs fed into the 
K-means clustering algorithm. 

3.4. Spatial averaging 
Here we use spatial information to improve shadow 

detection algorithm DNM1. Using DNM1 approach, we 
have two groups of errors in detecting shadow and 
foreground pixels. First group of errors are false 
negatives (FN), the shadow pixels classified as 
foreground pixels, and the second group of errors are 
false positives (FP), the foreground pixels detected as 

shadow points. But most pixels are detected truly. So the 
geometrical centroids of shadow pixels and moving 
object pixels are separated from each other. In the other 
words, shadow pixels are closer to the centroid of 
shadow points than centroid of foreground pixel. 

Therefore after finding each connected component, 
we use spatial averaging to determine the geometrical 
centroid of shadow and foreground points. Figure 3 
illustrates the spatial averaging. A frame of a video 
sequence before and after applying DNM1 approach are 
shown in figure 3(a) and 3(b) respectively and the result 
of spatial averaging, after finding shadow and 
foreground connected components, is represented in 
figure 3(c). As it can be seen from figure 3(c) result of 
spatial averaging is two centroids for shadow and 
foreground pixels. In the following section K-Means 
Clustering algorithm will be explained.  
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Figure 3: (a) Frame 101 of video sequence (b) Result of DNM1 
approach(c) The result of spatial averaging. Two black points 
are the centers of shadow and foreground pixels. 

3.5. K-Means clustering 
Clustering algorithms, partition data into certain number 
of groups based on some similarity/dissimilarity 
measures. K-Means algorithm is one of the most popular 
clustering algorithms. One of the problems of K-Means 
algorithm is that the number of clusters should be 
determined by user. Here for our purpose, only we have 
two clusters. Shadow cluster and foreground cluster. In 
fact the number of clusters is obvious. In what follows, 
we describe the steps of K-Means algorithm in brief: 

 

 
 

Step 1: Choose K initial cluster centers z1, z2, …, zK 
randomly from the n points {x1, x2, …, xn}. 

Step 2: Assign point xi, i = 1, 2, …, n to cluster Cj, 
}...,,2,1{ Kj∈ iff 

.,...,,2,1, pjandKpzxzx piji ≠=−<−  

Step 3: Compute new cluster centers *
iz  as follows: 

∑
∈

==
ij Cx

ji Kix
n

z ...,,2,1,1*  

where ni is the number of elements belonging to 
cluster Ci. 

Step 4: If there is no more changes in cluster centers, 
terminate otherwise continue from step 2. 
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As it can be seen from the first step of this algorithm, 
we need to randomly choose initial cluster centers. 
Sometimes, K-Means clustering algorithm converges to 
suboptimal values depending on the choice of initial 
cluster centers [23]. On the other hand, K-Means 
algorithm returns different answers for different initial 
cluster centers. Here in this work first DNM1 is applied 
to a frame of video sequence and initial shadow and 
foreground pixels are determined. Then by spatial 
averaging of these points, two initial centers for shadow 
and foreground pixels are determined.  Therefore initial 
cluster centers for each frame depends on DNM1 
approach and because this approach always returns one 
answer for each frame, initial cluster centers are always 
the same. Therefore, the result of the K-Means algorithm 
will be always the same for each frame.  

In the process of K-Means algorithm, the cluster 
centers will move, they keep moving till there is no need 
to move any more. Here shadow and foreground centers 
are separated from each other as much as possible. So 
shadow and foreground pixels are easily classified based 
on the results drawn from the clustering process. This 
process is illustrated in figure 4. As it can be seen from 
this figure, first, centers of shadow pixels and 
foreground pixels are computed and then by using final 
K-Means clustering algorithm, these centers move and 
therefore shadow and foreground pixels are classified. 

 

     
                     )(a                                      )(b  

     
                     )(c                                      )(d  
Figure 4: (a) Frame 101 of video sequence (b) Result of DNM1 
approach(c) The result of spatial averaging. Two black points 
are the centers of shadow and foreground pixels (d) Result of 
shadow detection and the location of shadow and foreground 
centers after using K-Means clustering algorithm. 

4. Experimental results and future works 
In this section we analyze the performance of our 

shadow detection algorithm in a video sequence. In this 
work, we have used a highway video sequence available 
for download at http://cvrr.ucsd.edu/aton/shadow. 
Figure 5 illustrates four different frames of highway 

video sequence. In the first column original frames of 
video sequence are displayed. The results of DNM1 
approach are shown in the second column and the results 
of K-Means algorithm after DNM1 method are 
illustrated in the third column. It can be noticed that our 
approach detects shadows more effectively and there are 
less misclassification of shadow pixels. 

One drawback of our approach is the misclassification 
of foreground pixels as shadow pixels if an object is 
located in the shadow of the other object. The reason is 
that K-Means clustering algorithm returns valid result on 
a convex dataset. If an object is located in the shadow of 
another object, the data is said not to be convex. An 
example of this situation is illustrated in figure 6. As it 
can be seen, the smaller vehicle is located in the shadow 
of the bigger vehicle; our data set is not convex. It can 
be noted form this figure, that the bigger vehicle is 
classified as foreground while the smaller car is 
classified as part of its shadow. So as a future work this 
situation can be improved, using a clustering algorithm 
returning valid results for not convex datasets. 

]]] 

 

 

 

 
               )(a                         )(b                       )(c  
Figure 5: (a) Original frames of video sequence (b) Result of 
DNM1 approach (c) Result of shadow detection after using K-
Means clustering algorithm. 
 

      
         )(a                                            )(b  
Figure 6: Example of unsuccessful shadow detection. (a) 
Frame 360 of video sequence after using DNM1. (b) Result of 
shadow detection after using K-Means clustering algorithm. 
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5. Conclusions 
In this work, we utilized a background modeling, the 

deterministic non-model based shadow detection 
algorithm (DNM1) and spatial information along with the 
color information. To do this, we used K-Means 
clustering algorithm to separate shadow pixels from 
foreground pixels. Initial cluster centers of K-Means 
algorithm was determined by averaging shadow and 
foreground pixels determined by DNM1. 

Our algorithm was tested on an outdoor highway 
color video sequence and showed considerable 
improvement in comparison with DNM1 method. Also 
the drawback of our method was the misclassification of 
foreground pixels as shadow pixels due to the disability 
of K-Means algorithm in classifying of non convex 
datasets. 

Further work will concentrate on using a new 
algorithm which is able to return valid results on non 
convex datasets. 
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