A Low-cost Strong Shadow-based Segmentation Approach for Vehicle Tracking in Congested Traffic Scenes

Ehsan Adeli Mosabbeb\textsuperscript{1}, Maryam Sadeghi\textsuperscript{2}, Mahmood Fathy\textsuperscript{1}, Maliheh Bahekmat\textsuperscript{3}

\textsuperscript{1}Computer Engineering Department, Iran University of Science and Technology, Narmak, Tehran, 1684613114, Iran  
\textsuperscript{2}Computer Science Department, Simon Fraser University, Vancouver, Canada  
\textsuperscript{3}College of Engineering, Islamic Azad University of Mashhad, Mashhad, Iran  
E-mail: eadeli@iust.ac.ir, msa68@sfu.ca, mahfathy@iust.ac.ir, info@bahekmat.ir

Abstract – In this paper, a vehicle tracking algorithm is proposed that uses a new approach to deal with occlusion. This approach uses the novel feature, recently proposed to improve the accuracy of localization and occlusion handling. It was constructed on the basis of the strong shadow under the vehicle in real-world traffic scenes. In this paper, some statistical parameters of each frame are used to detect and segment these shadows. To demonstrate robustness and accuracy of our proposed approach, impressive results of our method in real traffic images including high congestion, noise, clutter, snow, and rain containing remarkable cast shadows, bad illumination conditions and occlusions, taken from both scenes of outdoor highways and urban roads are presented.

Index Terms – Background Modeling, Cast Shadow, Occlusion, Segmentation, Shadow Detection, Vehicle Tracking

I. INTRODUCTION

Increasing congestion on freeways and problems associated with existing detectors has generated an interest in new vehicle detection and tracking technologies using computer vision techniques. Existing commercial image processing systems work well in free-flowing traffic, but the systems have difficulties with congestion, occlusion, shadows and lighting transitions. This paper addresses the problem of vehicle tracking in real-world traffic images.

A classic technique to extract the moving objects (vehicles) is background subtraction. Over the years researchers have proposed various solutions to the automated tracking problem. These approaches can be classified as follows: Blob Tracking \cite{1-3}, Active Contour Tracking \cite{4}, 3D-Model Based Tracking \cite{5-8}, Markov Random Field Tracking \cite{9}, Feature Tracking \cite{10, 11} and Color and Pattern-Based Tracking \cite{12-14}. Some of these assume an aerial view of the scene which virtually eliminates all occlusions \cite{8}. In \cite{7}, a single vehicle is successfully tracked through a partial occlusion, but its applicability to congested traffic scenes has not been demonstrated.

In the previous work \cite{15}, a new low-cost method has been presented for occlusion handling that uses strong shadow as a key feature to vehicle detection, though shadow detection techniques have been employed for shadow removal from background and foreground. The problem of shadow detection has been increasingly addressed over the past years. Shadow detection techniques can be classified into two groups: model-based and property-based techniques. Model-based techniques are designed for specific applications, such as aerial image understanding \cite{16} and video surveillance \cite{17}. Luminance information is exploited in early techniques by analyzing edges \cite{18}, and texture information \cite{19}. Luminance, chrominance and gradient density information is used in \cite{20}. Color information is used also in \cite{21}. A physics-based approach to distinguish material changes from shadow boundaries in chromatic still images is presented in \cite{22}. Cavallaro et. al in \cite{23} proposed Shadow-aware object-based video processing. A classification of color edges by means of photometric invariant features into shadow-geometry edges, highlight edges, and material changes is proposed in \cite{24}. Using strong shadow information as a feature for vehicle detection was initially discussed in \cite{15}. By investigating image intensity, it was found that the area under a vehicle is distinctly darker than any other areas on an asphalt paved road.

II. SHADOW ANALYSIS

A cast shadow is the area projected by the object in the direction of direct light. Shadows are characterized by two types of properties: photometric and geometric. Geometric properties depend on the type of obstruction and position of light source. Photometric properties determine relation of pixel intensity of background under illumination and under shadow. We can model geometric properties of shadow and illumination with BDRF (Bi-Directional Reflectivity Function) (Fig. 1(a)). Generally we define a BDRF as $R(\lambda, \phi_i, \theta, \phi_v, \theta_v)$ that relates incoming light in the direction $(\phi_v, \theta_v)$ to outgoing light in the direction $(\phi_i, \theta_i)$. The BDRF is the ratio of outgoing intensity to incoming energy:

$$R(\lambda, \phi_i, \theta, \phi_v, \theta_v) = \frac{I_v(\lambda, \phi_i, \theta, \phi_v, \theta_v)}{E_i(\phi_i, \theta_i)} \quad (1)$$

Where the relationship between the incoming energy and incoming intensity is given by
In Fig. 1(b) a view of the camera position and strong shadow pixels is shown. In strong shadow pixels due to the lack of light source and low value of incoming energy, there is not considerable amount of outgoing intensity. Therefore pixels of shadow in under-vehicle region have the lowest intensity among image pixels. We demonstrated this feature of shadow pixels using their photometric properties [25], [26]. In the previous work [15], it was showed that each of the three RGB color components, if positive and not zero, decreases when passing from a lit region to a shadowed one, that is \( R_{\text{shadow}} < R_{\text{lit}}, G_{\text{shadow}} < G_{\text{lit}}, \) and \( B_{\text{shadow}} < B_{\text{lit}} \). So this region has different spectral properties. Also other shadows in a traffic scene have surface reflection. They also have more intensity than under vehicle shadows.

### III. OUR PROPOSED APPROACH

The focus of this work is on the problem of strong shadow segmentation for on-road vehicle detection and tracking in the presence of occlusion. Strong shadow feature was initially presented in [15]. The detection of shadows was done by converting to gray level with different color-maps, thresholding the image, and applying some morphological operations. Stated succinctly, the shadow underneath a vehicle is darker than any other point on the road. We have proposed a new method for segmentation of strong shadow pixels, not having the previous problems of vehicle detection invariant to weather/lighting conditions on both wet and dry roads. Since underneath strong shadows have various sizes in different regions of the image, due to depth of perspective images, to avoid data loss in far regions, accurate parameters need to be set. Determining these critical values was the main problem in [15]. To solve this problem we have presented a new method that uses local mean and standard deviation of the regions around pixels to segment strong shadow. This section presents the proposed vehicle detection system, illustrated in Fig. 2.

#### A. Pre-processing

We have shown that this new method of vehicle detection can be significantly improved by means of simple content-adapted techniques. These techniques are brightness and contrast improvement according to the contents relevance when necessary. Adverse weather condition causes low contrast for whole pixels of the image like strong shadow pixels. The contrast was enhanced transforming the values using Contrast-Limited Adaptive Histogram Equalization (CLAHE). CLAHE operates on small regions in the image, called tiles, rather than the entire image (Fig. 3.).

![Figure 3](image-url)  
**Figure 3** – (a) Real traffic scene in the rainy weather condition. (b) Histogram of original image. (c) Enhanced image. (d) Histogram of enhanced image.

#### B. Background Modeling and Subtraction

In [15] road was used to be masked in each frame image to determine the processing region. This attempt was to avoid the probable other shadow like areas in the image. But here we model the background and extract the moving objects. The strong shadow underneath the vehicle is moving frame to frame, like the vehicle itself. Doing this we omit all other dark areas in the image.

We have used the background modeling proposed by W4, a real-time visual surveillance system [27]. In order to distinguish moving pixels from stationary pixels, First we apply a pixel wise median filter over time to several portions of video (In this experiment 100 frames were used, about 3.3 seconds). Only the stationary pixels are chosen as background pixels. Let \( A \) be a video sequence containing \( N \) consecutive frames, \( A^k(i, j) \) be the intensity of pixel \( (i, j) \) in
kth frame, $\sigma(i,j)$ and $\mu(i,j)$ be the standard deviation and median values at pixel $(i,j)$ in all frames in video sequence $A$ respectively. Background model $B(i,j) = [m(i,j), n(i,j), d(i,j)]$ (m(i,j) minimum, n(i,j) maximum intensity values and d(i,j) maximum intensity difference between frames observed during the training period) is calculated using formula 3[27]:

$$B(i,j) = \begin{bmatrix} m(i,j) \\ n(i,j) \\ d(i,j) \end{bmatrix} = \begin{bmatrix} \min_{z} A^z(i,j) \\ \max_{z} A^z(i,j) \\ \max_{z} |A^z(i,j) - A^{z-1}(i,j)| \end{bmatrix}$$

where $z$, are frames satisfying:

$$|A^z(i,j) - \mu(i, j)| \leq 2\sigma(i, j)$$

Only stationary pixels are selected as background pixels. This is because when a moving object moves across a pixel, the intensity of that pixel decreases or increases sharply. Then if we choose the median value of that pixel over time, we can model image without any moving object, which is the background image we are looking for. After the training phase initial background model for each pixel is obtained (i.e. $B(i,j)$). The result is the background image and can be used in the background subtraction process.

For each frame, background subtraction yields to an image containing only the moving objects in that scene. After subtraction we convert the resulting image to a binary image. Fig. 4 illustrates an example of this background modeling approach. The result of the background subtraction phase is a binary image ‘S’:

$$S(i,j) = \begin{cases} 1 & \text{part of the dark region} \\ 0 & \text{otherwise} \end{cases}$$
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Figure 4 – (a) Extracted background image. (b) A sample frame of the video sequence. (c) Background subtraction, subtracting frame image from the background. (d) Binary Image of c.

C. Filtering and Mapping

The intensity of the shadow pixels depends on the illumination of the image, which in turn depends on weather conditions. Therefore the thresholds are not by no means, fixed and it causes some implementation difficulties. Facing this problem we use multi-level processing to get accurate results in depth of perspective images. In this work we used the information acquired by the mean and standard deviation in the area around each image pixel to segment strong shadow pixels. Rainy weather conditions or bad illumination conditions make the color of the road pixels darker, but our results have shown satisfying outcome.

Local Standard Deviation (STD) and mean values in images have been widely used for pattern detection and image segmentation [28], [29]. Here we use these two parameters to detect strong shadow under each vehicle. A sliding square window is used as the neighborhood element. The length of this window is defined depending on the image perspective and depth. Let the window length be $N$, the 2D Arithmetic Mean ($\mu$) and the 2D Standard Deviation ($\sigma$) for the neighborhood around pixel $(i,j)$ of image ‘I’ is calculated using:

$$\mu(i,j) = \frac{1}{N^2} \sum_{k=-N/2}^{N/2} \sum_{l=-N/2}^{N/2} [I(i+k,j+l)]$$

$$\sigma(i,j) = \sqrt{\frac{1}{N^2-1} \sum_{k=-N/2}^{N/2} \sum_{l=-N/2}^{N/2} [I(i+k,j+l) - \mu(i,j)]^2}$$

Considering the formulas above and the properties of arithmetic mean and standard deviation, it’s obvious that the mean filter smoothes the image regarding the pixels’ intensities, and the standard deviation helps finding texture information in an image. $\sigma(i,j)$, in any solid texture area, has a very low value, since the variation of the intensities in that area is not too much. In such areas, that the intensities are not largely variable, $\mu(i,j)$ will be most like the pixels’ values in that area. So, in the areas of strong shadow, regions of our interest, as far as dark areas have low intensities and they have dark solid textures $\mu(i,j)$ and $\sigma(i,j)$ are supposed to be generally low. Pixels with low values of both $\mu(i,j)$ and $\sigma(i,j)$ are likely to be parts of the strong shadow region. They are marked as candidates. Figure 5 illustrates the $\mu(i,j)$ and $\sigma(i,j)$ scaled images of the frame showed in Fig. 4(b).
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Figure 5 – (a) Scaled image of STDs. (b) Image of Means.
for the ones in the middle a not-so-big not-so-small window is used.

The next phase includes integrating results of all previous steps. This phase is called mapping. First, we threshold \( \mu(i,j) \) and \( \sigma(i,j) \) matrices and map the results on the image acquired by background subtraction, \( S(i,j) \). So, all the pixels having the following condition are dark parts of the moving vehicle and are very likely to be the strong shadow:

\[
\begin{align*}
\mu(i,j) &> \text{mean \_ threshold} \\
\sigma(i,j) &> \text{std \_ threshold} \\
S(i,j) &= 1
\end{align*}
\]

(8)

Fig. 6 shows the thresholded images of \( \mu(i,j) \) and \( \sigma(i,j) \) of Fig. 4(b) and the result of mapping using condition 8.

![Figure 6](image)

Figure 6 – (a) Thresholded mean. (b) Thresholded standard deviation. (c) Result of the mapping phase.

D. Post-processing and Localization

After the mapping process, we should count each individual component in the binary image as a symbol of a vehicle. In order to remove non-feature blobs, if the number of pixels in a component is less than a threshold we will remove it. This is done using some morphological techniques. Due to the different size of shadows, in this phase we used multilevel processing, as well. Therefore, we divided a traffic image to three different levels and determined three different values for the structuring element used in the morphological operation. Otherwise, using a fixed value for morphological operations might cause losing information of small, far shadows or counting non-feature shadows as vehicles. After this step, we count blobs as the representative of a vehicle.

E. Tracking

After extracting the strong shadow regions, we are provided with an image containing several blobs in. In this section we discuss how to track vehicles appropriately, even with a large number of occlusions, using this feature. As discussed, this feature had a likely low-cost detection process; so we use an easy approach for tracking in order not to demolish the low overall implementation and deployment cost.

The process of tracking blobs is essentially establishing correspondences between the blobs in consecutive frames in a video sequence. Our approach is based on the area each shadow region occupies. In consecutive frames we match the detected regions. In order to mark two blobs of a same shadow region in consecutive frames, they need to have overlapping pixels. This is formulated as what follows.

Let \( A_i^n \) be the area of the \( i \)th region in the \( n \)th frame, here it is the total number of pixels in that region. The overlapping area of a blob \( O_i^n \) in consecutive frames is the number of pixels common to both the regions:

\[
O_i^n = A_i^n \cap A_i^{n-1}
\]

(9)

For each frame we maintain an association table describing the association of each region in the current frame with the region in the previous frame regarding the overlap area calculated above. If a new region is detected in the current frame then a field is added in the table with a zero association while if a region exits the tracking area the corresponding field in the table is deleted.

F. Occlusion Handling

In traditional vehicle tracking techniques, occlusion has always been a considerable, challenging problem. Here with the proposed feature, occlusion problem is mostly solved. Theoretically, when the vehicles in a scene occlude, the strong shadows under them never merge, the occluding vehicles bodies prevent merging shadows underneath each. But in some rare cases (e.g. accidents or noisy improperly illuminated traffic scenes), we need to consider a probability for that to happen, for the sake of the reliability and stability of the system. As it will not be continuing for a long time and the two strong shadow regions will be separated again in the next coming frames, we need to temporarily solve this problem. To label the overlapping blobs, regarding the area of each in the previous frames, we share the pixels between them. As an example if two regions are merged and had separate areas \( A_1 \) and \( A_2 \) in the previous frame, the area will be shared to the two regions with the following ratios:

\[
\frac{A_1}{A_1 + A_2}, \frac{A_2}{A_1 + A_2}
\]

(10)

The first ratio is the share of the first blob from the merged region, and the second one is the share of the second blob.

The only problem could be that the strong shadow region of one vehicle be completely occluded with the body of another vehicle. In this case the first vehicle is lost. In our proposed model, when the area of the region is reduced in size less than a specified value, or has no overlapping area with any of the blobs in the proceeding frame, it is lost. It will be omitted from association table of that frame, and be pushed in the back of a queue together with a timestamp (e.g. the frame number). This queue indicates lost vehicles. Whenever a new blob is found in the intermediate pixels of a frame, not in the boundary pixels, one of the lost vehicles is again back in the image. In such a case, it will be matched with one of the blobs in the queue regarding its size and direction. The blob is popped from the queue and put back in the association table. If an element in the queue
is not found back in the video for a long time, it is popped from the queue in order not to interfere in future processing.

IV. EXPERIMENTAL RESULTS

Experimental results and comparisons using real data demonstrate the superiority of the proposed approach which has achieved an average accuracy of 94% on completely novel test images. Our tests have demonstrated the effectiveness of our approach in handling occlusion. The first image in Fig. 7, shows real traffic scene with considerable occlusion, whereas the second one in Fig. 8, illustrates a group of occluded vehicles in congested traffic and rainy weather which are detected accurately and finally Figure 9 shows result of our proposed approach in bad illumination and remarkable cast shadow condition. Our approach could ignore cast shadows precisely.

V. CONCLUSION

In this work, we used some statistical parameters of the pixels in each frame to detect the strong shadow under the vehicle. After enhancing the image quality, the background was extracted, for each frame background subtraction and image filtering was done. Mean and Standard Deviation matrixes together with the output of the background subtraction phase, are fed into a mapping process to extract the strong shadow regions. The post-processing phase helped leaving out the noise and non-desirable regions and finally, blobs were tracked.

We tested our approach on different traffic scenes, adverse weather conditions and noisy or cluttered images, and it showed accurate and considerable results. It also can ignore cast shadows on the street. Furthermore, it’s very low-cost and easy to implement.

VI. FUTURE WORKS

Our focus in the future work is proposing optimal method for local enhancing regarding to weather and illumination conditions to make the algorithms more robust. The current results are outstanding and further work is being done to make the system more practical by combination with other approaches for better tracking results. Cases in which the strong shadows underneath the vehicles are lost, other features can be taken in use for reliable tracking or detection.
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