I. Neural networks/ Connectionist models / PDP (parallel distributed processing)
Figures from Churchland article
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· The workings of a simple neural network
· Input layer (“sensory” units)
· Level of activation directly determined by environment (stimulus)
· Simultaneous activation levels in all input units are representation of input stimulus ( = input vector )
· Hidden layer
· Any input unit connected to all hidden units
· Any hidden unit connected to all output units
· Advantage of hidden layer over direct input-output connection
· Greater range of possible transformations network can perform
· Connection weights
· All input-hidden and hidden-output connections have weights
· Convert one activation vector into another using weights
· Output layer
· Network is a device that transforms any given activation pattern at the input layer into a unique corresponding activation patter in the output layer. 
· Back-propagation error learning
· Training phase
· Learning algorithm: minimize errors between network output and ‘actual’ output (given) by adjusting weights
· The problem of “local minima” 
· Goal is to reach the global minimum in the “error surface” but network may be stuck at local minima.
· Empirically, it was shown that back-propagation algorithm is surprisingly good at reaching global minimum
· The more units you have the less likely to be stuck in a “local minima”
· Supervised vs. unsupervised learning
· Neural networks use supervised learning (given the correct output activation vector corresponding to an input activation vector)
· Humans not always given the correct “output”
· A neuroscientific approach to learning and AI 

· The role of neuroscience in AI and cognitive science

· Contrast with traditional symbol-rule approach of cognitive science: the importance of “hardware”

· A simulation of brain neurons and neural networks, but not a perfect replication of the brain

· Neural networks are able to replicate some human behaviors without any symbols or rules, only weights.

· Some counterarguments from Pinker and Prince (1989) 

· Inability of networks to copy or duplicate stems 

· The problem of homophones (same sound but different meaning)

· Psychological difference between regular and irregular verbs not captured by networks.

· Networks don’t distinguish between irregular and regular verbs

· Humans make qualitative differences between regular and irregular verbs

· Not true… humans make gradient decisions about both regulars and irregulars

· Children’s language

· Networks reflect children’s different stages of verb usage 

· Assumes that changes in verb use are due to changes in input (ratio of irregular to regular verbs in lexical environment)

· But there are changes in the input ratio

· P & P argue that change in children’s use of verbs reflects endogenous change in the child’s language mechanism, not a change in input. 

II. Language acquisition

1) Some linguistic concepts in Wexler’s paper

· notion of Universal Grammar:

theory of linguistics postulating a set of rules shared by all languages, to explain language acquisition in child development

· intensional language vs. extensional language

· A language is intensional if it contains intensional statements

· A statement is intensional if substituting co-extensive expressions into it does not always preserve logical value
· Examples of intensional statements:

Everyone who has read Huckleberry Finn knows that Mark Twain wrote it.

If we replace Mark Twain by The author of Corn-pone Opinions, the statement is not necessarily true anymore.
· Examples of extensional statements:
Mark Twain wrote Huckleberry Finn.

We can replace Mark Twain by Samuel Clemens without changing the truth value of the statement.

· C-command, a relationship between nodes in parse trees

· Subset problem:
Suppose that setting the language parameter to 0 yields the correct language. Suppose that this language is a subset of the language obtained when the parameter is set to 1. Because of no negative evidence, if a child sets the parameter to 1, there is no way that the child will realize that she could have set the parameter to 0.
· Subset principle (innate): child selects the smallest value of the parameter that yields the smallest language consistent with the data heard



· Maturation hypothesis:
innate knowledge/structure that develops (“matures”) with time, but without the help of external stimulus (no learning)
· Chomsky: innate grammar, but requires tuning by outside stimulus (exposure to language of the environment)
· Leibniz: innate potential for knowledge, but innate concepts and ideas must be “roused up” by external stimulus
2) Tomasello’s view on language

· Language as a system of communication (usage-based linguistics)

Important to look at the relationships between language and context of use

· Language is not only constituted of words, but also of gesture and gaze

· 2 crucial processes

· intention reading (usually appearing around 9-12 months)

importance of common ground in conversation

· pattern finding

necessary to construct the grammatical dimensions of human linguistic competence

· in favor of one single mechanism of acquisition:

acquisition of constructions parallels the acquisition of lexicon: children build up larger constructions by combining smaller ones

III. Review question

Are sensory experiences necessary to acquire knowledge?
