Section 1

Some basic concepts
The mind-body problem: if mind is essentially thought (and nothing else), and body is essentially extension, then how can mind and body interact or form a unity as we know from experience they must?

Possible answers: 

· There are not two entities

· All is matter (e.g. behaviorism)

· All is mind (e.g. Berkeley)

· The entities do not really interact (e.g. Leibniz)
How we can escape from within the confines of the human mind and the immediately knowable content of our own thoughts to acquire knowledge of the world outside of us?
Rationalism: knowledge starts from the mind, not from experience (e.g. Aristotle, Descartes). In modern terms: knowledge is innate.
Empiricism: all knowledge emerges from experience (e.g. Locke, Hume). In modern terms: knowledge is learnt.
The basic steps in Descartes argument

· Reject any idea that can be doubted

· Our senses deceive us (dreams)

· Our senses limit our knowledge (the wax example)

· Knowledge is gained through the mind

· The only thing one cannot doubt is doubt itself

· I doubt, therefore I think, therefore I am

A little exercise – putting the philosophers in place. Read the following statements and classify the thinkers as rationalist-empiricist and/or monist-dualist. 

Plato – all knowledge is in use, we need to re-discover it.

Aristotle – all knowledge comes from the senses

Descartes – Knowledge is gained through the mind. Mind and body are essentially different entities that influence each other: mind can influence body and body can influence mind (crimes of passion…)

Leibniz – There is no causal relation between the mental and the physical God constructed the universe in such a way that corresponding mental and physical events occur simultaneously (compare to two ticking clocks which tell the same time not because they are influencing each other).

Locke – We are born tabula rasa. 

Hume - all knowledge comes from the senses and the senses produce very little reliable information about the world. The problem of induction: from the fact that the sun has risen every day until now we cannot deduce that it will rise tomorrow. We can never truly observe causal relations.

Kant - Objective reality is known only insofar as it conforms to the structure of the knowing mind.

Skinner – we cannot study mental processes, all we can study is behavior, which is shaped by experience. 

Chomsky – children have innate knowledge of the basic grammatical structure common to all human languages. 

Introduction to Logic

The following taken from http://www.stanford.edu/%7Ebobonich/index.html . This is an excellent resource for anyone interested in basic logic and argumentation.
Basic terms

Argument: a sequence of two or more statements, of which one is designated as the conclusion and all the others are premises.

Premises: the statements which are affirmed as providing grounds for accepting the conclusion.

Conclusion: that statement which is affirmed on the basis of the other propositions (the premises) of the argument.

Statement/proposition: a declarative sentence that must either be true or false. 

Truth value: the truth value of a true statement is true and that of a false statement is false.  True and false apply only to statements, not arguments.
Validity: an argument is valid if and only if : if all the premises are true, then the conclusion must be true; it is impossible that all the premises are true and the conclusion is false. Validity applies only to arguments, not statements.
Soundness: an argument is sound if and only if it is valid and contains only true premises. 
A simple valid argument

1. All people should be treated justly (Premise 1)

2. Ugly people are people (Premise 2)

( Therefore, ugly people should be treated justly (Conclusion: premise 1 + premise 2)

Basic logical statements

Statements can be connected to form compound statements. 

Conjunction: a compound statement formed by inserting the word ‘AND’ between two statements. It is true if and only if the two statements are true.

	p
	q
	p AND q
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Disjunction: a compound statement formed by inserting the word ‘OR’ between two statements. It is true if and only if one at least one of the statements is true.

	p
	q
	p OR q
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Conditional statement: IF p THEN q
p is the antecedent. q is the consequent. A conditional asserts that if its antecedent is true, its consequent is also true.

	p
	q
	p ( q
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An inference rule: Modus Ponens

1. p ( q

2. p

( q
Go back to the simple argument above:

1. If someone is a person, s/he should be treated justly ( 



)

2. An ugly person is a person. ( 

 )

( An ugly person should be treated justly. ( 


)

ALSO: 

1. p ( q

2. ~q

( ~p
Wrong inference

1. p ( q

2. q

( p - WRONG !!!

Examples of invalid arguments

1. All cats are mammals

2. Socrates is a mammal

( Socrates is a cat - WRONG!!!
Monty Python extract

Laying out the assumptions

1 - How do we determine that she is a witch? What do we do with witches? 

Premise 1: 

2 - How do we determine whether she burns? What else do we burn? 

Premise 2: 
Sub-conclusion 1: 
3 - How do we determine that something is made of wood? -- It floats


Premise 3: If it is wood, then it floats.




Wood ( Floats

Note that “bridges cannot be used to determine if something is made of wood, because they can also be made of stone”. Precisely the fallacy that is going to be used afterwards.

4 - How do we determine that something floats? What else floats? -- A duck


Premise 4: If it is a duck, it floats.




Duck ( Floats

5 - How do we determine that something is a duck? -- Weight


Premise 5: If something weighs the same as a duck, it is a duck




WeightSame ( Duck


This premise is postulated, even though it is false.

Reconstructing the argument “from the bottom up”, step by step

1. WeightSame 


(premise)

2. WeightSame ( Duck

(premise 5) - FALSE premise

3. Duck



(1 + 2) - OK (logically correct)

4. Duck ( Floats 


(premise 4) 

5. Floats 



(3 + 4) - OK

6. Wood ( Floats


(premise 3)

7. Wood



(5 + 6) - INVALID STEP

8. Witch ( Wood 


(sub-conclusion 1)


a. Witch ( Burns 

(premise 1)


b. Wood ( Burns 

(premise 2)


c. Witch ( Wood 

(a + b) - INVALID STEP

9. Witch 



(7 + 8) - INVALID STEP

Logic and Machines
1) Development of symbolic thinking: from Aristotle to Turing

Aristotle (384-322 BC)

· Earliest known formal study of logic: syllogisms

Leibniz (1646-1716): Power of mathematical symbolism

· Introduces symbolic calculation, which is necessary for deductive thought
· Proposes an algebra of logic which specifies the rules for manipulating logical concepts  (calculus ratiocinator)
· Realizes that reasoning can be viewed as calculation (will be very important for the development of computers!)
First calculating machine: four basic operations of arithmetic

· Binary computation (foundational for computer hardware)

1101 =  1 x 20  + 0 x 21 + 1 x 22 + 1 x 23= 1 + 0 + 4 + 8 = 13
Boole (1815-1864): Logic into algebra

· Formalized logic deduction into algebra: the symbols of algebra represent logical relations
0 : empty set


~ false

1 : universe of discourse
~ true

· Introduces the notion of CLASS


Contradiction law: x (1-x) = 0


“Nothing can both belong and fail to belong to a given class x”

· Limitations:

All passing students are either intelligent or hard-working

in Boole’s logic:  All X are Y
Frege (1848-1925): Formal syntax

· Proposes a system of rules accounting for deductive reasoning, creating a 
NEW LANGUAGE: 
- precise syntax
- precise semantics
(connection to computer languages)
· The relations that connect propositions can also be used to analyze the structure of individual propositions:
All passing students are either intelligent or hard-working

in Frege’s logic:  : ( x (P(x) ( I(x) ( H(x))

· Limitations: 

Given premises and conclusion, if the conclusion cannot be reached, it is not clear whether the conclusion actually doesn’t follow or we have not found the right way to deduce it from the premises

Turing (1912-1954): father of modern computer science
· Starting point: Hilbert’s Enstcheidungsproblem
Is there an algorithm to determine whether Frege’s rules enable a given conclusion to be derived from given premises? 
· Turing machines = Turing’s analysis of the notion of computation
· at each stage of a computation, a small number of symbols receive attention

· at each stage of a computation, the action taken depends on the symbols receiving attention and the state of mind of the person carrying out the computation
· Turing machine (or a-machine): 
· possible states of the machine

· symbols
· actions: 
- rewrite
- move one square to the left or to the right



- change of state
* no tape limitation (not meant to be a practical computing technology)

* some machines with some inputs eventually halts, some not



Q 1 : 1 ( Q



Q 5 : 5 ( Q

Given the above sequences of a Turing machine, what input produces 

1) a machine which doesn’t halt? 

15
2) a machine which does halt?

Anything other than 15
· Universal Turing machine:

"It is possible to invent a single machine which can be used to compute any computable sequence. If this machine U is supplied with the tape on the beginning of which is written the string of quintuples separated by semicolons of some computing machine M, then U will compute the same sequence as M."
Turing, The Undecidable, p. 128

· Back to the Enstcheidungsproblem:

Turing proved that no Turing machine can decided that, so such an algorithm does not exist.

· “Program-as-data” idea which lead to operating systems and compilers

Computer History Museum in Mountain View: 

worth visiting ;-)
http://www.computerhistory.org/
2) Marr’s levels of explanation

David Marr (1945-1980) studied visual processing. He proposed that cognitive processes have 3 levels of explanation:

1. Computational level:

The problem (input/output mapping) computed by the cognitive process

2. Algorithmic level:

Algorithm/strategy used for computing the problem

3. Implementational level:

How it is actually done (physical implementation)

Philosophical timeline



 A little philosophical encyclopedia…

Plato (427-347 BC). Greek philosopher wrote about almost every philosophical question. A rationalist – all knowledge is in us, we need to re-discover it. The world that appears to our senses is in some way defective and filled with error, but there is a more real and perfect realm, populated by entities (called “forms” or “ideas”) that are eternal, changeless, and in some sense paradigmatic for the structure and character of our world

Aristotle (384-322 BC). Greek philosopher and scientist. The first logician. An empiricist – all knowledge comes from the senses. Wrote on politics, ethics and countless other topics. 

Descartes (1596-1650). Philosopher, Mathematician, Scientist. His philosophy starts with methodological skepticism: reject any idea that can be doubted. Our senses deceive us (dreams), our senses limit our knowledge (the wax example). Going only by our senses, a melted piece of wax is nothing like a solid piece of wax, yet we know that it is the same thing. This knowledge is gained through the faculty of judgment – the mind. The only thing one cannot doubt is doubt itself. I doubt, therefore I think, therefore I am (Cogito ergo sum).Descartes was a rationalist - knowledge starts from the mind) and a dualist - mind and body are separate entities but there is a bi-directional relation between them; mind can influence body and body can influence mind (crimes of passion…). 

Leibniz (1646-1716). German philosopher, physicist, and mathematician who is probably most well known for having invented the differential and integral calculus. Leibniz was a rationalist and a dualist. His answer to the mind-body problem was that there is no causal relation between the mental and physical. The relation we perceive is explained by the principle of pre-established harmony: God constructed the universe in such a way that corresponding mental and physical events occur simultaneously (compare to two ticking clocks which tell the same time not because they are influencing each other). Leibniz had a lifelong interest in and pursuit of the idea that the principles of reasoning could be reduced to a formal symbolic system, an algebra or calculus of thought, in which controversy would be settled by calculations. 

Pascal (1623-1662). French philosopher and scientist. Inventor of the first calculator, worked on probability theory. Following a mystical experience at the age of 21, he abandoned his scientific writing and focused on theology. For Pascal, unlike Descartes, reason was completely inadequate to the task of connecting with a transcendent divinity, and the only way to God was by ‘faith’.

Locke (1623 – 1704). British philosopher, Oxford academic and medical researcher. The founder of British Empiricism, In his “Essay Concerning Human Understanding” he attacks the idea that the mind contains innate truths, instead, he suggests we are born tabula rasa, a blank slate, and acquire knowledge through experience. His writings against the divine authority of Kings and on the natural rights of man greatly influenced the American Bill of Rights. 

Hume (1711-1776). A Scottish philosopher. A radical empiricist, he believed that all knowledge comes from the senses and that the senses produce very little reliable information about the world. The problem of induction: from the fact that the sun has risen every day until now we cannot deduce that it will rise tomorrow. We can never truly observe causal relations. Think of a green ball hitting a blue ball and causing it to more: we can observe temporal priority (green ball moving before blue ball), spatial contiguity (green ball hitting blue ball), constant conjunction (this sequence can be replicated) but not necessary connection; we impose the causal relation on the two separate events.  

Kant (1724 – 1804). German philosopher. A large part of Kant's work addresses the question "What can we know?" The answer, if it can be stated simply, is that our knowledge is constrained to mathematics and the science of the natural, empirical world. It is impossible to extend knowledge to the supersensible realm of speculative metaphysics. Objective reality is known only insofar as it conforms to the structure of the knowing mind. . Only objects of experience, phenomena, may be known, whereas things lying beyond experience, noumena, are unknowable, even though in some cases we assume a priori knowledge of them. The existence of such unknowable "things-in-themselves" can be neither confirmed nor denied, nor can they be scientifically demonstrated. The reason that knowledge has these constraints, Kant argues, is that the mind plays an active role in constituting the features of experience. 

Boole (1815-1864). British mathematician and philosopher, inventor of Boolean Algebra. 

Frege (1848 - 1925).German mathematician, logician, and philosopher. Frege essentially reconceived the discipline of logic by constructing a formal system which, in effect, constituted the first ‘predicate calculus’. In this formal system, Frege developed an analysis of quantified statements and formalized the notion of a ‘proof’ in terms that are still accepted today. 

Skinner (1904-1990). American psychologist. A radical behaviorist – we cannot study mental processes, all we can study is behavior. Sought to understand behavior as a function of environmental histories of reinforcing consequences. He is known as the inventor of the operant conditioning chamber (or Skinner box), a research tool used to examine the orderly relations of the behavior of organisms (such as rats, pigeons and humans) to their environment. In Verbal Behavior Skinner tried to apply the same mechanisms to explain the development of language. 
Turing (1912 – 1954). British logician and mathematician. The father of modern computer science. Turing provided an influential formalisation of the concept of the algorithm and computation with the Turing machine. With the Turing test, he made a significant and characteristically provocative contribution to the debate regarding artificial intelligence: whether it will ever be possible to say that a machine is conscious and can think.

Chomsky (1928-). American philosopher and linguist. Chomsky re-invented the study of the cognitive and formal underpinning of language. He also helped spark the cognitive revolution in psychology through his review of B. F. Skinner's Verbal Behavior, in which he challenged the behaviorist approach to the study of behavior and language dominant in the 1950s. Instead, he suggests that a) utterances have a syntax which can be characterized by a formal grammar b) children have innate knowledge of the basic grammatical structure common to all human languages. This innate knowledge is often referred to as universal grammar. It is argued that modeling knowledge of language using a formal grammar accounts for the "productivity" of language: with a limited set of grammar rules and a finite set of terms, humans are able to produce an infinite number of sentences, including sentences no one has previously said.
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