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A novel fuel regression measurement technique was developed using a single-port, clear polymethylmethacrylate

(PMMA) grain and a high-resolution camera, providing temporally and spatially resolved data in a small-scale

hybrid motor. By visualizing the fully illuminated port through a flat PMMA surface, the fuel grain diameter can be

measured along the axial dimension. This paper provides the details of the implementation, data processing,

validation, and results from 21 hotfires. A wide range of operating conditions were tested by varying the initial

diameter, the fuel grain length, the oxidizer mass flow rate, and the precombustion chamber length. The main

difficulty associated with this technique is correcting the data to account for the change in index of refraction of the

solid PMMAas heat soaks into thematerial surrounding the port. Qualitative and quantitative data can be extracted

to further improve our fundamental understanding of hybrid combustion and upgrade motor designs. This new

regression method is nonintrusive, low cost, and easy to implement, and it has the potential to provide reliable

space–time-dependent data for laboratory-scale motors.

Nomenclature

a, n = empirical coefficients for flux-based regression rate law
daft = optically resolved aft-end port diameter
dpi = initial port diameter

G = total mass flux through the port
Lf = fuel grain length

Lpost = postcombustion chamber length

Lpre = precombustion chamber length

mf = burned fuel mass

_mox = oxidizer mass flow rate
n = index of refraction
OF = oxidizer-to-fuel ratio
r = radius
T = temperature
Tamb = ambient temperature
Tg = glass transition temperature

t = time
tb = burn time
x = distance from the fore-end of the grain
α = thermal diffusivity
ρ = density

Subscripts

corr = corrected with thermal model
opt = measured optically
w = port wall

I. Introduction

I N a time of increasing demand of small-scale commercial satellite
deployments and a push for more cost-efficient interplanetary

explorationmissions, the need for safe and low-cost micropropulsion
options is clear. Over the past two decades, trade studies have shown
that hybrid motors are a promising alternative to mono- or bipropel-
lant motors capable of delivering relatively high Δv (on the order of
1 km∕s) for small-satellite maneuvers [1,2]. However, a main limi-
tation (and source of uncertainty) in these preliminary designs is the
solid fuel regression rate and its dependence on the oxidizer flow and
themotor geometry. Space–time-averaged data are typically deduced
from the fuel mass differential before and after a firing, and used to
determine the empirical coefficients for a flux-based law. However,
complete reconstruction of the instantaneous performance of the
motor based on endpoint measurements can lead to large errors,
especially for long-duration firings and configurations with large
spatial variations in the burn profile. As a result, preliminary design
studies fail to gain significant traction, because they rely heavily on
common assumptions and empirically derived data, which can vary
widely from one experimental apparatus to another.
The development of low-cost, high-accuracy, and nonintrusive

techniques to measure spatially and temporally resolved data is of
high interest in hybrid rocket development. An extensive overview of
measurement techniques can be found in [3]. However, there is no
method to date that has provided a full set of spatially and temporally
resolved port dimensions with high accuracy. Ultrasound sensors
have been used for instantaneous, single-point measurements, but do
not provide a complete reconstruction of the fuel profilewith time [4].
De Zilwa et al. [5] measured the instantaneous port diameter by
measuring the Helmholtz frequency with a fast-response signal from
a pressure transducer. However, only the spatially averaged diameter
can be derived with this technique, and uncertainties are especially
introduced in configurations with large oxidizer-to-fuel ratio shifts or
high nozzle erosion rates. X-ray radiography has successfully been
used to derive complete data sets, but the associated cost and ease of
implementation can deter from using it in academic research envi-
ronments [6]. Furthermore, the accuracy of the method still requires
more investigation. As a result, the hybrid community still suffers
from the lack of a widely used and reliable measurement method to
fully investigate motor ballistics.
Optical diagnostics have not commonly been used for regression

rate measurements. Nevertheless, DeLuca et al. developed a time-
resolved technique capable of following the quasi-steady ballistics of
solid fuels in cylindrical grains with a central perforation in a two-
dimensional radial microburner [7]. The regression rate was per-
formed by a visual technique tracking the gasifying surface of the
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fuel grain during combustion. Narsai [8] implemented a transparent
window at the fore-end of a cylindrical gaseous oxygen/paraffin wax
motor through which images of the port were acquired. The light
contrast between the combustion products and the solid fuel was high
enough to apply a threshold filter to the captured images and determine
the hydraulic diameter of the port using a low-cost, high-speed camera
(512 × 384 resolution at 300 frames per second). However, it only
provided fore-end regression data, and acquisition time was limited
by soot deposition on the window during the burn. This research and
other activities considering clear polymethylmethacrylate (PMMA) for
preliminary design studies of a small-satellite thruster inspired the
development of a new technique for fuel regression measurements.
This paper describes the development of a cost-efficient, nonin-

trusive, and easy-to-implement optical measurement technique for
hybrid motors. Details regarding the experimental apparatus and the
image processing method are described. Using results from 21 hot-
fires, efforts were put toward validating the data andmodeling causes
for uncertainty. Finally, the instantaneous and spatially resolved fuel
regression data are briefly compared with a commonly used regres-
sion rate model for hybrid rocket motors.

II. Experimental Setup

The details of the experimental setup used for this investigation have
already been described in [9], and component drawings are provided in
[10]. An 8.9-cm-thick (3.5-in.-thick) PMMAgrain with a square cross
section and a single circular port is placed between two stainless steel

componentswith face seals, and held in compressionwith four tie rods.
All of the fuel grains used in this study were machined out of a single

3 m2 sheet of commercially available PMMA (procured from Profes-
sional Plastics, Inc.) with two parallel and optically transparent surfa-
ces. By using an optically clear fuel and no thermal insulation or
protective casing, it was expected that the edge of the internal port
surface during the burn couldbe trackedwith a high-resolution camera.
A picture of the assembly is given in Fig. 1.
The motor design provides full-length visual access to the internal

port. A Panasonic HC-X1000 Video Camcorder was selected because
of its high-resolution capability (3840 × 2160) at 60 frames per second
(progressive). This affordable camera also features an integrated neu-
tral density filter (up to 1∕64) and a 20× zoom, allowing it to be placed
far away from the burning fuel to reduce perspective distortion. How-
ever, placing the object far away from the camera makes it more
difficult to install it perfectly parallel to the sensor. This can introduce
some amount of error, especially with a shallow depth of field. A dot
target was used to characterize the setup, and the imagewas reduced to
the field of view of interest (approximately 3500 × 900 pixels). The
largest distortion was observed at the far right of the image, where it
also appeared slightly less in focus. This suggested that there was a
small angle between the camera sensor and the dot target.Nevertheless,
thevertical distortion at the far right of the imagewas only 0.6mm(less
than 0.6%)with respect to the center.More details can be found in [10].
The error associated with the fuel regression measurement is

dependent on the quality of the images captured. The camera settings
(aperture, shutter speed, sensor sensitivity [ISO], white balance)
ultimately define the amount of postprocessing required to extract
useful data. With this technique, the objective is to obtain a sharp
contrast between the hot combustion products in the port and the
surrounding solid fuel. The first set of tests produced reflections and a
blurry port surface, most likely due to diffraction at small apertures.
Efforts were put into installing a black neutral background, carefully
setting the focus before installing the grain using a target grid, and
reducing the light reaching the sensor with a wide aperture. This was
achieved by reducing the exposure time to 0.5–1ms. At these shutter
speeds, the port is fully saturated and produces the desired contrast at
the solid boundary, as shown in Fig. 2.

III. Data Processing

With the ideal settings achieved, a robust edge detection scheme
was implementedwith a threshold filter and a globally calculated limit
using Otsu’s method (MATLAB function imbinarize). Assuming

Fig. 1 Picture of the laboratory-scale motor with direct optical access
for high-resolution imaging of the port.

Fig. 2 Edge detection with ideal camera settings. The fuel port edge is resolved with a globally determined threshold and visible on the postprocessed
image.
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axisymmetry of the central perforation, the number of pixels between
the top and bottom boundaries in each column determine the port
diameter, which is then converted to a true dimension through cali-
bration before the firing. Depending on the length of the fuel grain,
and therefore the size of the field of view, one pixel corresponded to
50–70 microns. Each frame provides a complete fuel profile, but the
associated noise severely increases at the fore- and aft-ends of the
grain. Figure 2 shows the original image and the port edge in red in
the postprocessed image. The black arrows point to consistent aber-
rations due to reflections onmetal shoulder bolts constraining the fuel
grain. A tip of a shoulder bolt is indicated with a green arrow.
As the fuel port opens up radially, the cross-sectional area increases,

allowing more light to reach the camera. As a result, the image bright-
ness increaseswith time.However, because the camera is set to obtain a
fully illuminated port, the exposure is very close to saturation. For long
burn times, the light source from the combustion becomes too strong
and the fuel is eventually illuminated beyond the port surface. The edge
can ultimately no longer be resolved. The overexposure starts in areas
of high regression, i.e.,more hot combustion products and larger cross-
sectional areas, and eventually progresses to the entire port length. This
problem limited the test time and rendered certain data sets unusable in
the last seconds of firing. Ideally, the exposure time would need to be
changed throughout the burn to optimize the data output. Alternatively,
the motor could be restarted at a later time with a different camera
setting. In fact, the regression rate measurement taken over multiple
restarts coincided extremely well with continuous hotfire measure-
ments. More details on the subject can be found in [10].
The measured regression data are best represented using a three-

dimensional plot with the fuel length scale on the x axis, time on the y
axis, and fuel port diameter on the z axis. This is a direct way to
visualize aberrations such as those created by the shoulder bolts, or
loss of the edge due to overexposure. Examples are shown in Fig. 3.
The hotfire nomenclature is defined with the campaign number (C2)
and the hotfire number (H1–21), and the operational conditions of
each test are given in Appendix Table A1.

IV. Data Validation

The objective is to determine if the port diameter measured as a
function of time and space with the optically resolved method cor-
responds to the “true” port diameter during the burn. To do so, a high-
resolution picture of the fuel grain was taken after each firing. Ideally,
a redundant instantaneous measurement would need to be acquired
for direct comparison.

A. Postfiring Images

The first step was to validate that the postfiring image taken after
complete cooldown and processed with the correct pixel-to-dimension

conversion corresponded to the final fuel port profile. It is relatively
common in hybridmotor analysis to split the fuel grain into two halves
to get optical access to the lengthwise cross section of the fuel.
However, thismethod can lead to large errors if the cut is slightly offset
from the true diameter or the tool removes a relatively large amount of
material. Instead, the fuel grainwas cut perpendicular to the port axis at
different locations, resulting in seven fuel “slices.” The pieces were
machined to obtain flat parallel surfaces (except the fore- and aft-ends)
and the axial locations of the faces were carefully recorded. This
enabled port diameter measurements at 14 different positions along
the grain axis. However, the diameter could not be well resolved at the
fore- and aft-ends, resulting in a total of 12 axial positions used for the
comparison. A picture of the seven fuel slices is shown in Fig. 4.
The port diameter was measured with calipers. Additionally, each

flat face of the slice was imaged with a 4800-dpi scanner to obtain
high-resolution pictures of the circular port at the different axial
locations (Fig. 5). The relative errors between the diameters obtained
with the postfiring image of the grain and the "true diameters" (taken
as the average of the caliper measurements and the scans of the fuel
slices) were less than 1%, which is of the same order as the uncer-
tainty associated with the true diameter determination (taken as the
average of the caliper measurement and the value derived from the
scans). As a result, therewere nomeasurable optical distortion effects
after the burn, and it was determined that the postfiring images could
be used to measure the final fuel grain profile.

B. Comparison of the Final Hotfire Frame and the Postfiring Image

Todetermine if the edge foundduring theburn actually corresponds
to the fuel port surface, the profile obtained with the last frame with a
saturated portwas comparedwith the postfiring image. This process is
illustrated in Fig. 6. Figure 6c shows that the edge at the end of the
firing and the edge after cooldown are distinct. As amatter of fact, this
observation was made consistently across all 21 firings: the diameter
obtainedwith the final fully illuminated frame always underestimated
the port diameter measured after cooldown. Additionally, the discrep-
ancy was on the same order of magnitude as the difference in the
burned fuel mass (6–10%), measured with a weighing scale and
calculated with the final port dimension from the images.
To better quantify this effect, the camera was set to the maximum

zoom setting to increase the image resolution over the field of view of
interest for a dedicated test. A roughly 10-cm section of the fuel grain
(approximately 50% of the total length) was filmed during the firing
and cooldown. The results of the process described in the previous
paragraph are shown in Fig. 7. This test not only demonstrated that the
port profile resolved at the end of the firing was systematically smaller
than the profile obtained after the cooldown, but the video also showed
that the optical properties of thematerial changed drastically right after
the motor shutdown. Additionally, a thin layer below the fuel surface

Fig. 3 Three-dimensional representation of the port diameter versus distance from the fore-end and time, illustrating certain optical aberrations in two
different hotfires.
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was observed and presented a different refractive index than the rest of

the PMMA. Itwas difficult to obtain a clear image of this effect, but it is
indicated with white arrows in Fig. 7. With the correct lighting con-

ditions, this layerwas also observedon the scans of the fuel grain slices,
as indicated with the black arrows in Fig. 5.

C. Summary

The process of comparing the final test frame and the postfiring
image was repeated for 11 hotfires, and the difference between the

two edges was calculated and averaged over the length of the grain,
excluding the fore- and aft-ends (due to noisy measurements). The

relative difference in port diameter was consistently between 5 and
8%, regardless of the initial dimension. The high-resolution (maxi-

mum zoom) test showed a relative difference of 7.9%. Four hypoth-
eses were considered to explain this discrepancy: 1) the fuel

continues to pyrolize after the flame is extinguished; 2) the nitrogen
purge displaces a layer of molten fuel off the surface; 3) the fuel

expands as heat penetrates during the firing and contracts as a result of
cooling after the motor shutdown; 4) the change in refractive index

during the firing is significant enough to bend the light rays emanat-
ing from the port and distort the image.
The first hypothesis seems unlikely because the regression rate

(between 0.1 and 0.3 mm∕s) would drastically decrease without the
presence of the flame to maintain the fuel temperature above the

degradation temperature at the surface. This effect alone would not

explain a discrepancy of about 1 mm on the diameter as was observed
overmany tests. The secondhypothesiswas ruled out by testingwithout
purging with nitrogen after closing the oxygen valve. This made no
significant change to the diameter difference. Furthermore, if a layer of
molten fuel was displaced with the flow of nitrogen, PMMA residues
wouldmost likely be found around the convergent section of the nozzle.
The following section will address the third and fourth hypotheses.

V. Data Correction

This section is dedicated to presenting the modeling efforts put in
place to understand the systematic error observed between the port
diameter measured with the last firing image and the diameter
measured after cooldown. Because this effect is inherently related
to the material properties, a brief overview of some thermochemical
characteristics of PMMA is first provided.

A. Material Properties of PMMA

PMMA is a completely amorphous polymer, meaning that is has
no crystalline structures and the long chains of repeated monomer
(C5H8O2) have a disordered formation. Because crystals can scatter
light, the absence of crystalline structures is what gives the acrylic
polymer its exceptional transparency. Glass transition is a property of
the amorphous portion of the solid, and soPMMAonly exhibits a glass
transition temperature (Tg) around 100°C and nomelting temperature.

The ambient-temperature density of commercial PMMA was
obtained with helium pycnometry§ and measured at 1183 kg∕m3.
The scale had a reported precision of�1 mg and the sample volume
was measured by gas displacement with a relative uncertainty of

�0.3%, leading to an overall density precision of �4 kg∕m3.
This uncertainty was obtained by theoretical error propagation using
the random relative uncertainties of the pressure measurements for the
gas displacement. However, independent measurements of two differ-

ent PMMA samples using this method only displayed a 0.5 kg∕m3

difference, suggesting that the error propagation method provides a
conservative estimate of the overall uncertainty. Bywater and Top-
orowski [11] determined the specific volume–temperature curves of
different PMMAsamples usingadensitygradient columnup to160°C.
The specific volume variation of relatively atactic samples was linear
with temperature and presented a slope change at the glass transition
temperature. The experimental data suggest that the density can be

determined with the following function (with T in K and ρ in kg∕m3):

ρ �
�
1000�0.000246 × T � 0.77�−1 T ≤ Tg

1000�0.000568 × T � 0.65�−1 T ≥ Tg
(1)

Fig. 5 Image of the face of a fuel slice obtained with a 4800 dpi scanner.

Fig. 4 Fuel slices machined for port diameter measurements at different axial positions (hotfire C1-H9).

§This work was performed in the Stanford Rock Physics Laboratory
(SRPL) in the Department of Geophysics.
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Another property of interest is the variation of index of refraction

with temperature.Michel et al. [12]measured the refractive indexusing

the prismmethod and monitored the temperature with a thermocouple

fastened in the sample. The samples were annealed to relieve preexist-

ing stresses, and the samples were heated with a maximum rate of

0.2°C∕min up to 150°C (before the material softens), and without

applying any stress.Thevariation followsa linear behaviorwith a slope

change around the glass transition temperature, similar to the density

variation with temperature. The refractive index of PMMA can there-

fore be described with the following equation (with T in K):

n �
�
−0.000130 × T � 1.53 T ≤ Tg

−0.000313 × T � 1.60 T ≥ Tg
(2)

The density and refractive index variations with temperature are

shown in Fig. 8, assuming a glass transition temperature at the inter-

section of the two linear portions (approximately 100°C).

Fig. 6 Comparison of the port edges obtained with the final test frame and the postfiring image (C2-H7).

Fig. 7 Edge obtained with the last firing image overlaid on a postfiring image of the fuel at high resolution (C1-H10).

Fig. 8 Thermal variation of density (blue) and index of refraction
(orange) of PMMA derived from data in [11] and [12].
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B. Thermal Modeling

To estimate the error associated with the effects that could explain

the discrepancy in the diameter at the end of the burn (thermal

contraction/expansion or ray distortion), a one-dimensional thermal

model was implemented. For a more detailed analysis, refer to

reference [10]. The model is quasi steady in the sense that it does

not consider any startup transients. The heat equation in cylindrical

coordinates with a constant-wall-temperature boundary condition is

(with α ≈ 0.11 × 10−6 m2∕s for PMMA [13])

8>>>>>>>><
>>>>>>>>:

α
∂2T
∂r2

� α

r

∂T
∂r

� ∂T
∂t

T�r � rw; t� � Tw

T�r → ∞; t� � Tamb

T�r > rw; t � 0� � Tamb

(3)

To simplify the problem, the spatial variable is redefined as r̂ �
r − rw to account for advection of the regressing port surface. The

domain is defined as a series of concentric rings around the fuel

surface, and central discretization schemes are used for the spatial

variables. A first-order scheme is used for the time derivative.

Assuming a constant surface temperature (estimated between 300

and 500°C), the thermal profile below the surface can be numerically

resolved for different regression rate values. Figure 9 shows that the

higher the regression rate, the thinner the thermal penetration layer.

Shlensky et al. [14] demonstrated that a limiting heating temper-

ature exists in the thermal decomposition of polymers, and that above

this temperature, the material can no longer absorb energy, but

decomposes and vaporizes as molecular fragments. For PMMA,

the limiting temperature of pyrolysis is conservatively 500°C. Above

this temperature, it is therefore inconsistent to use material properties

for PMMA because the virgin material has already undergone ther-

mal degradation. Figure 10 shows the thermal profile in the material

for different surface temperatures and the thermal penetration depth,

defined as the fuel thickness where T > Tamb. Results suggest that

this thickness is not very sensitive to Tw for the conditions of interest.

C. Thermal Expansion and Contraction

From Eq. (1), the density of the fuel under the surface can be

estimated assuming that the linear variation remains valid beyond

the experimental range tested (150°C). This substantial extrapolation

is the biggest limitation in the model. However, it is expected that

this assumption would lead to conservative estimates of the error

associated with thermal expansion and contraction of the fuel grain.

The effects of chamber pressure are neglected and the density varia-

tion is illustrated in Fig. 11.

Fuelmass loss per unit length during the burn is calculatedwith the

varying density profile. Conservation of mass at the end of the burn is

used to calculate the diameter of the grain after cooldown where

Fig. 9 Numerical solution of the thermal profile in the fuel grain at
t � 20 s with a prescribed wall temperature Tw � 400°C.

Fig. 10 Numerical solution of the thermal profile and penetration depth in the fuel grain varying the surface temperature.

Fig. 11 Density profile below the fuel surface as a function of surface
temperature.
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T � Tamb. The widest density variation is observed for low regres-
sion rates, high surface temperature, and long burn times. For
_r � 0.1 mm∕s,Tw � 500°C, and tb � 30 s, the diameter difference
due to thermal contraction at the end of the burnwas less than 0.4mm
for the two initial port diameters tested. Despite the conservative
assumptions made in this analysis, the error observed in the fuel port
diameter estimation at the end of the burn (over 1 mm on average)
could not be explained with density effects alone.

D. Optical Distortion

The observation of a change of refractive index in the material
below the fuel surface led to the assumption that the light rays
emanating from the burning fuel port were bent before reaching the
camera sensor, leading to a systematic error in the diameter estima-
tion. A representative schematic is given in Fig. 12, where the ray
bends as a result of the decrease in index of refraction with temper-
ature (Fig. 8). The camera is located about 1.5 m away from the fuel
grain, and the port diameter has a maximum value of 25 mm, so that
the vertical angular view of the camera is about

2 × tan−1
�
0.025

2 × 1.5

�
< 1°

This justifies the assumption of parallel rays reaching the camera
and not being refracted at the PMMA–air interface. A tangent effect
must also be considered because the ray emanating from the true
diameter would need to traverse inside the fuel port to exit the grain
horizontally. As a result, the ray emanates from the point (x1, y1)
shown in Fig. 12.
Using Snell’s law at each boundary interface and various geomet-

rical considerations, the numerical solution for the optical distortion
can be derived from the results of the thermal model previously
described. Correction results for the time-varying radius are given
in Fig. 13. However, the prescribed surface temperature affects the
refractive index profile and therefore the corrected radius. It was
shown that the relative difference quickly reaches an asymptotic
behavior after 5 s with ��jrcorr − roptj�∕ropt� � 5–10% for surface
temperatures varying from 300 to 500°C. As a result, the relative
offset measured with the postfiring image can be applied as a correc-
tion to the time-varying data for each hotfire. As a reminder, the
relative difference between the opticallymeasured diameter at the end
of the burn and the diameter after cooldownwas experimentally found
between 5 and 8%, which is within the range predicted by this model.
The most important takeaway from this simulation is that the

relative difference between corrected and experimental data can be

considered constant throughout the burn after the establishment of
the thermal layer, and the experimental data can be corrected with a
constantmultiplicative factor. As a result, the relative offsetmeasured
with the postfiring image can be applied as a correction to the time-
varying data for each hotfire.

VI. Additional Considerations

A. Spatial Averaging

Conventional regression rate laws assume a cylindrical fuel grain
throughout the burn. The optically resolved data give a unique
opportunity to estimate the error made when spatially averaging the
port diameter. In fact, the test conditions led to large variations along
the length of the grain.An example is shown in Fig. 14,where the port
radius as a function of time is plotted at different axial locations and
the coefficient of variation (standard deviation/mean) is calculated at
each time step. All of the data sets presented this type of behavior for
the coefficient of variation: the port becomes less cylindrical with
time, with maximum deviations up to 15% of the mean.
To calculate the fuel mass burned as a function of time, the density

is assumed constant, and the volume change is converted to a mass
loss at each time step. Even though the radius deviates significantly
from the mean along the length of the grain, the fuel mass burned
calculated with the x-dependent data and the spatially averaged
radius were nearly identical. These results were consistent across
all the tests and strongly suggest that as long as an average port radius
can be modeled, the fuel mass flow rate can be estimated without
simulating the entire spatially dependent regression. The complete
modeling remains useful to estimate fuel residuals and avoid burning
through thermal insulation. However, the difficulty lies in developing a
spatially averaged fuel regression rate model given these strong axial
variations. For example, the fuel grain lengthwill have a large impact on
the average port radius for the same operating conditions, suggesting
that a simple flux-based law with constant coefficients is insufficient to
capture these effects. Further supporting this assumption, Kumar and
Ramakrishna [15] found a strong length-to-diameter dependence in
regression rate coefficients.

B. Numerical Differentiation

Inpreliminarydesigns, regression rate is required toestimate the fuel
mass flow rate, but the actual measured quantity is the port radius as a
function of time. To obtain the regression rate, a direct approach is to
numerically differentiate between data points. Although this works
very well with smooth curves, it can be impractical for experimental
data subject to noise and spurious errors. Before differentiating, the
data can be processed by smoothing, interpolating, or curve fitting. All
of these data reduction methods can lead to very different derivative
estimations, especially near the endpoints. In particular, curve fitting

Fig. 12 Schematic of optical distortion due to refractive index changes
within the solid fuel.

Fig. 13 Refractive index correction applied to experimental data
assuming a constant surface temperature Tw � 400°C.

MECHENTEL, HORD, AND CANTWELL 769

D
ow

nl
oa

de
d 

by
 B

ri
an

 C
an

tw
el

l o
n 

Se
pt

em
be

r 
22

, 2
02

2 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.B

37
80

5 

https://arc.aiaa.org/action/showImage?doi=10.2514/1.B37805&iName=master.img-011.jpg&w=238&h=198
https://arc.aiaa.org/action/showImage?doi=10.2514/1.B37805&iName=master.img-012.jpg&w=219&h=184


can be extremely useful to work with smooth data, but it presupposes
the behavior of the derivative, which can introduce significant errors.
Figure 15 displays certain smoothing or fitting methods (and their
parameters), and the drastic differences in resulting regression rate. It is
extremely rare to find details of data reduction from port dimensions to
regression rate in the literature describing instantaneousmeasurements
takenonhybridmotors (e.g., in [16]). Thisdifficultywas recognizedby
Gramer and Taagen [17], who tried to fit their experimental data
through integration instead.
The different smoothing and curve fitting methods do an excellent

job at representing the experimental data. Although the different
regression rates follow the same general trend, the endpoints are
the hardest to estimate correctly. For example, the third- and fifth-
order polynomials give a regression rate difference over 20% at the
beginning and end of the firing.

C. Regression Law

Themost common regression rate lawused in hybrid rocket analysis
and design is the Marxman’s diffusion-limited model (_r � a0G

n0 )
[18]. Using the regression rate law as a function of the total mass flux
G leads to two coupled, first-order partial differential equations for the
port radius and the total mass flow rate flowing through the port, as a
function of x and t [19]. To simplify the problem, the regression rate
law is commonly rewritten as a function of the oxidizer mass fluxGox,
so that the equation can be integrated analytically. The empirical
coefficients a and n in Eq. (4) were solved for each experimental data
set using the corrected instantaneous optical radius (averaged over the

length of the grain) by least-squares minimization. This was accom-

plished with theMATLAB function lsqnonlin including the constraint

0.1 < n < 0.9. An example of the fit is shown in Fig. 16.

Fig. 14 Results of spatial averaging for a typical test (C2-H20).

Fig. 15 Smoothing/curve fitting and numerical differentiation.

Fig. 16 Corrected optical radius averaged over the fuel length fit to
the classical regression rate law for a gaseous oxygen (GOX)–PMMA
combination.
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Thismethodwas applied to 20 hotfires (data available in [10]). The
mean n across all the tests was 0.442 with only a 4% variation. The a
coefficient, however, varied by over 19%. This hints to the fact that a
is a strong function of experimental conditions, which could also
explain the wide disparity of values in the literature. Unfortunately,
20 data sets were not enough to completely decouple all experimental
conditions, but a closer analysis of the avalues demonstrated a strong
correlation with the oxidizer mass flow rate (Fig. 17), although other
experimental conditions (fuel grain length, precombustion chamber
length) could also have an influence. This ultimately means that even
though the fuel mass flow rate can be estimated very well with the
spatially averaged radius, the spatial variations affect the value of �r,

especiallywhen the burn time is long (over 20 s). It is believed that the
injection scheme also has a large influence on the regression rate, and
more details can be found in reference [20].

VII. Conclusions

A novel experimental method for measuring solid fuel regression
rate in a hybrid motor was developed and is referred to as the
“optically resolved fuel regression technique.” Using an optically
clear fuel and a high-resolution camera, the port edge was detected
with a simple threshold filter when the appropriate camera settings
were chosen to acquire the ideal contrast between the burning port
and the surrounding fuel. This low-cost and easy-to-implement
measurement technique provides space- and time-dependent data
currently lacking in the literature. However, the instantaneous mea-
surements would need to be validated with a redundant method such
as ultrasound sensing. Although the technique is only applicable to
optically clear fuels such as PMMAor polycarbonate, it has value for
fundamental research in hybrid rocket ballistics.
The final port diameter measurements were compared with a

postfiring picture of the fuel grain and presented a systematic dis-
crepancy. It was determined that the optically resolved technique led
to an underestimation of the true port diameter due to a change in the
index of refraction of the material below the surface as heat soaked
into the material. A thermal model with a constant wall temperature
condition was developed to validate this theory. The results were in
good agreement with the order of magnitude of the error, with a
surface temperature assumption consistent with results found in the
literature. The error was found to remain constant throughout the
burn, and the acquired port radius data could be corrected with a
multiplicative constant between 5 and 8%.
Caution is raised when using port regression data to determine the

regression rate of the fuel. In fact, different numerical smoothing or
fitting methods before differentiation can introduce large errors.
Integrating a regression rate law to fit the experimental data is the
preferred method. However, fits to the _r � aGn

ox model were inad-
equate and confirm that the fuel regression over long burn times, with
large axial variations in the regression, and for different internal
motor geometries is not well modeled by this expression. Although
n only varied by 4% across 20 hotfires, a varied by over 19% for the
same propellant combination, suggesting that this law does not
capture all the required physics for detailed modeling.

Appendix

Table A1 Hotfire operating conditions for the 21 hotfires of campaign 2

Test dpi, in. _mox, g∕s Lf , in. Lpre, in. Lpost, in. tb, s mf , g OF dopt, cm daft, cm

1 0.25 4.5 8.45 0.25 0.25 29.8 64.5 2.1 1.91 1.82
2 0.25 4.5 8.45 0.25 0.25 9.3∕9.4∕9.1 21.9∕18.4∕18.4 1.9∕2.3∕2.2 N/A N/A

3 0.25 4.5 8.45 0.75 0.25 28.7 65.4 2.0 1.95 1.97
4 0.25 4.5 8.45 1.25 0.25 29.3 68.9 1.9 2.00 1.92
5 0.50 9.4 8.45 1.25 0.25 19.4 77.2 2.4 2.40 2.52
6 0.50 9.4 8.45 0.75 0.25 19.8 75.1 2.5 2.37 2.41
7 0.50 9.4 8.45 0.25 0.25 19.3 67.8 2.7 2.26 2.26
8 0.50 9.4 8.45 1.25 0.25 19.6 73.6 2.5 2.31 2.22
9 0.25 4.5 8.45 1.25 0.25 29.5 73.8 1.8 2.02 2.22
10 0.25 3.5 8.45 0.25 0.25 30.1 55.0 1.9 1.79 1.78
11 0.25 3.5 10.45 0.25 0.25 40.2 89.9 1.6 2.07 2.38
12 0.25 4.5 10.45 0.25 0.25 35.4 98.4 1.6 2.16 2.54
13 0.25 3.6 6.45 0.25 0.25 30.2 47.7 2.3 1.94 1.76
14 0.25 4.5 6.45 0.25 0.25 30.3 55.2 2.5 2.08 1.88
15 0.50 9.3 10.45 1.25 0.25 19.7 97.9 1.9 2.46 2.61
16 0.50 8.1 10.45 1.25 0.25 19.7 85.9 1.8 2.37 2.50
17 0.50 8.1 8.45 1.25 0.25 19.4 67.8 2.3 2.36 2.39
18 0.50 8.1 8.45 1.25 0.75 19.3 66.0 2.4 2.35 2.37
19 0.50 8.1 8.45 1.25 1.25 19.6 64.5 2.4 2.29 2.26
20 0.25 3.5 8.45 0.25 1.25 30.1 52.0 2.0 1.78 1.79
21 0.25 3.5 8.45 0.25 1.25 30.4 55.0 1.9 1.88 2.05

Fig. 17 a coefficients (from the classical regression rate law _r � aGn
ox)

solved for each test using the corrected instantaneous optical radius
(averaged over the length of the grain) by least-squares minimization,

plotted as a function of oxidizer mass flow rate.
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