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#### Abstract

We consider multilevel low rank (MLR) matrices, defined as a row and column permutation of a sum of matrices, each one a block diagonal refinement of the previous one, with all blocks low rank given in factored form. MLR matrices extend low rank matrices but share many of their properties, such as the total storage required and complexity of matrix-vector multiplication. We address three problems that arise in fitting a given matrix by an MLR matrix in the Frobenius norm. The first problem is factor fitting, where we adjust the factors of the MLR matrix. The second is rank allocation, where we choose the ranks of the blocks in each level, subject to the total rank having a given value, which preserves the total storage needed for the MLR matrix. The final problem is to choose the hierarchical partition of rows and columns, along with the ranks and factors. This paper is accompanied by an open source package that implements the proposed methods.
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## 1 Introduction

Multilevel low rank (MLR) matrices are an extension of low rank matrices and factor models of covariance matrices. They generalize low rank matrices in the sense of giving a substantial reduction in storage and speed up in computing matrix-vector products, compared to a full dense matrix. MLR matrices are closely related to hierarchical matrices, which have been studied since at least the late 1980s. There are different definitions of hierarchical matrices, and our MLR notion is close to, but not the same as, others that have been proposed. Our focus is on three problems associated with fitting a given full matrix with an MLR matrix with respect to the Frobenius norm.

The first problem we address is factor fitting, which involves finding the factors of the MLR matrix to best fit a given matrix in Frobenius norm. We present two complementary block coordinate descent algorithms for this fitting problem. One alternates between updating the left and the right factors, each of these done by solving a structured least squares problem. The other method cycles over optimizing the matrices at each level of the hierarchy, which can be done via the singular value decomposition (SVD).

The second problem is rank allocation, where we divide up a fixed total rank across the levels of the hierarchy, which preserves the storage required. We propose a heuristic based on the SVD of the matrices at each level of the hierarchy, which estimates the change in fitting objective when the rank allocated to each level is either incremented or decremented, and then chooses a candidate exchange of rank across the levels.

The third problem is general MLR fitting, where only the matrix to be approximated and a total rank are given. This problem involves finding the hierarchical partitioning of rows and columns, as well as rank allocation and fitting the factors. We propose a simple nested dissection of the rows and columns using spectral bi-clustering.

Except for very simple cases (such as a low rank matrix) the methods we propose are heuristic, and can and do converge to non-global local optima. The methods we propose are related to prior work (as described below in more detail), but we believe that our methods for factor fitting and rank allocation are novel.

### 1.1 Prior work

Low rank approximation. The problem of finding a low rank approximation to a given matrix is readily solved via the singular value decomposition (SVD) [Dat10, DW21]. The solution was originally proposed in 1907 [Sch07] in the context of integral operators and rediscovered for matrices in 1936 [EY36]. Since then the problem has been extensively studied [NS17]. Numerous algorithms have been devised to solve the problem approximately with a reduced computational cost, including QR decomposition with pivoting [Ste98], rank revealing QR factorization [Cha87], randomized algorithms [Ach03, DV06] and cross/skeleton decomposition [Beb11]. By storing the left and right factors, low rank matrices require far less storage than a dense matrix with the same dimensions. Various operations can be carried out more efficiently, e.g., matrix-vector multiply.

Hierarchical matrices. Hierarchical matrices ( $\mathcal{H}$-matrices) have been around since at least the late 1980s [GR87, Tyr96, Hac99], with multiple books dedicated to them [Beb08, Hac15]. These matrices arise naturally from numerical solutions to integral equations [GKK85, Rok85, GR87], and discretization of kernel functions and finite element matrices [Hac15, §10, 11].

Various specific forms for hierarchical matrices have been proposed previously, among which the $\mathcal{H}$-matrix is the most general one [Hac99, BGH03, GH03, Beb08, Hac15]. A special case of $\mathcal{H}$-matrix is the hierarchically off-diagonal low-rank (HODLR) matrix [AAD16], where the off-diagonal blocks on multiple levels are low rank. $\mathcal{H}^{2}$-matrices [HB02, BGH03] are a subcategory of $\mathcal{H}$-matrices with nested bases, and hierarchical semiseparable (HSS) matrices [CGP06, XCGL10a, AD13] are a special case of HODLR matrices with nested bases. The fast multipole method (FMM) [GR87, Dar00, Nis02, YBZ04], which is considered one of the top 10 algorithms of 20 th century [Cip00], can be interpreted as relying on $\mathcal{H}^{2}$-matrices.

All of these types of hierarchical matrices provide storage reduction and enable fast matrix-vector multiplication, just like low rank matrices. Approximate LU factorization, and solving linear equations, can be carried out much faster than for a dense matrix of the same dimensions [Hac15, §7]. This is especially useful since many matrices that arise in scientific and engineering contexts are, or can be approximated by, hierarchical matrices [Kal63, Bon99, Buh03, Hsi06].

Direct solvers [ADLK01, HRR02, CDHR08] become computationally impractical for large-scale dense linear systems. Hence, iterative methods such as conjugate gradient [HS ${ }^{+} 52$ ], MINRES [PS75], or GMRES [SS86] should be considered. In practice, however, iterative methods need to be accompanied by preconditioners [Wat15]. Efficient preconditioners can be developed using fast approximate hierarchical matrix factorization. These hierarchical preconditioners include $\mathcal{H}$-matrices [Hac99, GH03, SY14, GHK08], HODLR [KBR11, AAD16, PCD17], HSS [CGP06, CDG+07, Mar09, XCGL10b, GYM12, Xia13] and others [CPD17, KD20, $\mathrm{KCH}^{+} 22$ ].

While we also consider hierarchical diagonal block structure as in HODLR, our MLR matrices are a bit different from HODLR. We decompose our matrix into a sum of block diagonal matrices for each level of the hierarchy with each block having a low rank. When representing MLR using HODLR format, an extra logarithmic factor (in the size of the matrix) is introduced in the storage. Similarly, an extra logarithmic factor appears when representing HODLR using MLR format. We present a comparison between MLR and HODLR in $\S 8$.

Block low rank matrices. Block low rank (BLR) matrix format $\left[A A B^{+} 15\right]$ is a flat nonhierarchical block matrix structure. Specifically, the matrix is partitioned into blocks of the same size with dense diagonal blocks and low rank off-diagonal blocks. BLR matrix format has been successfully employed to accelerate sparse direct methods [PDF $\left.{ }^{+} 18, \mathrm{ABLM} 19\right]$, multifrontal method $\left[\mathrm{AAB}^{+} 15\right.$, Mar17], Cholesky factorization [ALMK17, CPA ${ }^{+}$20], solving boundary integral equations [AHAA ${ }^{+} 20$ ] and many more [Wei13, SBA17]. Although LU factorization using BLR matrices has shown improvements, it is still less efficient in terms
of both memory and operations compared to the ones based on $\mathcal{H}$-matrices $\left[\mathrm{AAB}^{+} 15\right]$.
Our MLR matrices have similarities with BLR matrices, but they are not the same. Specifically, blocks in an MLR matrix have contributions from all levels in the hierarchy, and therefore need not be low rank.

Butterfly matrices. Butterfly matrices [Par95] are a structured set of matrices that encode the recursive divide and conquer fast Fourier transform algorithm [CT65]. Butterfly matrix parameterization $\left[\mathrm{DGE}^{+} 19\right]$ is motivated by the fact that matrices with fast matrixvector multiplication can be characterized as being factorizable into products of sparse matrices $\left[\mathrm{DSCP}^{+} 18\right]$. This parameterization captures many structured linear transformations with nearly optimal space and time complexity [ $\left.\mathrm{DSG}^{+} 20\right]$. It has been successfully employed for sparse neural network training [ $\mathrm{DCL}^{+} 21$, specifically using Monarch matrices [ $\mathrm{DCS}^{+} 22$ ], which generalize butterfly matrices while being hardware efficient.

MLR and Monarch matrices share certain similarities, yet they are distinct. Monarch matrices are parameterized as products of two block diagonal matrices up to permutation. MLR, on the other hand, is a row and column permutation of a sum of products of two block diagonal matrices. The permutation in Monarch matrices is fixed, turning the first block diagonal factor into a block matrix with diagonal blocks, while the permutation in MLR is general and is applied to factors in a different order. We compare MLR and Monarch matrices empirically in $\S 8$.

Hierarchical principal component analysis. Principal component analysis (PCA) is a technique that reduces the dimensionality of a set of observations while preserving as much variance as possible. PCA was presented back in 1901 [Pea01] and since then there have been many developments [JC16], e.g., generalized low rank models [ $\left.\mathrm{UHZ}^{+} 16\right]$ which impose additional structure on the factors. Another development is so-called multi-block component models, which are used when the data matrix is collected in blocks [SWDJ03].

Hierarchical PCA (HPCA) is a type of multiblock PCA method [WKT96], which is used to increase the interpretability of PC scores and loadings when the number of features is large. HPCA is easier to interpret because the model coefficients are divided into multiple levels, modeling the relationship between and within the blocks. To the best of our knowledge, HPCA is related to MLR matrices only by the fact that both models are hierarchical, i.e., they use multi-level hierarchical partitioning, and, as with all the matrices discussed above, involve low rank approximation of blocks.

Factor models. Factor analysis is a method for modeling observed features in terms of a smaller number of unobserved or latent factors. It was pioneered in psychometrics in 1904 [Spe04]. Factor models represent a covariance matrix as a sum of a low rank matrix (related to the factors), plus a diagonal matrix (sometimes called the idiosyncratic variance), and are a special case of our definition of MLR matrix. There are many methods for fitting factor (i.e., low rank plus diagonal) matrices; see, e.g., [Har67, Cou13, §2, App. A]. Related concepts also include higher-order and hierarchical factor models [YTM99, MNP13] as well
as multilevel factor models [GB14, CKKK18]. With these structures, we can characterize variations both between and within blocks, which increases the interpretability of factors.

Spectral clustering. Our method for finding a suitable hierarchical partition of the rows and columns relies on the well-known idea of spectral clustering. There are various clustering techniques including connectivity-based, centroid-based, distribution-based, data streambased and spectral clustering [XT15]. Spectral methods [VM03], in particular, have been very popular because of their simple and efficient implementation that relies on linear algebra packages [vL07]. Spectral graph partitioning was first introduced in the 1970s [Hal70, DH73, Fie73] and gained popularity in the 1990s [PSL90].

Bi-clustering (or co-clustering) is a clustering technique for simultaneous clustering the rows and columns of a matrix. It was introduced in 1972 [Har72] and later generalized in 2000 [CC00] for simultaneous clustering of genes and conditions. Spectral methods have proved effective in bipartite graph partitioning [Dhi01, $\mathrm{ZHD}^{+} 01$ ] and have been successfully applied to hierarchical matrices as well [Beb08, §1.4.1].

Rank allocation. There are methods for fitting all of the matrix forms described above, including choosing the rank of the submatrices. Previous studies have explored an adaptive rank determination algorithm [Hac15, §6.6] which sets the rank of each block based on a prescribed upper bound on the truncation error. Similarly, in [MRK22] the blocks are recursively partitioned until a small truncation error is achieved given a maximum rank per block. We are not aware of prior work that uses a fixed total rank across the levels, and then adjusts the allocation of rank. To the best of our knowledge our rank allocation algorithm is a novel approach.

### 1.2 Our contributions

The main contributions of this paper are the following:

1. We introduce a novel definition of multilevel low rank matrix that, while closely related, differs from the traditional definitions of hierarchical matrix.
2. We present two complementary block coordinate descent algorithms for factor fitting.
3. We present an algorithm for rank allocation that is able to re-allocate the rank assigned to each level in the hierarchy, to improve the fitting.

We provide an open-source package that implements these methods, available at https://github.com/cvxgrp/mlr_fitting.

We also provide a number of examples that illustrate our methods.

### 1.3 Outline

In $\S 2$ we describe our definition of MLR matrices, which is very close to, but not the same as, traditional hierarchical matrices. We describe the MLR fitting problem in §3. In $\S 4$ we give two different block coordinate descent method methods for factor fitting, where we choose the coefficients in the MLR matrix. In $\S 5$ we describe our rank allocation algorithm, where a given total rank is to be allocated across the different levels of the MLR matrix. We describe a method for the full MLR fitting problem in $\S 6$, where only the total rank budget and the matrix to be approximated are given. We present variations and extensions to MLR in $\S 7$. Finally we illustrate our methods with numerical examples in $\S 8$.

## 2 Multilevel low rank matrices

In this section we define multilevel low rank (MLR) matrices and set our notation. We also give a few basic properties of MLR matrices, even though our focus is on the problem of fitting or approximating a matrix with an MLR one.

### 2.1 Contiguous multilevel low rank matrices

We first describe a special case of MLR matrices, one where the index partitions are contiguous, which simplifies the notation. An $m \times n$ contiguous MLR matrix $A$ with $L$ levels has the form

$$
\begin{equation*}
A=A^{1}+\cdots+A^{L} \tag{1}
\end{equation*}
$$

where

$$
A^{l}=\operatorname{blkdiag}\left(A_{l, 1}, \ldots, A_{l, p_{l}}\right), \quad l=1, \ldots, L
$$

where blkdiag (or direct sum) concatenates its not necessarily square matrix arguments in both rows and columns. Here $p_{l}$ is the size of the partition at level $l$, with $p_{1}=1$. We refer to $A_{l, k}$ as the $k$ th block on level $l$. The dimensions of the block $A_{l, k}$ are $m_{l, k} \times n_{l, k}$, for $l=1, \ldots, L, k=1, \ldots, p_{l}$. For the sum above to make sense, we must have

$$
\sum_{k=1}^{p_{l}} m_{l, k}=m, \quad \sum_{k=1}^{p_{l}} n_{l, k}=n, \quad l=1, \ldots, L
$$

The block dimensions on level $l$ partition the row and column indices into $p_{l}$ groups, which are contiguous. Since $p_{1}=1$, the level 1 row and column partitions each consist of one set,

$$
I=\{1, \ldots, m\}, \quad J=\{1, \ldots, n\} .
$$

Less trivially, the level 2 partition of the row indices is the set of $p_{2}$ index sets

$$
\left\{1, \ldots, m_{2,1}\right\},\left\{m_{2,1}+1, \ldots, m_{2,1}+m_{2,2}\right\}, \ldots,\left\{m-m_{2, p_{2}}+1, \ldots, m\right\} .
$$

We require that these partitions be hierarchical, which means that the row or column partition at level $l$ is a refinement of the row or column partition at level $l-1$, for $l=2, \ldots, L$.

We require that blocks on level $l$ have rank not exceeding $r_{l}$, for $l=1, \ldots, L$. We write them in factored form as

$$
A_{l, k}=B_{l, k} C_{l, k}^{T}, \quad B_{l, k} \in \mathbf{R}^{m_{l, k} \times r_{l}}, \quad C_{l, k} \in \mathbf{R}^{n_{l, k} \times r_{l}}, \quad l=1, \ldots, L, \quad k=1, \ldots, p_{l}
$$

and refer to $B_{l, k}$ and $C_{l, k}$ as the left and right factors (of block $k$ on level $l$ ). We refer to $r=r_{1}+\cdots+r_{L}$ as the MLR-rank of $A$. The MLR-rank of $A$ is in general not the same as the rank of $A$. We refer to $\left(r_{1}, \ldots, r_{L}\right)$ as the rank allocation, i.e., how the total rank $r$ is divided across the levels. The factors $B_{l, k}$ and $C_{l, k}$ are of course not unique; we can replace them with $B_{l, k} E$ and $C_{l, k} E^{-T}$ for any invertible $r_{l} \times r_{l}$ matrix $E$, and we obtain the same matrix $A$.

Example. To illustrate our notation we give an example with $L=3$ levels, with the second level partitioned into $p_{2}=2$ groups, and the third level partitioned into $p_{3}=4$ groups. We take $m=10$ and $n=8$, with block row dimensions

$$
\begin{aligned}
& m_{1,1}=10 \\
& m_{2,1}=4, \quad m_{2,2}=6, \quad \\
& m_{3,1}=2, \quad m_{3,2}=2, \quad m_{3,3}=4, \quad m_{3,4}=2,
\end{aligned}
$$

and block column dimensions

$$
\begin{aligned}
& n_{1,1}=8 \\
& n_{2,1}=4, \quad n_{2,2}=4, \\
& n_{3,1}=2, \quad n_{3,2}=2, \quad n_{3,3}=2, \quad n_{3,4}=2 .
\end{aligned}
$$

The sparsity patterns of $A^{2}$ and $A^{3}$ are shown below, with $*$ denoting a possibly nonzero entry, and all other entries zero. (The sparsity pattern of $A^{1}$ is full, i.e., all entries are possibly nonzero.) The colors indicate how the partition is being refined when going from level $l=2$ to level $l=3$.

$$
A^{2}=\left[\begin{array}{lllllllll}
* & * & * & * & & & & \\
* & * & * & * & & & & \\
* & * & * & * & & & & \\
* & * & * & * & & & & \\
& & & & * & * & * & * \\
& & & & * & * & * & * \\
& & & & * & * & * & * \\
& & & & * & * & * & * \\
& & & & * & * & * & * \\
& & & & * & * & * & *
\end{array}\right], \quad A^{3}=\left[\begin{array}{cccccccc}
* & * & & & & & \\
* & * & & & & & \\
& & * & * & & & \\
& & * & * & & & \\
& & & & * & * & & \\
& & & & * & * & & \\
& & & & * & * & \\
& & & & * & * & \\
& & & & & & * & * \\
& & & & & & * & *
\end{array}\right]
$$

If we have ranks $r_{1}=2, r_{2}=1$, and $r_{3}=1$, the MLR-rank is $r=4$. This means that $A^{1}$ has rank 2 , the $p_{2}=2$ blocks in $A^{2}$ each have rank 1 , and the $p_{3}=4$ blocks in $A^{3}$ also have rank 1. (Of course in practice we are interested in much larger matrices.)

### 2.2 Two-matrix forms

A contiguous MLR matrix is specified by its left and right factors $B_{l, k}$ and $C_{l, k}$, for $l=$ $1, \ldots, L$ and $k=1, \ldots, p_{l}$. These factors can be arranged into two matrices in several ways.

Factor form. For each level $l=1, \ldots, L$ define

$$
\tilde{B}_{l}=\operatorname{blkdiag}\left(B_{l, 1}, \ldots, B_{l, p_{l}}\right) \in \mathbf{R}^{m \times p_{l} r_{l}}, \quad \tilde{C}_{l}=\operatorname{blkdiag}\left(C_{l, 1}, \ldots, C_{l, p_{l}}\right) \in \mathbf{R}^{n \times p_{l} r_{l}}
$$

Then we have

$$
A^{l}=\tilde{B}_{l} \tilde{C}_{l}^{T}, \quad l=1, \ldots, L
$$

Define

$$
\tilde{B}=\left[\begin{array}{ccc}
\tilde{B}_{1} & \cdots & \tilde{B}_{L}
\end{array}\right] \in \mathbf{R}^{m \times s}, \quad \tilde{C}=\left[\begin{array}{ccc}
\tilde{C}_{1} & \cdots & \tilde{C}_{L}
\end{array}\right] \in \mathbf{R}^{n \times s}
$$

with $s=\sum_{l} p_{l} r_{l}$. Then we can write $A$ as

$$
A=\tilde{B} \tilde{C}^{T}
$$

exactly the form of a low rank factorization of $A$. But here $\tilde{B}$ and $\tilde{C}$ have $s$ columns, and a very specific sparsity structure, with column blocks that are block diagonal.

Compressed factor form. We can also arrange the factors into two arrays or dense matrices with dimensions $m \times r$ and $n \times r$. We vertically stack the factors at each level to form matrices

$$
B^{l}=\left[\begin{array}{c}
B_{l, 1} \\
\vdots \\
B_{l, p_{l}}
\end{array}\right] \in \mathbf{R}^{m \times r_{l}}, \quad C^{l}=\left[\begin{array}{c}
C_{l, 1} \\
\vdots \\
C_{l, p_{l}}
\end{array}\right] \in \mathbf{R}^{n \times r_{l}}, \quad l=1, \ldots, L
$$

We horizontally stack these matrices to obtain two matrices

$$
B=\left[\begin{array}{lll}
B^{1} & \cdots & B^{L}
\end{array}\right] \in \mathbf{R}^{m \times r}, \quad C=\left[\begin{array}{lll}
C^{1} & \cdots & C^{L}
\end{array}\right] \in \mathbf{R}^{n \times r} .
$$

All of the coefficients in the factors of a contiguous MLR matrix are contained in these two matrices. To fully specify a contiguous MLR matrix, we need to give the block dimensions $m_{l, k}$ and $n_{l, k}$ for $l=1, \ldots, L, k=1, \ldots, p_{l}$, and the ranks $r_{1}, \ldots, r_{L}$. We refer to the matrices $B$ and $C$, together with these dimensions, as the two-matrix form of a contiguous MLR matrix.

For future use, we observe that the matrix $A$ is a bi-linear function of $B$ and $C$, i.e., it is a linear function of $B$ for fixed $C$, and vice versa.

### 2.3 Multilevel low rank matrices

A general $m \times n$ MLR matrix $\tilde{A}$ has the form

$$
\tilde{A}=P A Q^{T},
$$

where $A$ is a contiguous MLR matrix, $P \in \mathbf{R}^{m \times m}$ is the row permutation matrix, and $Q \in \mathbf{R}^{n \times n}$ is the column row permutation matrix. To specify an MLR matrix $\tilde{A}$ we specify the two matrices $B \in \mathbf{R}^{m \times r}$ and $C \in \mathbf{R}^{n \times r}$, the block dimensions, the ranks, and finally, the permutations $P$ and $Q$.

We can think of an MLR matrix as using a general hierarchical partition of the row and column index sets $I$ and $J$, with the level $l$ partition containing $p_{l}$ groups. In contrast, a contiguous MLR matrix uses hierarchical row and column partitions where the groups in the partitions are contiguous ranges.

Low rank matrix. When $L=1$, an MLR matrix $A$ is simply a matrix with rank no more than $r$, say $A=B C^{T}$ with $B \in \mathbf{R}^{m \times r}$ and $C \in \mathbf{R}^{n \times r}$. In this case matrix rank and MLR matrix rank agree. The associated two-matrix form uses $B$ and $C$. So MLR matrices generalize low rank matrices. We will see that low rank matrices of rank $r$ and MLR matrices of rank $r$ share several attributes. For example both require the storage of $(m+n) r$ real coefficients.

### 2.4 Variations

We will consider two variations on MLR matrices.

Symmetric MLR matrices. Here we consider the special case where the matrix $A$ is symmetric. In a symmetric MLR matrix, we require that the row and column permutations are the same, i.e., $P=Q$, and all blocks $A_{l, k}$ are symmetric. This implies that $m_{l, k}=n_{l, k}$ for all $l$ and $k$. The left and right factors can be chosen to be the same, up to a sign. That is we take $C_{l, k}=B_{l, k} S_{l, k}$, where $S_{l, k}$ is a diagonal sign matrix. This means we only store the matrix $B$ (say), together with the signs in $S_{l, k}$. For a symmetric MLR matrix, we need to store only half the number of coefficients as a general square MLR matrix of the same size and rank.

Positive semidefinite MLR matrices. Here we consider a further restriction beyond symmetry: $A$, and each block $A_{l, k}$, is symmetric positive semidefinite (PSD). In this case we can take $B_{l, k}=C_{l, k}$.

Example: Factor covariance matrix. A common model for an $n \times n$ covariance matrix is the so-called factor model,

$$
\Sigma=F F^{T}+D
$$

where $F \in \mathbf{R}^{n \times p}$ is the factor loading matrix and $D$ is a diagonal PSD matrix. The dimension $p$ is referred to as the number of factors in the model. This common model is exactly a PSD MLR matrix, with $L=2$, and $n_{2, k}=1$ for $k=1, \ldots, n, r_{1}=p$ and $r_{2}=1$, so as an MLR matrix, $\Sigma$ has rank $r=p+1$. We take $B_{1,1}=F$, and $B_{2, k}=\sqrt{D_{k k}}, k=1, \ldots, n$. (With this specific hierarchical partitioning, the permutation $P$ does not matter, since for any permutation we obtain the same form.)

### 2.5 Properties

Here we briefly describe a few of the nice properties of MLR matrices. But this is not our focus, which is on fitting MLR matrices, considered in the next section.

Matrix-vector multiply. Suppose $A$ is MLR with rank $r$, and we wish to evaluate $A x$. The pre- and post-permutations require no floating point operations, so we can just assume that $A$ is contiguous MLR. To evaluate $A x$, we evaluate $A_{l, k} x_{l, k}$ for $l=1, \ldots, L, k=1, \ldots, p_{l}$, where $x_{l, k}$ is the appropriate subvector or slice of $x$. Each of these matrix-vector multiplies are carried out in an obvious way by first evaluating $z_{l, k}=C_{l, k}^{T} x_{l, k}$, and then forming $A^{l, k} x_{l, k}=$ $B_{l, k} z_{l, k}$. These require around $2 n_{l, k} r_{l}$ and $2 m_{l, k} r_{l}$ flops each, so the total is around

$$
\sum_{l=1}^{L} \sum_{k=1}^{p_{l}} 2\left(n_{l, k}+m_{l, k}\right) r_{l}=\sum_{l=1}^{L} 2(n+m) r_{l}=2(n+m) r
$$

flops in total. (In addition there is much opportunity for carrying out the block matrix-vector multiplies in parallel.) This is the same flop count for evaluating $A x$ when $A=B C^{T}$ is a rank $r$ matrix, again illustrating the idea that MLR matrices are generalizations of low rank matrices.

Evidently we can carry out the adjoint multiply $A^{T} y$ with the same complexity. Indeed, if $A$ is MLR, so is $A^{T}$. To get the MLR representation of $A^{T}$ from that $A$, we swap $P$ and $Q, B$ and $C$, and the dimensions $m_{l, k}$ and $n_{l, k}$. The ranks $r_{l}$ are the same, so the rank of $A^{T}$ (in the MLR sense) is the same as of $A$.

Solving equations and least squares. Solving systems of linear equations, least squares problems, and equality constrained least squares problems that involve MLR matrices can be done using methods that require only matrix-vector and matrix-transpose-vector multiplies, exploiting the efficiency of those operations. Alternatively, they can be reformulated as solving systems of sparse linear equations.

Consider the system of linear equations $A x=b$, with $A$ invertible and MLR. Using the factor form $A=\tilde{B} \tilde{C}^{T}$, and introducing a new variable $z \in \mathbf{R}^{s}$, we get two new systems of equations

$$
\begin{equation*}
\tilde{B} z=b, \quad \tilde{C}^{T} x=z . \tag{2}
\end{equation*}
$$

In replacing the system of equations $A x=b$ with (2), we have introduced a total of $s=$ $\sum_{l=1}^{L} r_{l} p_{l}$ new scalar variables. But each system of equations in (2) is sparse, and its sparsity pattern can be exploited by a sparse direct solver [DRSL16].

The solution of the least squares problem of choosing $x$ to minimize $\|A x-b\|_{2}^{2}$, is given by solving a system of normal equations $A^{T}(A x-b)=0$. Now consider the case where $A$ is MLR. We introduce new variables $z_{1}, z_{3} \in \mathbf{R}^{s}, z_{2} \in \mathbf{R}^{m}$, and get an equivalent new system of equations

$$
\left[\begin{array}{cccc}
\tilde{C}^{T} & -I & 0 & 0  \tag{3}\\
0 & \tilde{B} & -I & 0 \\
0 & 0 & \tilde{B}^{T} & -I \\
0 & 0 & 0 & \tilde{C}
\end{array}\right]\left[\begin{array}{c}
x \\
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
\tilde{C} \tilde{B}^{T} b
\end{array}\right]
$$

Note that the system of equations (3) is sparse and thus a sparse direct solver, as previously mentioned [DRSL16], can be employed. This process of expanding a system to a large sparse system is called extended sparsification $\left[\mathrm{CDG}^{+} 07, \mathrm{PCD} 17\right]$.

Lastly, consider the constrained least squares problem

$$
\begin{align*}
& \operatorname{minimize} \quad\|A x-b\|_{2}^{2}  \tag{4}\\
& \text { subject to } G x=h,
\end{align*}
$$

where $A$ and $G$ are MLR matrices. The optimality (KKT) conditions for (4) are

$$
\left[\begin{array}{cc}
2 A^{T} A & G^{T}  \tag{5}\\
G & 0
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{c}
2 A^{T} b \\
h
\end{array}\right]
$$

Given that both $A$ and $G$ are MLR, the system (5) can be sparsified as in (3) and solved efficiently afterwards.

## 3 MLR fitting problem

### 3.1 General MLR fitting

The most general MLR fitting problem is

$$
\begin{array}{ll}
\operatorname{minimize} & \|A-\hat{A}\|_{F}^{2} \\
\text { subject to } & \hat{A} \text { is rank } r \text { MLR, } \tag{6}
\end{array}
$$

where $A \in \mathbf{R}^{m \times n}$ is the given matrix to be fit, $\hat{A}$ is the variable, and $\|\cdot\|_{F}^{2}$ denotes the square of the Frobenius norm, i.e., the sum of squares of the entries. In this general version of the problem the data are $A$, the matrix to be fit, and $r$, the rank. We seek permutations $P$ and $Q$, the number of levels $L$, the block dimensions $m_{l, k}$ and $n_{l, k}, l=1, \ldots, L, k=1, \ldots, p_{l}$, the two matrices $B$ and $C$, and the rank allocation, i.e., $r_{i}$ for which $r_{1}+\cdots+r_{L}=r$.

Variations. We consider several variations on the general MLR fitting problem (6). In the symmetric MLR fitting problem, we assume that $m=n$, the matrix $A$ is symmetric, and we require that $\hat{A}$ be a symmetric MLR matrix. In the PSD MLR fitting problem, we assume in addition that $\hat{A}$ is a PSD MLR matrix, and require that $\hat{A}$ is a PSD MLR matrix.

### 3.2 Factor fitting and rank allocation

We also consider variations in which some parameters in the general MLR fitting problem (6) are fixed, which means we optimize over fewer parameters. Each of these variations can also be restricted to symmetric or PSD MLR matrices.

Factor fitting problem. In the factor fitting problem we fix the hierarchical partition, i.e., the permutations $P$ and $Q$, the number of levels $L$, and the block dimensions $m_{l, k}$ and $n_{l, k}$, and we also fix the rank allocation, i.e., $r_{1}, \ldots, r_{L}$. We optimize over the factors, i.e., the matrices $B$ and $C$. Roughly speaking, in the factor fitting problem we fix the combinatorial aspects of $\hat{A}$, and only optimize over the (real) coefficients in the factors.

Rank allocation problem. In the rank allocation problem we fix the hierarchical partition but not the ranks. This means we optimize over $B$ and $C$, and also the ranks $r_{1}, \ldots, r_{L}$, subject to $r_{1}+\cdots+r_{L}=r$. The rank allocation problem is a natural one when the hierarchical row and column partitions are given or already known.

Complexity. Aside from the special case of low rank matrices described below, we do not hope to solve the fitting problem exactly, but only develop good heuristic methods for it. In the next section we describe a method for the most constrained problem, factor fitting. In the two following sections we extend that to rank allocation, and the full fitting problem (6).

### 3.3 Special case: Low rank matrix

We can solve the MLR fitting problem exactly when there is one level, so rank $r$ MLR reduces to rank $r$. The well-known solution is found from the singular value decomposition (SVD) of $A, A=U \Sigma V^{T}$. An optimal rank $r$ approximation is $\hat{A}=B C^{T}$,

$$
B=U_{r} \Sigma_{r}^{1 / 2}, \quad C^{T}=\Sigma_{r}^{1 / 2} V_{r},
$$

where $U_{r}$ is the first $r$ columns of $U, V_{r}$ is the first $r$ columns of $V$, and $\Sigma_{r}$ is the leading $r \times r$ submatrix of $\Sigma$. The optimal (minimum) objective value is $\sum_{i=r+1}^{\min \{m, n\}} \sigma_{i}^{2}$.

The symmetric and PSD versions of the low rank matrix fitting problem can also be solved exactly. Here we use an eigendecomposition of $A, A=Q \Lambda Q^{T}$, with $Q$ an orthogonal matrix of eigenvectors and $\Lambda$ a diagonal matrix of eigenvalues, sorted from largest to smallest in absolute value. In the symmetric case we take $B=Q_{r}\left|\Lambda_{r}\right|^{1 / 2}$ and $C=B S$, where $Q_{r}$ is the leading $n \times r$ submatrix of $Q, \Lambda_{r}$ is the leading $r \times r$ submatrix of $\Lambda$, and $S$ is a diagonal $r \times r$ sign matrix, with $S_{i i}=\operatorname{sign} \Lambda_{i i}$. In the PSD case, we use the eigendecomposition, with the entries of $\Lambda$ sorted from largest to smallest. We replace $\Lambda_{r}$ in the symmetric case with $\max \left(\Lambda_{r}, 0\right)$, elementwise. We will leverage these analytical solutions for the special case of low rank matrices in the methods we propose for solving the general MLR fitting problem.

Partial SVDs. The singular value and eigenvalue decompositions described above can be computed in full, which has a complexity of order $\min \left\{m n^{2}, m^{2} n\right\}$ flops. In most cases, however, the target rank is substantially smaller than $\min \{m, n\}$, in which case methods for computing only a set of extremal singular values or eigenvalues and their associated singular vectors and eigenvectors can be used [Sor92, GVL96, LSY98]. These methods have complexity that can be far smaller than computing a full SVD or eigendecomposition. (They can also be warm-started, which is an advantage in the context of the methods we describe later.)

Alternating least squares. We mention for future use that the best rank $r$ approximation can also be computed using alternating least squares, applied to the objective

$$
\left\|A-B C^{T}\right\|_{F}^{2}
$$

with variables $B \in \mathbf{R}^{m \times r}$ and $C \in \mathbf{R}^{n \times r}$. The method alternates between minimizing the objective over $B$, with $C$ fixed, and then minimizing the objective over $C$, with $B$ fixed. These are both simple least squares problems with analytical formulas for the solution. Moreover when we minimize over $C$, the least squares problem splits into separate ones for each row of $C$, which can be solved in parallel, and similarly for $B$.

## 4 Factor fitting methods

In the factor fitting problem we are given $A$, the matrix to be approximated, and for the MLR approximator $\hat{A}$, we are given the permutations $P$ and $Q$, the number of levels $L$, the block dimensions, and the ranks. We are to choose the matrices $B$ and $C$, i.e., the factors $B_{l, k}$ and $C_{l, k}$ to minimize $\|A-\hat{A}\|_{F}^{2}$. Since $P$ and $Q$ are given, we can just as well fit $\tilde{A}=P^{T} A Q$ with a contiguous MLR matrix $\hat{A}$. We can also have an initial guess of the factors.

### 4.1 Alternating least squares

Let $B$ and $C$ be the two matrices associated with the MLR-rank $r$ approximation $\hat{A}$. We write this as $\hat{A}(B, C)$, and recall that $\hat{A}$ is bi-linear, i.e., using the factor form we have $\hat{A}=\tilde{B} \tilde{C}^{T}$. We can use an alternating least squares (ALS) algorithm to minimize

$$
\begin{equation*}
\|A-\hat{A}(B, C)\|_{F}^{2} \tag{7}
\end{equation*}
$$

over $B$, then $C$, then $B$, etc.
There are many possible ways to carry out the minimization over $C$ (with fixed $B$ ). We can get a closed-form solution for the least squares problems for each row of $\tilde{C}$ while taking into account the sparsity of $\tilde{C}$. Another approach is to use an iterative method such as conjugate gradients (CG) applied to the normal equations associated with minimizing (7). An iterative approach allows us to solve the minimization over $B$ or $C$ approximately, which is appropriate since the least squares problems solved are just one step in an iterative algorithm.

## Algorithm 4.1 Alternating least squares for factor fitting

```
given }A\in\mp@subsup{\mathbf{R}}{}{m\timesn}\mathrm{ , permutations }P,Q\mathrm{ , block sizes m}\mp@subsup{m}{l,k}{}\mathrm{ and }\mp@subsup{n}{l,k}{},\mathrm{ ranks }\mp@subsup{r}{1}{},\ldots,\mp@subsup{r}{L}{}\mathrm{ ,
and initial factors }\mp@subsup{B}{l,k}{}\mathrm{ and }\mp@subsup{C}{l,k}{},l=1,\ldots,L,k=1,\ldots,\mp@subsup{p}{l}{}\mathrm{ .
Permute to contiguous form. Form \tilde{A}=\mp@subsup{P}{}{T}AQ
for iteration/epoch t=1,2,\ldots
Check stopping criterion. Quit if (9) holds.
Approximately minimize (7) over B.
Approximately minimize (7) over C.
```

We have experimented with several methods for approximate minimization of (7) and found that taking 10 steps of CG performs well over a wide range of problems. This alternative least squares method converges to $B$ and $C$ that are locally optimal, in the sense that no other choice of $B$ will decrease the objective for the given $C$, and vice versa. But it need not be a global solution to the factor fitting problem.

### 4.2 Block coordinate descent

We can use a block coordinate descent (BCD) algorithm, updating the factors in one level in each iteration. As we will see, we can carry out exact minimization over the factors on any one level. To optimize over the factors in level $l$, we need to choose $B_{l, k}$ and $C_{l, k}$ to minimize

$$
\begin{equation*}
\left\|R-\operatorname{blkdiag}\left(B_{l, 1} C_{l, 1}^{T}, \ldots, B_{l, p_{l}} C_{l, p_{l}}^{T}\right)\right\|_{F}^{2} \tag{8}
\end{equation*}
$$

where

$$
R=\tilde{A}-\sum_{j \neq l} \operatorname{blkdiag}\left(B_{j, 1} C_{j, 1}^{T}, \ldots, B_{j, p_{j}} C_{j, p_{j}}^{T}\right)
$$

is the current residual. This problem separates into $p_{l}$ independent problems, where we minimize $\left\|R_{l, k}-B_{l, k} C_{l, k}^{T}\right\|_{F}^{2}$, where $R_{l, k}$ is the submatrix of $R$ corresponding to the $l, k$ block. But this we know how to do exactly, as described above, using the SVD of $R_{l, k}$, or the eigenvalue decomposition for the symmetric and PSD cases. This step can be carried out in parallel for all $p_{l}$ blocks in level $l$. Moreover we can use SVD methods that allow us to compute only an appropriate number of the largest singular values and vectors, and not a full SVD [GVL96].

There are many possible choices for the order in which we update the levels. We have found that an effective method is to start from level $l=1$, proceed in order to level $L$, and then in reverse order update levels from $l=L-1$ back to $l=1$. In many cases one such V-shape sweep, which we refer to as an epoch, suffices; if not, it can be repeated. We stop when the relative fit does not improve much over an epoch, i.e.,

$$
\begin{equation*}
\frac{\left\|A-\hat{A}^{\mathrm{prev}}\right\|_{F}}{\|A\|_{F}}-\frac{\|A-\hat{A}\|_{F}}{\|A\|_{F}} \leq \epsilon_{\mathrm{rel}} \frac{\left\|A-\hat{A}^{\mathrm{prev}}\right\|_{F}}{\|A\|_{F}} \tag{9}
\end{equation*}
$$

where $\epsilon_{\text {rel }}$ is a positive parameter, $\hat{A}$ is the current approximation, and $\hat{A}^{\text {prev }}$ is the approximation in the previous epoch.

## Algorithm 4.2 Block coordinate descent for factor fitting

```
given }A\in\mp@subsup{\mathbf{R}}{}{m\timesn}\mathrm{ , permutations }P,Q\mathrm{ , block sizes m}\mp@subsup{m}{l,k}{}\mathrm{ and }\mp@subsup{n}{l,k}{}\mathrm{ , ranks }\mp@subsup{r}{1}{},\ldots,\mp@subsup{r}{L}{}\mathrm{ ,
and initial factors }\mp@subsup{B}{l,k}{}\mathrm{ and }\mp@subsup{C}{l,k}{},l=1,\ldots,L,k=1,\ldots,\mp@subsup{p}{l}{}\mathrm{ .
Permute to contiguous form. Form \tilde{A}=\mp@subsup{P}{}{T}AQ
for iteration/epoch t=1,2,\ldots
Check stopping criterion. Quit if (9) holds.
Carry out V-epoch. for l=1,\ldots,L-1,L,L-1,\ldots,1
```



```
    Update }\mp@subsup{B}{l,k}{}\mathrm{ and }\mp@subsup{C}{l,k}{}\mathrm{ for k=1,_., pll by minimizing (8).
```

This is a descent method and converges to at least a local minimum. We have observed that, depending on the initialization, it can converge to different local minima, even with somewhat different final objective values. We have also observed that the BCD method works well when all factors are initialized at 0 , when no better initial guess is available.

Example: Factor covariance fitting. The BCD algorithm takes an interesting form when applied to the factor covariance fitting problem. Here $A$ is the empirical covariance matrix and $\hat{A}$ will have the form $\hat{A}=F F^{T}+\operatorname{diag}(d)$, with $F \in \mathbf{R}^{n \times p}$ and $d$ nonnegative. If we initialize with $F=0$ and $d=0$ the first four BCD steps are

1. Set $F$ as the rank- $p$ PSD approximant of $A$.
2. Set $d=\operatorname{diag}(A)-\operatorname{diag}\left(F F^{T}\right)$.
3. Set $F$ as the rank- $p$ PSD approximant of $A-\operatorname{diag}(d)$.
4. Set $d=\max \left(\operatorname{diag}(A)-\operatorname{diag}\left(F F^{T}\right), 0\right)$.

In step 2 we are guaranteed that $d$ is nonnegative, since $A-F F^{T}$ is PSD. Steps 1 and 2 are the typical method for fitting a factor model to a given covariance matrix $A$. The choice of $d$ guarantees that $A$ and $\hat{A}$ agree on the diagonal entries, i.e., $\hat{A}$ captures exactly the (marginal) variance of each component. Steps 3 and 4 (and more, if the iteration continues) are not traditional, but can further reduce the Frobenius approximation error.

### 4.3 Comparison

In this section we show some typical convergence results for the ALS and BCD fitting methods, using as an example a matrix $A$ of size $m=5000$ and $n=7000$, fitting with an MLR matrix with $L=14$ levels and ranks $r_{1}=\cdots=r_{14}=5$. (The matrix is a discrete Gauss transform, described in §8.3.) The matrices $B$ and $C$ are initialized as the matrices resulting from a single sweep of BCD from $l=1$ to $l=14$.

Figure 1 shows the relative fitting loss versus iterations. For the ALS method, one iteration is approximately minimizing over $B$ and then over $C$ (using 10 steps of CG). For the BCD method, one iteration is one V-epoch. The convergence of the two methods is quite similar, at least in terms of iterations.

The total time, however, is very much dependent on the implementation, how much parallelism is exploited, and the computing platform used. Our non-optimized implementation uses SciPy $\left[\mathrm{VGO}^{+} 20\right]$ for the partial SVD in BCD, and PyTorch $\left[\mathrm{PGM}^{+} 19\right]$ to compute the gradient of the quadratic loss function (7) during the CG step of ALS. It requires on the order of 10s of seconds for each iteration of ALS or BCD.


Figure 1: Comparison of BCD and ALS. For ALS, one iteration is approximately minimizing over $B$ and then over $C$. For BCD, one iteration is one V-epoch.

## 5 Rank allocation

In this section we describe a method for adjusting the ranks, subject to $r_{1}+\cdots+r_{L}=r$, in order to reduce the Frobenius norm of the approximation error.

### 5.1 Incrementing and decrementing level rank

We start with any valid allocation of rank, such as $r_{1}=r$ and $r_{2}=\cdots=r_{L}=0$. We use the factor BCD method above to optimize the factors for this rank allocation. (Results with ALS are similar.) We then find an approximation of how much better the approximation would be, if we were to increase the rank allocated to level $l$ by one. We also obtain an approximation of how much worse the approximation would be if we were to decrease the rank allocated to level $l$ by one. (If $r_{l}=0$ it is infeasible to reduce the rank allocated to it.)

To do this, recall that the minimum Frobenius norm squared approximation of a matrix by a rank $r$ one is $\sum_{i=r+1}^{\min \{m, n\}} \sigma_{i}^{2}$, where $\sigma_{i}$ are the singular values of the matrix. If we increase the rank of the approximation by one (assuming $r<\min \{m, n\}$ ), to $r+1$, it follows that the Frobenius norm square fitting error decreases by $\sigma_{r+1}^{2}$. If we decrease the rank of the approximation by one (assuming $r>0$ ) to $r-1$, it follows that the fitting error increases by $\sigma_{r}^{2}$. If we increase the rank allocated to (each block of) level $l$ by 1 , the decrease in Frobenius norm squared error is

$$
\delta_{l}^{+}=\sum_{k=1}^{p_{l}} \sigma_{r_{l}+1}^{2}\left(R_{l, k}\right) .
$$

If we reduce the rank allocated to level $l$, the increase in Frobenius norm squared error is

$$
\delta_{l}^{-}=\sum_{k=1}^{p_{l}} \sigma_{r_{l}}^{2}\left(R_{l, k}\right)
$$

These numbers predict the decrease or increase when only the level $l$ factors are changed; by using BCD, the Frobenius norm squared error can only decrease. Nevertheless we have found these numbers to give good enough estimates of the changes for our rank allocation algorithm to be effective.

### 5.2 Rank exchange algorithm

In each iteration of the rank allocation algorithm, we find the level $i$ and $j$, with $i \neq j$, for which the predicted net decrease is maximized, i.e.,

$$
i, j=\underset{i \neq j}{\operatorname{argmax}}\left(\delta_{i}^{+}-\delta_{j}^{-}\right) .
$$

We then carry out this suggested rank re-allocation or rank exchange, by increasing $r_{i}$ by one and decreasing $r_{j}$ by one. We then use the BCD factor fitting method, in warm start mode, to update the factors to further decrease the fitting error. We reject the update if the fitting error with the new rank allocation is worse than the current one, and quit.


Figure 2: Fitting error during rank allocation, starting from three different initial allocations of rank.

The PSD version of this method tends to converge faster, since it often occurs that $\delta_{l}^{+}=0$, i.e., allocating more rank to level $l$ would not improve the current approximation error. (This occurs when the current level has a lower rank than is allocated to it.)

Example. Figure 2 shows some typical fitting error trajectories during rank allocation, for a matrix with $m=5000$ and $n=7000$, where we allocate a total rank $r=28$ to $L=14$ levels. The horizontal axis shows BCD iterations. The point markers on the curves show the iterations in which rank was re-allocated. We show three trajectories, corresponding to different initializations. The one labeled MLR bottom has initial allocation of rank entirely to the bottom level, i.e., $r_{14}=28, r_{1}=\cdots=r_{13}=0$. The one labeled MLR uniform has initial allocation of rank uses $r_{1}=\cdots=r_{14}=2$. The one labeled MLR top has initial allocation of rank $r_{1}=28, r_{2}=\cdots=r_{14}=0$. (The particular allocations of rank for these can be seen in figure 7.) We observe that different rank initializations converge to different local minima, with different loss values. For this example, the rank allocation obtained starting from the allocation of rank to the bottom yields the best fitting error.

## 6 A method for general MLR fitting

In this section we describe a method for the full MLR fitting problem, where only $A$, the matrix to be approximated, and a rank $r$, are given. The method constructs the hierarchy one level at a time, starting from the top level $l=1$. We first describe the general method. For simplicity we describe the specific case when each block on one level is split into two nearly equal sized blocks on the next level, i.e., we use nested dissection on the rows and columns. This means $p_{l}=2^{l-1}$, and $L=\left\lceil\log _{2} \min \{m, n\}\right\rceil+1$. (The final approximation may have fewer levels than this initial maximum value.) The row dimensions $m_{l, k}$ are approximately $m 2^{-(l-1)}$, and the column dimensions $n_{l, k}$ are approximately $n 2^{-(l-1)}$. We start with an initial rank allocation that is nearly uniform across levels, i.e., $r_{l} \approx r / L$.

We first form a rank $r_{1}$ approximation of $A$, and subtract it from $A$ to form a residual matrix $R$.

The next step is to partition the rows and columns each into two nearly equal sized groups $I_{2,1}$ and $I_{2,2}$, and $J_{2,1}$ and $J_{2,2}$, so as to maximize the sum of the squares of the residuals within the two groups,

$$
\sum\left\{R_{i j}^{2} \mid(i, j) \in I_{2,1} \times J_{2,1} \text { or }(i, j) \in I_{2,2} \times J_{2,2}\right\}
$$

The sum here includes about half the pairs $(i, j) \in I \times J$. We do not need to solve this partitioning problem exactly; we describe below a simple spectral method, but any method can be used. We then permute the rows and columns so the partition is contiguous, i.e., $I_{2,1}=\left\{1, \ldots, m_{2,1}\right\}$ and $I_{2,2}=\left\{m_{2,1}+1, \ldots, m\right\}$ and similarly for the columns indices. We can interpret this step as finding row and column permutations that give the best block diagonal Frobenius norm approximation of the residual matrix. Now we use the BCD factor fitting method to update the factors on levels $l=1$ and $l=2$.

We now apply the same method to each of the $p_{2}=2$ blocks on level $l=2$. For each of the two blocks we get the current residual, and then partition the rows and columns within each block to maximize the sum of squares of residuals within the blocks. Then we permute rows and columns within each block so the partition is contiguous. We use the BCD factor fitting method to update the factors on levels $l=1, l=2$, and $l=3$.

We continue this way, in each step partitioning the rows and columns within each block so as to maximize the sum of squares of the current residuals within each group of the partition, and then permuting the rows and columns so the partitions are contiguous. Finally, we use BCD factor fitting to update all the factors from the top to the current level.

When we finish with level $L$, we have our first MLR approximation of $A$. We can now run rank allocation to further improve the fit.

The same method can be used for the symmetric MLR fitting problem, using the same partitioning of the rows and columns within each block.

### 6.1 Symmetric row and column dissection

Here we describe a simple heuristic for partitioning the rows and columns of a matrix, each about equally, so as to maximize the sum of squares of a given residual matrix.

We start with the symmetric case, where the method is just spectral partitioning. Spectral partitioning goes back to the early 1970s [Hal70, DH73, Fie73] and was later popularized in the 1990s through seminal contributions of [PSL90, Sim91, BS94]. We review this here, mostly to explain the generalization to the non-symmetric case later.

For simplicity we assume that $n$ is even. Let $S$ be the elementwise square of the (symmetric) residual matrix $R$. We represent the partition as a vector $x \in\{-1,1\}^{n}$, with $x_{i}=-1$ meaning $i$ is in the first group, and $x_{i}=1$ meaning $i$ is in the second. The two groups have equal size provided $\mathbf{1}^{T} x=0$. We observe that

$$
x^{T} S x=\sum_{i, j} x_{i} x_{j} R_{i j}^{2}=\sum_{x_{i}=x_{j}} R_{i j}^{2}-\sum_{x_{i} \neq x_{j}} R_{i j}^{2}=2 \sum_{x_{i}=x_{j}} R_{i j}^{2}-\|R\|_{F}^{2} .
$$

The problem we wish to solve is

$$
\begin{array}{ll}
\operatorname{maximize} & x^{T} S x \\
\text { subject to } & x_{i} \in\{-1,1\}, \quad i=1, \ldots, n, \quad \mathbf{1}^{T} x=0,
\end{array}
$$

with variable $x$. Changing the diagonal entries of $S$ only adds a constant to the objective, and so does not change the solution. So we change each diagonal entry of $S$ to be the negative of the sum of the other entries in the row. This results in the negative of a Laplacian matrix we denote as $L$, with $L \mathbf{1}=0$. Substituting $L$ for $S$ in the problem above (and minimizing since we have changed the objective sign) yields an equivalent problem,

$$
\begin{array}{ll}
\operatorname{minimize} & x^{T} L x \\
\text { subject to } & x_{i} \in\{-1,1\}, \quad i=1, \ldots, n, \quad \mathbf{1}^{T} x=0
\end{array}
$$

For any $x$ with $x_{i} \in\{-1,1\}$ we have $\|x\|_{2}=\sqrt{n}$. Now we relax the problem to

$$
\begin{array}{ll}
\operatorname{minimize} & x^{T} L x \\
\text { subject to } & \|x\|_{2}^{2}=n, \quad \mathbf{1}^{T} x=0
\end{array}
$$

with variable $x \in \mathbf{R}^{n}$. We will assume that $L_{i j}<0$ for all $i \neq j$ (which we can ensure by subtracting a small number from each entry), which implies that the second smallest eigenvalue of $L$ is positive. With this assumption, the solution of the problem above is $x=\sqrt{n} v$, where $v$ is the eigenvector of the Laplacian associated with its second smallest eigenvalue. Since $L \mathbf{1}=0$, we see that $\mathbf{1}$ is an eigenvector of $L$, so we get $\mathbf{1}^{T} x=0$ automatically.

The final step is to project or round this $x$ back to our original constraints $x_{i} \in\{-1,1\}$ while maintaining $\mathbf{1}^{T} x=0$. This is done by sorting $x$ and taking $x_{i}=-1$ for the first $n / 2$ entries and +1 for the remaining entries. (The same method works when $n$ is odd; we can arbitrarily choose the group that has one more index than the other.)

It is typically followed with a greedy algorithm, where we consider swapping a pair, one from each group, and accepting the new partition if the objective decreases. Finding the change in cost for all such pairs requires order $n^{2}$ flops.

### 6.2 Non-symmetric row and column dissection

We now describe a generalization of spectral partitioning to the case where we wish to partition both the rows and columns. Again for simplicity we assume that $m$ and $n$ are even. We use $u \in \mathbf{R}^{m}$ and $v \in \mathbf{R}^{n}$ to denote the row and column partitions, with $u_{i}, v_{i} \in\{-1,1\}$. The constraints $\mathbf{1}^{T} u=\mathbf{1}^{T} v=0$ guarantee that the partitions of rows and columns have equal size. We observe that

$$
u^{T} S v=\sum_{i, j} u_{i} v_{j} R_{i j}^{2}=\sum_{u_{i}=v_{j}} R_{i j}^{2}-\sum_{u_{i} \neq v_{j}} R_{i j}^{2}=2 \sum_{u_{i}=v_{j}} R_{i j}^{2}-\|R\|_{F}^{2}=\|R\|_{F}^{2}-2 \sum_{u_{i} \neq v_{j}} R_{i j}^{2} .
$$

Our goal is to maximize $u^{T} S v$, subject to $u_{i}, v_{i} \in\{-1,1\}, \mathbf{1}^{T} u=\mathbf{1}^{T} v=0$. This is closely related to [Dhi01, $\mathrm{ZHD}^{+} 01$ ] which minimizes the normalized sum of edge weights crossing partitions, while our method does not incorporate normalization.

As with spectral partitioning, we first modify $S$ to $\tilde{S}$ in a way that does not change the solution of the problem, but results in $\tilde{S} \mathbf{1}=0$ and $\tilde{S}^{T} \mathbf{1}=0$. This is analogous to changing the diagonal entries of $S$ in the symmetric case, so that $S \mathbf{1}=0$. We then will minimize $u^{T} M v$, with $M=-\tilde{S}$. (The matrix $M$ is analogous to $L$ in the symmetric case, but it is not a Laplacian matrix.) For any $a \in \mathbf{R}^{m}$ and $b \in \mathbf{R}^{n}$ we have

$$
u^{T} S v=u^{T} \tilde{S} v, \quad \tilde{S}=S-a \mathbf{1}^{T}-\mathbf{1} b^{T}
$$

for any $u$ and $v$ with $\mathbf{1}^{T} u=\mathbf{1}^{T} v=0$. The choice

$$
a=(1 / n)\left(S \mathbf{1}-\left(\mathbf{1}^{T} S \mathbf{1} / 2 m\right) \mathbf{1}\right), \quad b=(1 / m)\left(S^{T} \mathbf{1}-\left(\mathbf{1}^{T} S \mathbf{1} / 2 n\right) \mathbf{1}\right)
$$

yields the desired result, $\tilde{S} \mathbf{1}=0$ and $\tilde{S}^{T} \mathbf{1}=0$.
As in spectral partitioning, we form the relaxed problem

$$
\begin{array}{ll}
\operatorname{minimize} & u^{T} M v \\
\text { subject to } & \|u\|_{2}^{2}=m, \quad\|v\|_{2}^{2}=n, \quad \mathbf{1}^{T} u=\mathbf{1}^{T} v=0
\end{array}
$$

where $M=-\tilde{S}$. The solution of this problem is to choose $u$ and $v$ to be (scaled) left and right singular vectors of $M$ associated with its smallest (positive) singular value. Since $M 1=0$ and $M^{T} \mathbf{1}=0$, these vectors are left and right singular vectors of $M$ associated with singular value zero. Thus we automatically have $\mathbf{1}^{T} u=\mathbf{1}^{T} v=0$.

The final step is to round $u_{i}$ and $v_{i}$ to Boolean values. We do that setting the $m / 2$ smallest entries of $u$ to be -1 , and the remaining ones +1 , and similarly for $v$. We can also follow this method with a greedy method in which we alternatively consider swapping each pair of rows, one from each group, and each pair of columns, one from each group.

## 7 Extensions and variations

In this section we introduce various extensions for MLR and related methods. In particular we present an extension of the rank allocation method, and provide generalizations of MLR matrices that include different sparsity patterns and recursion on the block terms.

### 7.1 Rank allocation

In $\S 5$ we introduce a method for distributing MLR-rank across all levels. This method operates by identifying two distinct levels for which rank exchange maximizes the predicted net decrease. More specifically, it is achieved by exchanging one unit of rank between two levels. The idea can be extended to identify two distinct levels that can swap from 1 to $q$ units of rank to maximize the decrease in Frobenius norm squared error. The corresponding decrease, $\delta_{l}^{+}$, and increase, $\delta_{l}^{-}$, in error can be computed directly using

$$
\delta_{l}^{+}=\sum_{k=1}^{p_{l}} \sum_{j=1}^{q} \sigma_{r_{l}+j}^{2}\left(R_{l, k}\right), \quad \delta_{l}^{-}=\sum_{k=1}^{p_{l}} \sum_{j=1}^{q} \sigma_{r_{l}-j-1}^{2}\left(R_{l, k}\right) .
$$

This strategy offers greater flexibility in re-allocating ranks. Lastly, we can retain several top candidates for rank exchange and terminate the rank allocation algorithm if none of them decreases the fitting error.

### 7.2 Sparsity refinement

In the MLR definition, the partition at each level is hierarchical. This implies that the sparsity pattern of each level's block diagonal matrix $A^{l}$ refines the sparsity pattern found in the preceding level's block diagonal matrix $A^{l-1}$. However, we can relax the refinement constraint and only require $A^{l}$ to be a block diagonal matrix. Given that $A$ decomposes onto a sum of matrices $A^{l}$, the BCD algorithm remains directly applicable. Moreover, since $A^{l}$ maintains its block diagonal form, $A$ can also be expressed in factor form, making the ALS method equally suitable. It is straightforward to see that the rank allocation algorithm can be readily applied in this context as well.

### 7.3 Generalized multilevel low rank matrix

We further generalize the definition of MLR as follows. Define a tail sum as $\bar{A}^{l}=\sum_{l^{\prime}=l}^{L} A^{l^{\prime}}$. The definition of $A$ in $\S 2.1$ can then be alternatively presented as a recursion

$$
\begin{equation*}
\bar{A}^{l}=\operatorname{blkdiag}\left(\bar{A}_{l, 1}, \ldots, \bar{A}_{l, p_{l}}\right)=\operatorname{blkdiag}\left(B_{l, 1} C_{l, 1}^{T}, \ldots, B_{l, p_{l}} C_{l, p_{l}}^{T}\right)+\bar{A}^{l+1} \tag{10}
\end{equation*}
$$

where $B_{l, k} \in \mathbf{R}^{m_{l, k} \times r_{l}}$ and $C_{l, k} \in \mathbf{R}^{n_{l, k} \times r_{l}}, \bar{A}_{l, k}$ is $m_{l, k} \times n_{l, k}$ block of $\bar{A}^{l}$ restricted to rows $\sum_{k^{\prime}=1}^{k-1} m_{l, k^{\prime}}, \ldots, \sum_{k^{\prime}=1}^{k} m_{l, k^{\prime}}$ and to columns $\sum_{k^{\prime}=1}^{k-1} n_{l, k^{\prime}}, \ldots, \sum_{k^{\prime}=1}^{k} n_{l, k^{\prime}}$. Using the recursion in (10), we can write

$$
A=\bar{A}^{1}=B_{1,1} C_{1,1}^{T}+\operatorname{blkdiag}\left(\bar{A}_{2,1}, \ldots, \bar{A}_{2, p_{2}}\right)
$$

The recursion process in (10) occurs within the block diagonal term. This process can be further generalized to include a recursion for each block derived from row and column partitioning,

$$
\bar{A}^{l}=\left[\begin{array}{ccc}
\bar{A}_{l, 1,1} & & \bar{A}_{l, 1, p_{l}}  \tag{11}\\
& \ddots & \\
\bar{A}_{l, p_{l}, 1} & & \bar{A}_{l, p_{l}, p_{l}}
\end{array}\right]=\left[\begin{array}{ccc}
B_{l, 1,1} C_{l, 1,1}^{T} & & B_{l, 1, p_{l}} C_{l, 1, p_{l}}^{T} \\
& \ddots & \\
B_{l, p_{l}, 1} C_{l, p_{l}, 1}^{T} & & B_{l, p_{l}, p_{l}} C_{l, p_{l}, p_{l}}^{T}
\end{array}\right]+\bar{A}^{l+1}
$$

where $B_{l, k_{1}, k_{2}} \in \mathbf{R}^{m_{l, k_{1}} \times r_{l}}$ and $C_{l, k_{1}, k_{2}} \in \mathbf{R}^{n_{l, k_{2}} \times r_{l}}, \bar{A}_{l, k_{1}, k_{2}}$ is $m_{l, k_{1}} \times n_{l, k_{2}}$ block of $\bar{A}^{l}$ restricted to rows $\sum_{k^{\prime}=1}^{k_{1}-1} m_{l, k^{\prime}}, \ldots, \sum_{k^{\prime}=1}^{k_{1}} m_{l, k^{\prime}}$ and to columns $\sum_{k^{\prime}=1}^{k_{2}-1} n_{l, k^{\prime}}, \ldots, \sum_{k^{\prime}=1}^{k_{2}} n_{l, k^{\prime}}$. Similarly, we have

$$
A=\bar{A}^{1}=B_{l, 1,1} C_{l, 1,1}^{T}+\left[\begin{array}{ccc}
\bar{A}_{2,1,1} & & \bar{A}_{2,1, p_{2}} \\
& \ddots & \bar{A}_{2, p_{2}, p_{2}}
\end{array}\right] .
$$

We refer to the format in (11) as the generalized multilevel low rank matrix (GMLR).
Since $A$ decomposes into a sum of block matrices at each level with each block of a given rank, the BCD algorithm remains applicable. Similarly, $A$ is bilinear in $B_{l, k_{1}, k_{2}}$ and $C_{l, k_{1}, k_{2}}$, and therefore ALS scheme can still be applied to GMLR. Furthermore, given the total rank and matrix partitioning at each level, the rank allocation method directly extends to this setting. In particular, estimating the increase $\delta_{l}^{+}$(or decrease $\delta_{l}^{-}$) in fitting error now involves singular values of all blocks on a given level, rather than just the block diagonal blocks as in MLR. Hence, while the rank allocation method in $\S 5$ was developed for MLR matrices, it can be readily applied to more general settings, such as GMLR.

We can further relax the rank constraint to allow blocks at the same level to have different ranks. Consequently, the GMLR without the rank constraint contains a class of hierarchical matrices $\mathcal{H}$ as well as BLR and multilevel BLR.

## 8 Numerical examples

In this section we illustrate our methods with several numerical examples. We report the relative fitting error $\|A-\hat{A}\|_{F} /\|A\|_{F}$ and rank allocation evolution versus the number of iterations. We use three different initial allocations of rank, MLR bottom, MLR uniform, and MLR top, as described in $\S 5$. We also report the error of the low rank approximation, denoted as LR. For square matrices we report the low rank plus diagonal approximation (denoted as LR+D) or factor model in the symmetric PSD case.

The stopping criterion for factor fitting (9) is $\epsilon_{\text {rel }}=0.01$ and for rank allocation, $\epsilon_{\text {rel }}=$ 0.001. In factor fitting for the low rank plus diagonal model, we use $\epsilon_{\text {rel }}=10^{-6}$. For each iteration of rank allocation, we carry out 2 V -epochs of BCD during factor fitting. In $\S 8.1$ we use a given hierarchical partitioning; in $\S 8.5$ the hierarchical partitioning is derived based on recursive spectral bi-clustering of a spatial domain, while in the remaining examples, we employ hierarchical partitioning found by spectral dissection, as detailed in $\S 6$. In the process of constructing a hierarchical partitioning, we refine each partitioning of the rows and columns (found by spectral dissection) using a greedy algorithm for at most 5000 pair swaps that decrease the objective.

We compare the performance of MLR with HODLR and Monarch matrices. We report the fitting errors associated with HODLR and Monarch matrices, while matching their storage with MLR. HODLR is specified by the block fitting tolerance and hierarchical partitioning. We conduct a comparison with the HODLR, adjusting its tolerance parameter to approximately match the storage of other formats. In every experiment, we use the same hierarchical partitioning for HODLR that we do for the MLR with the best fitting error. Note that due to the difference in specification of the formats (MLR, LR and LR+D are defined by rank, while HODLR is defined by tolerance), the comparison with HODLR may not be entirely fair.

We employ the official implementation from $\left[\mathrm{DCS}^{+} 22\right]$ to find an analytical solution for fitting a dense matrix using a Monarch matrix. We apply a global permutation to the input matrix given by its hierarchical partitioning, as it results in a smaller fitting error compared to an unpermuted matrix. We search over several parameters like block sizes and rank, and we report the best fitting error among them. Nevertheless, due to the difference in format specification with MLR, this comparison is not entirely fair.

### 8.1 Asset covariance matrix

We consider the problem of fitting the empirical covariance matrix of daily stock returns. For this example there is a widely used hierarchical partition of the assets, the Global Industry Classification Standard (GICS) [BLO03], based on the company's primary business activity. This hierarchical partition has $L=6$ levels, shown in figure 3 .

In this example the daily returns are found or derived from data from CRSP Daily Stock and CRSP/Compustat Merged Database © 2023 Center for Research in Security Prices (CRSP ${ }^{\circledR}$ ), The University of Chicago Booth School of Business. We consider a 300 (trading) day period ending 2022/12/30. We obtain the GICS codes from CRSP/Compustat Merged


Figure 3: GICS hierarchical partition of 5000 companies.

Database - Security Monthly during 2022/06/30 to 2023/01/31. We joined the two tables using PERMCO (a unique permanent company identification number assigned by CRSP to all companies). Next we filtered out assets with missing GICS codes, and kept the $m=5000$ assets with the fewest missing return values. (We understand that this introduces survival bias, but our goal here is only to illustrate MLR fitting, and not build a covariance model.) We clip or Winsorize the entries at $\pm 3 \sigma$, where $\sigma$ is the standard deviation of return of each stock over the period. We let $\Sigma$ be the $5000 \times 5000$ empirical covariance matrix of the returns. Since it is based on only 300 days, its rank is 300 . We fit $\Sigma$ with a PSD MLR matrix of total rank $r=30$.

Results. A factor model is the traditional approach for modeling a covariance matrix of financial returns [Cou13]; we were curious to see if a different MLR approximation might give a better fit to the empirical covariance matrix. Using the GICS hierarchical partition, we ran rank allocation from 3 different initial allocations (see table 1). In all three cases the method converged to the factor model, i.e., $r_{1}=29, r_{2}=\cdots=r_{5}=0$ and $r_{6}=1$ (see figure 4). In particular, the GICS hierarchy appears to bring no advantage over the standard factor model, at least in terms of the Frobenius norm fitting of the empirical covariance matrix. (Still, the GICS classification is widely used in portfolio construction [BLO03, BS ${ }^{+}$16] and in finding stable eigenportfolios [Ave19, SA20].)

We also ran our full MLR fitting method, ignoring the GICS hierarchy, fitting an MLR matrix with $L=14$ levels. For two out of the three initial rank allocations, our method converged again to the factor model; see table 2 and figure 5 . We take these results as an endorsement of the commonly used factor model.

The fitting error achieved by HODLR is at minimum twice as large as that of low rank approximation across both hierarchical partitionings. The Monarch fitting error is comparable but worse than that of the LR.

| Method | Error (\%) | Storage $\left(\times 10^{5}\right)$ |
| :--- | :--- | :--- |
| LR | 16.178 | 1.500 |
| LR+D | $\mathbf{1 5 . 3 7 9}$ | 1.500 |
| HODLR | 38.837 | 1.503 |
| Monarch | 17.971 | 1.560 |
| MLR bottom | $\mathbf{1 5 . 3 7 9}$ | 1.500 |
| MLR uniform | $\mathbf{1 5 . 3 7 9}$ | 1.500 |
| MLR top | $\mathbf{1 5 . 3 7 9}$ | 1.500 |

Table 1: Fitting errors for asset covariance matrix with GICS hierarchical partition.


Figure 4: Rank $r=30$ partitioning across $L=6$ levels during fitting for asset covariance matrix with GICS hierarchy, starting from the bottom level $l=6$, uniform and the top level $l=1$ initial allocation.

| Method | Error (\%) | Storage $\left(\times 10^{5}\right)$ |
| :--- | :--- | :--- |
| LR | 16.178 | 1.500 |
| LR + D | $\mathbf{1 5 . 3 7 9}$ | 1.500 |
| HODLR | 34.643 | 1.509 |
| Monarch | 17.980 | 1.560 |
| MLR bottom | $\mathbf{1 5 . 3 7 9}$ | 1.500 |
| MLR uniform | 15.685 | 1.500 |
| MLR top | $\mathbf{1 5 . 3 7 9}$ | 1.500 |

Table 2: Fitting errors for asset covariance matrix with full hierarchy.


Figure 5: Rank $r=30$ partitioning across $L=14$ levels during fitting for asset covariance matrix with full hierarchy, starting from the bottom level $l=14$, uniform ( $r_{1}=4, r_{2}=\cdots=r_{14}=2$ ) and the top level $l=1$ initial allocation.

| Method | Error (\%) | Storage $\left(\times 10^{5}\right)$ |
| :--- | :--- | :--- |
| LR | 0.1988 | 1.400 |
| LR + D | 0.2081 | 1.400 |
| HODLR | $\mathbf{0 . 0 1 2 8}$ | 1.373 |
| Monarch | 0.1903 | 1.500 |
| MLR bottom | 0.0996 | 1.400 |
| MLR uniform | $\mathbf{0 . 0 1 2 8}$ | 1.400 |
| MLR top | 0.0548 | 1.400 |

Table 3: Fitting errors for Fielder matrix.

### 8.2 Fiedler matrix

Here we consider a Fiedler matrix, with entries $A_{i j}=\left|a_{i}-a_{j}\right|$ for some vector $a \in \mathbf{R}^{n}$. We set $m=n=5000$ and sample the entries of $a$ uniformly from [0,1]. We fix the rank as $r=28$, and apply our fitting method to find symmetric (but not PSD) MLR matrix approximations.

Results. The algorithm converges to three different MLR matrices, all better than a low rank approximation. The MLR matrix found when initialized with a uniform allocation has objective that is almost $20 \times$ smaller than the low rank model; see table 3 and figure 6 . Its rank allocation is

$$
\begin{gathered}
r_{1}=r_{2}=r_{3}=5, \quad r_{4}=4, \quad r_{5}=3 \\
r_{6}=r_{7}=2, \quad r_{8}=r_{9}=1, \quad r_{10}=\cdots=r_{14}=0
\end{gathered}
$$

HODLR achieves the same fitting error as MLR with the uniform initialization while having smaller storage. The error achieved by the Monarch matrix is lower than the LR by $4 \%$.


Figure 6: Rank $r=28$ partitioning across $L=14$ levels during fitting of the Fiedler matrix, starting from the bottom level $l=14$, uniform and the top level $l=1$ initial allocation.

| Method | Error (\%) | Storage $\left(\times 10^{5}\right)$ |
| :--- | :--- | :--- |
| LR | 41.779 | 3.360 |
| HODLR | 72.549 | 3.385 |
| Monarch | 43.962 | 3.600 |
| MLR bottom | $\mathbf{1 6 . 7 5 3}$ | 3.360 |
| MLR uniform | 21.766 | 3.360 |
| MLR top | 25.759 | 3.360 |

Table 4: Fitting errors for DGT matrix.

### 8.3 Discrete Gauss transform matrix

The discrete Gauss transform (DGT) matrix [GS91] is given by

$$
A_{i j}=e^{-\left\|t_{i}-s_{j}\right\|_{2}^{2} / h^{2}}
$$

where $s_{j} \in \mathbf{R}^{d}$ for $j=1, \ldots, n$ and $t_{i} \in \mathbf{R}^{d}$ for $i=1, \ldots, m$ are source and target locations respectively and $h>0$ is the bandwidth. Similarly to the experimental setup in [YDGD03], we set sources and targets to be uniformly distributed in a unit cube $[0,1]^{d}$ with $d=3$, $m=5000, n=7000$, and $h=0.2$. We fix the rank as $r=28$.

Results. Our algorithm converges to three different MLR matrices, each better than the low rank or low rank plus diagonal approximations or HODLR or Monarch; see table 4 and figure 7. The lowest approximation error is achieved with the bottom rank initialization, and achieves error more than a factor 2 smaller than the low rank model. It has rank allocation

$$
r_{1}=12, \quad r_{2}=6, \quad r_{3}=r_{4}=r_{5}=3, \quad r_{6}=0, \quad r_{7}=1, \quad r_{8}=\cdots=r_{14}=0
$$

The HODLR and Monarch objectives surpass that of the MLR by more than a factor of 4 and 2 respectively.


Figure 7: Rank $r=28$ partitioning across $L=14$ levels during fitting of DGT matrix, starting from the bottom level $l=14$, uniform and the top level $l=1$ initial allocation.

| Method | Error (\%) | Storage $\left(\times 10^{5}\right)$ |
| :--- | :--- | :--- |
| LR | 0.7197 | 5.775 |
| LR + D | 0.7056 | 5.775 |
| HODLR | 2.4696 | 5.789 |
| Monarch | 0.8692 | 5.880 |
| MLR bottom | 0.6644 | 5.775 |
| MLR uniform | $\mathbf{0 . 3 7 0 2}$ | 5.775 |
| MLR top | 0.3929 | 5.775 |

Table 5: Fitting errors for distance matrix.

### 8.4 Distance matrix

Consider a connected weighted graph $G=(V, E, w)$ with $V=\{1,2, \ldots, n\}$ nodes and $E=\{1,2, \ldots, d\}$ edges. Let $D \in \mathbf{R}_{+}^{n \times n}$ denote the shortest path distance matrix, i.e., $D_{i j}$ is a shortest path distance from node $j$ to node $i$. We will approximate $D$ by a symmetric MLR matrix.

We consider the drivable street network of Venice, Italy. It contains $n=5893$ nodes and 12026 edges. We use the OSMnx Python package [Boe17] to access the data in OpenStreetMap [Ope17]. This graph is directed; to obtain an undirected graph, we ignore the direction and take the weight to be the average of the forward and reverse directions. This results in a connected graph with 12098 nonzero entries in the adjacency matrix. We use our MLR fitting method to obtain MLR matrices with $L=14$ levels, with a total rank to be allocated of $r=98$.

Results. Table 5 shows the error obtained from three initial rank allocations. All are better than the low rank approximation, with the one obtained from a uniform allocation obtaining an error about $2 \times$ smaller. The lowest fitting error is attained with uniform allocation, where

$$
\begin{gathered}
r_{1}=44, \quad r_{2}=13, \quad r_{3}=9, \quad r_{4}=r_{5}=r_{6}=7, \\
r_{7}=5, \quad r_{8}=3, \quad r_{9}=2, r_{10}=1, \quad r_{11}=\cdots=r_{14}=0 .
\end{gathered}
$$

The rank allocations versus iterations are shown in figure 8. The fitting error of MLR is more than $6 \times$ less than the HODLR approximation error and $2 \times$ less than the Monarch approximation error.


Figure 8: Rank $r=98$ partitioning across $L=14$ levels during fitting of the distance matrix, starting from the bottom level $l=14$, uniform and the top level $l=1$ initial allocation.

| Method | Error (\%) | Storage $\left(\times 10^{5}\right)$ |
| :--- | :---: | :--- |
| LR | 22.767 | 2.800 |
| LR+D | 23.282 | 2.800 |
| HODLR | 40.657 | 2.813 |
| Monarch | 25.682 | 2.800 |
| MLR bottom | $\mathbf{6 . 4 9 7}$ | 2.800 |
| MLR uniform | 7.733 | 2.800 |
| MLR top | 9.400 | 2.800 |

Table 6: Fitting errors for multiscale inverse polynomial kernel matrix.

### 8.5 Multiscale inverse polynomial kernel matrix

The multiscale inverse polynomial kernel matrix is given by

$$
A_{i j}=\sum_{l=0}^{L_{A}-1}\left(1+\left(\frac{\left\|t_{i}-s_{j}\right\|_{2}}{\sigma / 2^{l}}\right)^{2}\right)^{-2}
$$

where $s_{j} \in \mathbf{R}^{d}$ for $j=1, \ldots, n$ and $t_{i} \in \mathbf{R}^{d}$ for $i=1, \ldots, m$ are source and target locations respectively. To induce different scaling, we decrease the kernel radius $\sigma / 2^{l}$ with every level increment $l=0, \ldots, L_{A}-1$. We set sources and targets to be uniformly distributed on a unit sphere in $\mathbf{R}^{d}$ with $d=3, m=n=5000, L_{A}=3$, and $\sigma=0.9$. We derive the hierarchical partitioning based on the recursive spectral bi-clustering of source and target points w.r.t. the Euclidean distances $\left\|t_{i}-s_{j}\right\|_{2}$, and use it for all MLR, HODLR and Monarch. We fix the rank as $r=28$.

Results. The algorithm converges to three different MLR matrices, each better than the low rank or HODLR approximations; see table 6 and figure 9. The lowest approximation error is achieved with the bottom rank initialization, with error more than a factor 3 smaller than the low rank model. It has rank allocation

$$
\begin{gathered}
r_{1}=11, \quad r_{2}=5, \quad r_{3}=3, \quad r_{4}=5 \\
r_{5}=0, \quad r_{6}=r_{7}=2, \quad r_{8}=\cdots=r_{14}=0 .
\end{gathered}
$$

The approximation errors of the HODLR and Monarch are respectively $6 \times$ and $4 \times$ greater than the fitting error produced by the MLR.
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Figure 9: Rank $r=28$ partitioning across $L=14$ levels during the fitting of multiscale inverse polynomial kernel matrix, starting from the bottom level $l=14$, uniform and the top level $l=1$ initial allocation.
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