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#### Abstract

We present a fast algorithm for the design of smooth paths (or trajectories) that are constrained to lie in a collection of axis-aligned boxes. We consider the case where the number of these safe boxes is large, and basic preprocessing of them (such as finding their intersections) can be done offline. At runtime we quickly generate a smooth path between given initial and terminal positions. Our algorithm designs trajectories that are guaranteed to be safe at all times, and it detects infeasibility whenever such a trajectory does not exist. Our algorithm is based on two subproblems that we can solve very efficiently: finding a shortest path in a weighted graph, and solving (multiple) convex optimal control problems. We demonstrate the proposed path planner on large-scale numerical examples, and we provide an efficient open-source software implementation, fastpathplanning.


Index Terms-Motion and Path Planning, Optimization and Optimal Control, Collision Avoidance, Convex Optimization.

## I. Introduction

Path planning is a problem at the core of almost any autonomous system. Driverless cars, drones, autonomous aircraft, robot manipulators, and legged robots are just a few examples of systems that rely on a planning algorithm to navigate in their environment. Path planning problems can be challenging on many fronts. The environment can be dynamic, i.e., change over time, or uncertain because of noisy sensor measurements [1]-[4]. Computation might be subject to strict real-time requirements [5]-[7]. Interactions between multiple robots without central coordination can lead to game-theoretic problems [8]-[11]. In this paper we consider problems in which a single smooth path needs to be found through an environment that is fully known and static, but potentially very large and complicated to navigate through. For example, this is the case for a drone or a legged robot inspecting an industrial plant, or for a mobile robot transporting packages in a large warehouse.

Similarly to previous methods [12], [13], we assume that the environment is described as a collection safe sets, through which our system or robot can move freely without colliding with obstacles. We consider the case where the safe sets are axis-aligned boxes and very large in number (thousands or tens of thousands). Our problem is to find a smooth path that is contained in the union of the safe boxes, and connects given initial and terminal points. Focusing on box-shaped safe sets allows us to substantially accelerate multiple parts of our algorithm (see §VII).
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Fig. 1. Path planning problem for a quadrotor flying through a village. Top. The village, composed of buildings, trees, and bushes. The free space is decomposed using more than ten thousand safe boxes. Bottom. A snapshot of the quadrotor flight. The smooth path connects two opposite corners of the village and is guaranteed to be collision free at all times. The online planning time is less than four seconds.

Our algorithm is composed of an offline and an online part. In the offline preprocessing we construct a graph that stores the intersections of the safe boxes, and we solve a convex optimization problem to label the edges of this graph with approximate distances. These computations are done only once, since the environment is static, and require from a fraction of a second to a few tens of seconds depending on the problem size. In the online part we first use the graph constructed offline to design a polygonal curve of short length that connects the given initial and terminal points. Then we solve a sequence of convex optimal control problems to transform the polygonal curve into a smooth path that approximately minimizes a given objective function. The online runtimes of our algorithm are dominated by these control problems which, however, are solvable in a time that increases only linearly with the number of boxes traversed by our path [14]. This leads to online planning times of a few hundredths of a second for medium size problems, and of the order of a second for very large problems. Consider that, for a problem like the one in figure 1 previous approaches required hundreds of seconds to design a path through less than ten polytopic regions [12], while our method takes a few seconds to find a path through more than
ten thousand boxes.
The proposed planning algorithm is complete, which means it is guaranteed to find a safe smooth path connecting the initial and final positions if such a path exists, and to certify infeasibility of the planning problem otherwise. In addition, by using Bézier curves for the path parameterization, our method designs smooth paths that are guaranteed to be safe at all times, and not only at a finite number of sample points.

Through numerical experiments, we show that the runtimes of our algorithm increase very mildly with the number of safe boxes, and that our method can quickly find high-quality solutions of problems that are well beyond the reach of previous approaches, such as the one in figure 1. The methods of this paper are implemented in a companion open-source package, fastpathplanning.

## A. Related work

A wide variety of path planning algorithms have been developed over the last fifty years. An excellent overview of the techniques available in the literature is [15, Part 2]. Here we review the methods that are most closely related to ours.

The closest approach to the one presented in this paper is trajectory optimization with GCS (graphs of convex sets) from [13]. Similarly to the method we propose here, GCS designs smooth paths through collections of safe sets that are preprocessed to form a graph. Leveraging the optimization framework from [16], it formulates a tight convex relaxation of the planning problem and it recovers a collision-free trajectory using a rounding strategy. Thanks to this workflow, GCS also provides tight optimality bounds for the trajectories it designs. However, by trying to solve the planning problem through a single convex program, GCS has a few limitations. First, only rough approximate costs on the path acceleration and higher derivatives can currently be enforced with GCS. Secondly, GCS does not scale to the very large numbers of safe sets considered here. The algorithm we present in this paper uses fast graph search to solve the discrete part of the planning problem approximately and, only at a later stage, it uses convex optimization to shape the continuous path. This division sacrifices the optimality guarantees but retains the algorithm completeness, and it allows us to find high-quality paths for extremely large planning problems very quickly.

The idea of reformulating a planning problem with collision-avoidance constraints as the problem of designing a path through safe sets comes from [12]. That work considers a statement of the path planning problem that, except for the use of boxes as safe sets, is essentially the same as the one in this paper. However, the algorithm proposed in [12], which is based on mixed integer optimization, is computationally expensive and limited to small problems (see the comparison in $\$$ VI-D).

More commonly, path planning problems with collisionavoidance constraints are solved using either local nonconvex optimization [17]-[20] or sampling-based algorithms [21][23]. The former methods scale to high-dimensional spaces and can handle kinematic and dynamic constraints. However, they suffer from local minima and can often fail in finding a feasible trajectory, especially if the environment is cluttered
with obstacles. Sampling-based algorithms, on the other hand, can be more reliable when moving in complex environments, but they do not scale equally well to high dimensions and are less suitable for the design of smooth paths. Similar to [13], the approach we propose here can be thought of as a generalization of sampling-based algorithms, where collision-free samples are substituted with collision-free sets. Instead of sampling the environment densely, we fill it with a few large safe boxes. This reduces the combinatorial complexity to the minimum and allows us to plan through the open space using efficient convex optimization [24].
A variety of algorithms are available for the approximate convex decomposition of a nonconvex space [25]-[28], and also practical methods tailored to the configuration spaces of kinematic trees have been recently developed [29]-[32]. Simple modifications of these algorithms can be used to efficiently decompose complex robot environments into safe boxes, as required by our algorithm.

In this paper we parametrize continuous paths using Bézier curves. These have a variety of very useful properties for path planning, and have been widely used in this area in the recent years [13], [33]-[37].

## B. Outline

This paper is organized as follows. In $\$$ II we state the path planning problem and give a high-level overview of our algorithm. The algorithm can be broken down into three parts, one offline and two online. The offline preprocessing, which does not use either the endpoints of the path or the specific objective function, is described in $\S$ III The first online phase, illustrated in $\$$ IV finds a polygonal curve that is contained in the safe boxes and connects the given endpoints of the path. The second online phase, described in $\S \bar{V}$, finds a smooth path between the endpoints that (approximately) minimizes the objective function. In $\S \sqrt{\mathrm{VI}}$ we analyze the performance of our algorithm through multiple numerical experiments. In conclusion, in $\$ \sqrt{V I I}$, we describe some extensions of our method to more general planning problems.

## II. Path Planning

In this section we state the path planning problem and we describe at a high-level the components of our algorithm.

## A. Path planning problem

We consider the design of a smooth path in $\mathbf{R}^{d}$ from a given initial point $p^{\text {init }} \in \mathbf{R}^{d}$ to a given terminal point $p^{\text {term }} \in \mathbf{R}^{d}$. We represent the path as the function $p:[0, T] \rightarrow \mathbf{R}^{d}$, where $T$ is the time taken to traverse the path. In addition to the initial and terminal point constraints,

$$
p(0)=p^{\mathrm{init}}, \quad p(T)=p^{\text {term }}
$$

we require that the path stay in a given set $\mathcal{S} \subseteq \mathbf{R}^{d}$ of safe points:

$$
p(t) \in \mathcal{S}, \quad t \in[0, T]
$$

We will assume that the safe set $\mathcal{S}$ is a union of $K$ axis-aligned boxes,

$$
\mathcal{S}=\bigcup_{k=1}^{K} \mathcal{B}_{k}
$$

with

$$
\mathcal{B}_{k}=\left\{x \in \mathbf{R}^{d} \mid l_{k} \leq x \leq u_{k}\right\}, \quad k=1, \ldots, K
$$

Here the inequalities are elementwise, and the box bounds satisfy $l_{k}<u_{k}$ for $k=1, \ldots, K$.

We considers paths with $D$ continuous derivatives, and we take our objective to be a weighted sum of the $L_{2}$ norm squared of these derivatives,

$$
\begin{equation*}
J=\sum_{i=1}^{D} \alpha_{i} \int_{0}^{T}\left\|p^{(i)}(t)\right\|_{2}^{2} d t \tag{1}
\end{equation*}
$$

where $p^{(i)}$ denotes the $i$ th derivative of $p$, and $\alpha_{i}$ are nonnegative weights.

The path planning problem is

$$
\begin{array}{ll}
\operatorname{minimize} & J \\
\text { subject to } & p(0)=p^{\text {init }}, \quad p(T)=p^{\text {term }}  \tag{2}\\
& p(t) \in \mathcal{S}, \quad t \in[0, T]
\end{array}
$$

The optimization variable is the path $p$. The problem data are the objective weights $\alpha_{i}$, the traversal time $T$, the initial and terminal points $p^{\text {init }}$ and $p^{\text {term }}$, and the safe set $\mathcal{S}$ (specified by the box bounds $l_{k}$ and $u_{k}$ ). Note that in this formulation we specify the initial and terminal positions, but do not constrain the initial and terminal derivatives. A simple variation on our method can handle that case.

The path planning problem (2) is infinite dimensional, but we will restrict candidate paths to piecewise Bézier curves, which are parametrized by a finite set of control points.

## B. Safety map

The path planning problem (2) has convex quadratic objective, two linear equality constraints, and the safety constraint, which, in general, is not convex. The safety constraint is an infinite collection of disjunctive constraints, that force the point $p(t)$, for each $t \in[0, T]$, to lie in at least one of the boxes $\mathcal{B}_{k}$. Ensuring safety of a path $p$ is equivalent to finding a function $s:[0, T] \rightarrow\{1, \ldots, K\}$ for which

$$
p(t) \in \mathcal{B}_{s(t)}, \quad t \in[0, T]
$$

The value $s(t) \in\{1, \ldots, K\}$ represents the choice of a safe box for the path at time $t$, and the overall function $s$ can be thought of as a safety map for our path.

Our safety maps will have a finite number of transitions, i.e., will be of the form

$$
s(t)= \begin{cases}s_{1} & t \in\left[t_{0}, t_{1}\right]  \tag{3}\\ s_{2} & t \in\left(t_{1}, t_{2}\right] \\ \vdots & \\ s_{N} & t \in\left(t_{N-1}, t_{N}\right]\end{cases}
$$

where $0=t_{0}<t_{1}<\cdots<t_{N}=T$. We refer to $t_{1}, \ldots, t_{N-1}$ as the safety transition times. Note that at these times we have $p\left(t_{j}\right) \in \mathcal{B}_{s_{j}} \cap \mathcal{B}_{s_{j+1}}$.

In terms of the safety map, the path planning problem is

$$
\begin{array}{ll}
\operatorname{minimize} & J \\
\text { subject to } & p(0)=p^{\text {init }}, \quad p(T)=p^{\text {term }}  \tag{4}\\
& l_{s(t)} \leq p(t) \leq u_{s(t)}, \quad t \in[0, T]
\end{array}
$$

where the variables are the path $p$ and the safety map $s$. We observe that if the safety map $s$ is fixed, problem (4) reduces to a convex optimal control problem with single variable $p$, quadratic objective, and linear constraints.

## C. Feasibility

We will say that a safety map of the form (3) is feasible if it satisfies

$$
\begin{align*}
& p^{\text {init }} \in \mathcal{B}_{s_{1}}, \quad p^{\text {term }} \in \mathcal{B}_{s_{N}} \\
& \mathcal{B}_{s_{j}} \cap \mathcal{B}_{s_{j+1}} \neq \emptyset, \quad j=1, \ldots, N-1 \tag{5}
\end{align*}
$$

The path planning problem (4) is feasible if and only if a feasible safety map exists. To see this, we note that for any path and safety map that are feasible for 4, the safety map is feasible according to definition (5). Conversely, suppose a safety map is feasible, with $p_{j} \in \mathcal{B}_{s_{j}} \cap \mathcal{B}_{s_{j+1}}$, $j=1, \ldots, N-1$. Then the polygonal curve with nodes $p^{\text {init }}=p_{0}, p_{1}, \ldots, p_{N}=p^{\text {term }}$ is entirely contained in the safe set $\mathcal{S}$. We will construct a feasible path that has $D$ continuous derivatives, and moves along the polygonal curve (and so is safe). Choose any times $0=t_{0}<t_{1}<\cdots<t_{N}=T$. Choose a parametrization of the polygonal curve that satisfies the interpolation conditions $p\left(t_{j}\right)=p_{j}, j=0, \ldots, N$, as well as $p^{(i)}\left(t_{j}\right)=0, i=1, \ldots, D$ and $j=1, \ldots, N-1$. While the polygonal curve has kinks, the path $p$ is differentiable $D$ times since it comes to a full stop at each kink. By pairing this path with the feasible safety map, we have a feasible solution to the path planning problem (4).

## D. Method outline

We give here a high-level description of our path planning algorithm, with the details illustrated in future sections. Our method has three main phases, summarized below. The first is done offline, before we have specified the initial and terminal points or the objective coefficients; the second and third phases are done whenever a path is to be found.

Offline preprocessing: Offline preprocessing is done using only the safe set, i.e., the collection of safe boxes. In this phase we construct a weighted graph with each vertex associated to a point in the intersection of two boxes, and with each edge corresponding to a pair of points that lie in the same safe box. Note that this graph, when considered as a subset of $\mathbf{R}^{d}$, lies entirely in the safe set $\mathcal{S}$. We refer to the points associated with the graph vertices as representatives.

Polygonal phase: Here we find a polygonal curve $\mathcal{C}$ that starts at $p^{\text {init }}$, ends at $p^{\text {term }}$, is entirely contained in the safe set $\mathcal{S}$, and has small length. The curve is initialized by solving a shortest path problem in the graph constructed offline. Then it is shortened through an iterative process, where we alternate between minimizing the curve length for a fixed sequence of safe boxes, and updating the sequence of safe boxes for a fixed polygonal curve. The former is a small convex optimization problem and the latter only involves negligible computation.

Smooth phase: In this phase the sequence of safe boxes $s_{1}, \ldots, s_{N}$ identified in the polygonal phase, and traversed by the polygonal curve $\mathcal{C}$, is fixed. Through a simple heuristic, we use $\mathcal{C}$ also to estimate initial transition times $t_{1}, \ldots, t_{N-1}$. Then we alternate between optimizing the smooth path $p$ and improving the transition times. As noted above, the first step is a convex optimal control problem, since we are solving problem (4) for a fixed safety map $s$, defined as in (3). For the update of the transition times we use a heuristic that is also based on convex optimization.

Summary: Overall, the online part of our method can be summarized as follows:

```
procedure Fast Path Planning (high-level outline)
    \# polygonal phase
    find initial box sequence \(s_{1}, \ldots, s_{N}\) and safe polygo-
nal curve \(\mathcal{C}\) connecting \(p^{\text {init }}\) to \(p^{\text {term }}\)
    while not converged do
        fix box sequence and shorten polygonal curve
            fix polygonal curve and improve box sequence
    end while
    \# smooth phase
    freeze box sequence
    estimate transition times \(t_{1}, \ldots, t_{N-1}\)
    while not converged do
        fix transition times and optimize path \(p\)
        fix path and optimize transition times
    end while
end procedure
```

The proposed method is approximate, but it finds paths that have typically low cost and that are guaranteed to be safe at all instants of time (as opposed to only at a finite number of sample points). In addition, the algorithm is complete, i.e., it is guaranteed to find a feasible path whenever problem (2) is feasible, and to detect infeasibility otherwise.

## III. OfFline preprocessing

In this section we describe the offline part of our algorithm. The steps below are also illustrated through a simple example at the end of the section.

## A. Line graph

We start by computing the line graph associated with the safe boxes. The vertices of this graph are pairs of safe boxes that intersect, and the edges connect pairs of intersections that share a box. Formally, the line graph is an undirected graph $G=(\mathcal{V}, \mathcal{E})$ with vertices

$$
\mathcal{V}=\left\{\{k, l\} \subseteq\{1, \ldots, K\} \mid \mathcal{B}_{k} \cap \mathcal{B}_{l} \neq \emptyset, k \neq l\right\}
$$

and edges

$$
\mathcal{E}=\{\{v, w\} \subseteq \mathcal{V} \mid v \cap w \neq \emptyset, v \neq w\}
$$

The name line graph is motivated by the fact that $G$ can be equivalently defined as the line graph of the intersection graph of our collection of boxes.

The line graph allows us to efficiently construct polygonal curves that are guaranteed to be safe (i.e., contained in the
safe set $\mathcal{S}$ ). Consider a path in the line graph. For each vertex in this path, choose a point in $\mathbf{R}^{d}$ in the corresponding box intersection. Then form the polygonal curve passing through these points. Each line segment in this curve is associated with an edge in the line graph, and therefore with a safe box. By construction, this safe box contains the line segment entirely. It follows that the whole polygonal curve is safe.

Since computing the intersection of two boxes is a trivial operation, we can construct the line graph $G$ very efficiently, even when the number $K$ of boxes is very large. Our implementation is based on the technique from [38, §2].

## B. Representative points

Our next step is to choose a representative point for each vertex of the line graph, i.e., for each pair of intersecting boxes. As a heuristic method to shorten the polygonal curves constructed as described above, we position these points close to their neighbors in the line graph. More formally, denoting with $y_{v} \in \mathbf{R}^{d}$ the representative point of vertex $v \in \mathcal{V}$, we minimize the sum of the Euclidean distances between all pairs of representative points that are connected by an edge:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{\{v, w\} \in \mathcal{E}}\left\|y_{v}-y_{w}\right\|_{2}  \tag{6}\\
\text { subject to } & y_{v} \in \mathcal{B}_{k} \cap \mathcal{B}_{l}, \quad v=\{k, l\} \in \mathcal{V}
\end{array}
$$

Here the variables are the representative points $y_{v}, v \in \mathcal{V}$. Each of these points is constrained in the corresponding box intersection, which is itself an axis-aligned box. This is a convex optimization problem that can be represented as a second-order cone program (SOCP) and efficiently solved [24, §4.4.2] [39]. We also note that this problem only needs to be solved to modest, or even low, accuracy.

After optimizing the position of the representative points $y_{v}$ as in (6), each edge $\{v, w\} \in \mathcal{E}$ of the line graph is assigned the weight $\left\|y_{v}-y_{w}\right\|_{2}$.

## C. Example

We illustrate the preprocessing steps on a small path planning problem that will serve as a running example throughout the paper. This problem has $K=9$ safe boxes in $d=2$ dimensions and is depicted in figure 2 The left figure shows the safe boxes, and the center left figure shows their intersections (with some overlapping when more than two boxes intersect). These intersections correspond to the $|\mathcal{V}|=11$ vertices of the line graph. In the center right figure, we show the $|\mathcal{E}|=20$ edges of the line graph as line segments connecting the centers of the box intersections. The right figure shows the optimized representative points, which minimize the total Euclidean distance over the edges of the line graph, i.e., a solution of (6). Note that some of the 20 edges overlap in this figure. Observe also that the line graph, considered as a subset of $\mathbf{R}^{2}$, is entirely contained in the safe set, since each edge is in at least one safe box.

## IV. Polygonal phase

We now describe the first online phase of our algorithm, where we design a safe polygonal curve $\mathcal{C}$ of short length that


Fig. 2. Offline preprocessing of the safe boxes. Left. Safe boxes. Center left. Pairwise intersections of the safe boxes. Center right. Line graph, with vertices in the box intersections and edges connecting intersections that share a box. Right. Line graph with optimized representative points.
connects $p^{\text {init }}$ to $p^{\text {term }}$. An illustration of the steps below can be found at the end of the section, where we continue our running example.

## A. Shortest path problem

We use the line graph $G$ to initialize the polygonal curve $\mathcal{C}$. We augment the line graph with two new vertices with representative points $p^{\text {init }}$ and $p^{\text {term }}$. An edge is added between $p^{\text {init }}$ and all the intersections of safe boxes that contain $p^{\text {init }}$, i.e., all the vertices $\{k, l\} \in \mathcal{V}$ such that $p^{\text {init }} \in \mathcal{B}_{k}$ or $p^{\text {init }} \in \mathcal{B}_{l}$. An analogous operation is done for $p^{\text {term }}$. As for the other edges in the line graph, these new edges are assigned a weight equal to the Euclidean distance between the representative points that they connect. We then find a shortest path from the initial point to the terminal point, and we recover an initial polygonal curve $\mathcal{C}$ by connecting the representative points along this path. As noted above, this curve is safe because each of its line segments is contained in at least a safe box.

This shortest path step determines whether or not our path planning problem is feasible. If there is no path in the augmented line graph between the vertices associated with $p^{\text {init }}$ and $p^{\text {term }}$, i.e., the distance between them is $\infty$, then the path planning problem (4) is infeasible. Conversely, if there is a path between these two vertices, the original path planning problem is feasible, since a feasible trajectory can be constructed as in $\S$ II-C

The problem of identifying the safe boxes that contain the initial and terminal points is known as stabbing problem and, given the precomputations done to construct the line graph, this takes negligible time [38]. Using an optimized implementation of Dijkstra's algorithm (e.g., the one provided by scipy [40]), the search for a shortest path is also very fast.

## B. Shortening of the polygonal curve

Thanks to the optimization of the representative points in (6), our initial polygonal curve $\mathcal{C}$ is typically of short length. However, the online knowledge of the initial and terminal points, which were unknown during the preprocessing stage, allows us to shorten this curve further. This is done iteratively: we alternate between solving a convex optimization problem
that minimizes the curve length for a fixed box sequence, and improving the box sequence for a fixed polygonal curve.

Optimization of the polygonal curve: Denote with $\mathcal{C}$ be the curve at the current iteration (initialized with the solution of the shortest path problem). Let $N$ be the number of segments in $\mathcal{C}$, and $z_{0}, \ldots, z_{N} \in \mathbf{R}^{d}$ be the curve nodes, with $z_{0}=p^{\text {init }}$ and $z_{N}=p^{\text {term }}$. For $j=1, \ldots, N$, let also $s_{j} \in\{1, \ldots, K\}$ be the index of the safe box that covers the line segment between $z_{j-1}$ and $z_{j}$. We fix the boxes $s_{j}$ that the curve $\mathcal{C}$ traverses, and we optimize the position of the nodes $z_{j}$ so that the length of the curve is minimized. This leads to the problem

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{j=1}^{N}\left\|z_{j}-z_{j-1}\right\|_{2} \\
\text { subject to } & z_{0}=p^{\text {init }}, \quad z_{N}=p^{\text {term }}  \tag{7}\\
& z_{j-1}, z_{j} \in \mathcal{B}_{s_{j}}, \quad j=1, \ldots, N
\end{array}
$$

with variables $z_{0}, \ldots, z_{N}$. This is a small SOCP with banded constraints that can be solved very efficiently, in time that is only linear in the number $N$ of segments [14].

Improvement of the box sequence: After solving problem (7) the nodes $z_{j}$ minimize the curve length for the given box sequence, but the insertion of a new box in the sequence can potentially give us room to further shorten the current curve (see, e.g., the example at the end of this section). In our second step we seek a new box sequence that contains the current curve and that is guaranteed to result in a shorter curve. Thanks to the fact that our safe sets are boxes, this step will only involve negligible computations and will be extremely fast.

For each node $z_{j}$ in our curve, we consider inserting between the indices $s_{j}$ and $s_{j+1}$ in our box sequence a third safe box $\mathcal{B}_{k}$ that contains $z_{j}$. (As mentioned above, given our offline computations, the stabbing problem of finding all the boxes that contain a given point can be solved very efficiently.) Without loss of generality, we assume that the points $z_{j-1}$, $z_{j}$, and $z_{j+1}$ are distinct, since if two nodes coincide we can eliminate one. In $\$$ we show that this box insertion leads to a reduction of the curve length if and only if the optimal value of the following problem is larger than one:

$$
\begin{array}{ll}
\operatorname{minimize} & \|\lambda\|_{2} \\
\text { subject to } & L_{1} \lambda \geq L_{1} \lambda_{1}, \quad U_{1} \lambda \leq U_{1} \lambda_{1}  \tag{8}\\
& U_{2} \lambda \geq U_{2} \lambda_{2}, \quad L_{2} \lambda \leq L_{2} \lambda_{2}
\end{array}
$$



Fig. 3. Polygonal phase of the algorithm. Left. Line graph augmented with $p^{\text {init }}$ and $p^{\text {term }}$, shown as black disks. Center left. Shortest path from $p^{\text {init }}$ to $p^{\text {term }}$. Center right. The safe box sequence is fixed and the polygonal curve is shortened via convex optimization. Right. A new box (shown in green) is inserted in the sequence and the curve is shortened a second time. Since no further shortening is possible, the polygonal phase converges in one iteration.

Here the variable is $\lambda \in \mathbf{R}^{d}$. The vectors $\lambda_{1}, \lambda_{2} \in \mathbf{R}^{d}$ are defined as

$$
\lambda_{1}=\frac{z_{j}-z_{j-1}}{\left\|z_{j}-z_{j-1}\right\|_{2}}, \quad \lambda_{2}=\frac{z_{j+1}-z_{j}}{\left\|z_{j+1}-z_{j}\right\|_{2}}
$$

The matrices $L_{1}$ and $U_{1}$ select the indices of the inactive inequalities in the box constraint $z_{j} \in \mathcal{B}_{s_{j}} \cap \mathcal{B}_{k}$ ( $L_{1}$ for the lower bounds and $U_{1}$ for the upper bounds). Similarly, $L_{2}$ and $U_{2}$ select the inactive inequalities in $z_{j} \in \mathcal{B}_{k} \cap \mathcal{B}_{s_{j+1}}$.

We observe that problem (8) can be solved in closed form in negligible time. In fact, since $L_{1}, U_{1}, L_{2}$, and $U_{2}$ are selection matrices, each inequality in $(8)$ is simply a bound on a subset of the entries of the variable $\lambda$. The constraints in (8) can then be expressed as

$$
l \leq \lambda \leq u
$$

for two suitable vectors $l \in(\mathbf{R} \cup\{-\infty\})^{d}$ and $u \in(\mathbf{R} \cup\{\infty\})^{d}$. Problem (8) is then an orthogonal projection onto an axisaligned box, and its minimizer $\lambda^{\star}$ can be computed explicitly as

$$
\lambda^{\star}=\min \{u, \max \{l, 0\}\}
$$

where the minimum and maximum are elementwise.
For each index $j=1, \ldots, N-1$ such that the norm of $\lambda^{\star}$ is greater than one, we insert a new box in our sequence. If multiple boxes satisfy this condition for the same index $j$, we select one for which the norm of $\lambda^{\star}$ is largest. (This heuristic is motivated in $\S$ A) After updating the box sequence, the distance minimization problem (7) is solved again. This process is repeated until the condition above fails for every curve node $j$ and every box $k$.

## C. Example

Figure 3 continues our running example, and illustrates the construction of the polygonal curve. The initial position $p^{\text {init }}$ and terminal position $p^{\text {term }}$ are shown as black disks in the bottom left and bottom right, respectively. The left figure shows the augmented line graph, where these two points are connected to their adjacent vertices. The initial point $p^{\text {init }}$ has two adjacent vertices, while the terminal point $p^{\text {term }}$ has only one. The center left figure shows the shortest path from the initial point to the terminal point. In the center right figure, we
fix the boxes that the curve must traverse, and we minimize the curve length by solving the SOCP (7). In the right figure, a new box is inserted in the box sequence and the curve nodes are optimized again. In this small example the polygonal phase converges in a single iteration.

## V. Smooth phase

We now describe the final phase of our algorithm, which starts from the polygonal curve $\mathcal{C}$ computed in the previous phase, and constructs a smooth path $p$ that is feasible for our planning problem, and has small objective value.

In this phase the sequence $s_{1}, \ldots, s_{N}$ of safe boxes traversed by the curve $\mathcal{C}$ is frozen. Our first step is to find an initial estimate for the transition times $t_{1}, \ldots, t_{N-1}$. This gives us an initial safety map $s$, that is then improved by alternating between two convex optimization problems. The first is an optimal control problem, where we fix the safety map and we optimize the path. The second is a re-timing problem, where we improve the transition times for a fixed path.

The optimal control problems we solve are infinite dimensional. To solve them numerically we parametrize our path as a piecewise Bézier curve, i.e., a sequence of Bézier curves that connect smoothly. (Sometimes this is also called a composite Bézier curve.) We start this section by reviewing the basic properties of this family of curves.

## A. Bézier curves

A Bézier curve is constructed using Bernstein polynomials. The Bernstein polynomials of degree $M$ are defined over the interval $[a, b] \subset \mathbf{R}$ (with $b>a$ ) as

$$
\beta_{n}(t)=\binom{M}{n}\left(\frac{t-a}{b-a}\right)^{n}\left(\frac{b-t}{b-a}\right)^{M-n}, \quad n=0, \ldots, M
$$

For $t \in[a, b]$ the Bernstein polynomials are nonnegative and, by the binomial theorem, they sum up to one. Therefore, the scalars $\beta_{0}(t), \ldots, \beta_{M}(t)$ can be thought of as the coefficients of a convex combination. Using these coefficients to combine a given set of control points $\gamma_{0}, \ldots, \gamma_{M} \in \mathbf{R}^{d}$, we obtain a Bézier curve:

$$
\gamma(t)=\sum_{n=0}^{M} \beta_{n}(t) \gamma_{n}
$$



Fig. 4. Bézier curve with control points $\gamma_{0}, \ldots, \gamma_{M}$, with $M=4$. The curve starts at $\gamma(a)=\gamma_{0}$, ends at $\gamma(b)=\gamma_{M}$, and is entirely contained in the convex hull of the control points, shown shaded.

The Bézier curve $\gamma:[a, b] \rightarrow \mathbf{R}^{d}$ is a polynomial function of degree $M$.

An example of a Bézier curve is shown in figure 4 for $d=2$ and $M=4$. Below we list some important properties that we will use later in this section.

Endpoints: A Bézier curve starts at its first control point and ends at its last control point, i.e.,

$$
\begin{equation*}
\gamma(a)=\gamma_{0}, \quad \gamma(b)=\gamma_{M} \tag{9}
\end{equation*}
$$

Control polytope: Since each point on a Bézier curve is a convex combination of the control points, the curve is contained in the convex hull of the control points, i.e.,

$$
\begin{equation*}
\gamma(t) \in \operatorname{conv}\left\{\gamma_{0}, \ldots, \gamma_{M}\right\} \tag{10}
\end{equation*}
$$

for $t \in[a, b]$. This convex hull is called the control polytope of the Bézier curve $\gamma$. It follows that if all control points lie in a box, then so does the Bézier curve.

Derivatives: The derivative $\gamma^{(1)}$ of a Bézier curve $\gamma$ is also a Bézier curve. It has degree $M-1$ and its control points are linear combinations of the ones of $\gamma$ :

$$
\begin{equation*}
\gamma_{n}^{(1)}=\frac{M}{b-a}\left(\gamma_{n+1}-\gamma_{n}\right), \quad n=0, \ldots, M-1 \tag{11}
\end{equation*}
$$

Iterating this, we see that the derivatives of any order of a Bézier curve are also Bézier curves, and their control points are related to the ones of $\gamma$ through linear constraints. Combining this observation with the endpoint property (9), we see that the requirement that a piecewise Bézier curve has $D$ continuous derivatives can be expressed as a set of linear equality constraints on the control points of the Bézier curves that compose it (see (15) and (16)).
$L_{2}$ norm squared: The square of the $L_{2}$ norm of a Bézier curve can be expressed as a convex quadratic function of the control points [41, §3.3]:

$$
\begin{equation*}
\int_{a}^{b}\|\gamma(t)\|_{2}^{2} d t=\frac{b-a}{2 M+1} \sum_{m=0}^{M} \sum_{n=0}^{M} \frac{\binom{M}{m}\binom{M}{n}}{\binom{2 M}{m+n}} \gamma_{m}^{T} \gamma_{n} \tag{12}
\end{equation*}
$$

This allows us to express the $L_{2}$ norm squared of any derivative of the curve $\gamma$, which is itself a Bézier curve, as a convex quadratic function of its control points.

## B. Initialization of the transition times

The first step of the smooth phase is the estimation of the transition times $t_{1}, \ldots, t_{N-1}$. For $j=1, \ldots, N-1$, we simply
let $t_{j}$ be the time at which we reach node $z_{j}$ by traveling along the polygonal curve $\mathcal{C}$ at constant speed, with total traversal time $T$. Thus the time window $T_{j}=t_{j}-t_{j-1}$ allocated for box $\mathcal{B}_{s_{j}}$ is proportional to the distance between the nodes $z_{j-1}$ and $z_{j}$. We combine these initial transition times with the box sequence of the curve $\mathcal{C}$ as in (3). This defines our initial safety map $s$.

## C. Optimization of the path shape

As observed before, given a safety map, problem (4) reduces to a convex optimal control problem. To solve this problem numerically we parametrize a path $p$ as a piecewise Bézier curve.

Given the transition times $t_{1}, \ldots, t_{N-1}$, we divide the path $p$ into $N$ subpaths,

$$
p_{j}:\left[t_{j-1}, t_{j}\right] \rightarrow \mathbf{R}^{d}, \quad j=1, \ldots, N
$$

Each subpath $p_{j}$ is a Bézier curve of degree $M$, with control points $p_{j, 0}, \ldots, p_{j, M} \in \mathbf{R}^{d}$ and domain $\left[t_{j-1}, t_{j}\right]$. Leveraging the endpoint property $\sqrt[91]{ }$, the boundary conditions in our path planning problem are enforced simply as

$$
\begin{equation*}
p_{1,0}=p^{\mathrm{init}}, \quad p_{N, M}=p^{\mathrm{term}} \tag{13}
\end{equation*}
$$

Property (10) tells us that a Bézier curve lies within its control polytope. Therefore, to ensure that each subpath $p_{j}$ is entirely contained in the corresponding safe box $\mathcal{B}_{s_{j}}$, it is sufficient to constrain the control polytope of $p_{j}$ to lie in the box:

$$
\begin{equation*}
l_{s_{j}} \leq p_{j, n} \leq u_{s_{j}}, \quad j=1, \ldots, N, n=0, \ldots, M \tag{14}
\end{equation*}
$$

This implies that each subpath is safe, $p_{j}(t) \in \mathcal{B}_{s_{j}}$ for all $t \in\left[t_{j-1}, t_{j}\right]$, and that the whole path $p$ is safe, $p(t) \in \mathcal{S}$ for all $t \in[0, T]$. The subpath derivatives $p_{j}^{(i)}$ are themselves Bézier curves. As in (11), the control points of these derivatives are defined recursively by the linear difference equation

$$
\begin{align*}
p_{j, n}^{(i)} & =\frac{M-i+1}{T_{j}}\left(p_{j, n+1}^{(i-1)}-p_{j, n}^{(i-1)}\right) \\
& i=1, \ldots, D, j=1, \ldots, N, n=0, \ldots, M-i \tag{15}
\end{align*}
$$

where $T_{j}=t_{j}-t_{j-1}$ is the duration of the subpath $p_{j}$. Using this, the continuity and differentiability of our path is simply enforced as a set of linear equality constraints:

$$
\begin{equation*}
p_{j, M-i}^{(i)}=p_{j+1,0}^{(i)}, \quad i=0, \ldots, D, j=1, \ldots, N-1 \tag{16}
\end{equation*}
$$

(Note that initial and terminal values for any derivative of our path can be specified using the control points $p_{1,0}^{(i)}$ and $p_{N, M-i}^{(i)}$ as in (13).)

Using the formula in (12), each term in our objective function (1) can be expressed as the following convex quadratic function of the control points:

$$
\begin{align*}
J_{i, j} & =\int_{t_{j-1}}^{t_{j}}\left\|p_{j}^{(i)}(t)\right\|_{2}^{2} d t \\
\quad & =\frac{T_{j}}{2(M-i)+1} \sum_{m=0}^{M-i} \sum_{n=0}^{M-i} \frac{\binom{M-i}{m}\binom{M-i}{n}}{\binom{2(M-i)}{m+n}}\left(p_{j, m}^{(i)}\right)^{T} p_{j, n}^{(i)} \tag{17}
\end{align*}
$$

Overall, we then have the optimization problem

$$
\begin{align*}
& \operatorname{minimize}  \tag{18}\\
& \text { subject to } \\
& \text { (13), (14), } 15), \text { and (16). }
\end{align*}
$$

The variables are the control points $p_{j, n}^{(i)}$ for $i=0, \ldots, D$, $j=1, \ldots, N$, and $n=0, \ldots, M-i$. Since the objective $J$ is convex quadratic and all the constraints are linear, this is a quadratic program (QP) [24, §4.4]. The difference equations (15) couple only the control points of consecutive subpaths. These QPs have then the structure of optimal control problems with banded constraints. This allows us to solve them in time that scales only linearly in $N$ [14].

Of course, the QP (18) is an approximation of the original infinite dimensional path planning problem. Nonetheless, piecewise Bézier curves give us an excellent finite dimensional basis for the infinite dimensional space of paths that are continuously differentiable $D$ times. In addition, the solution of (18) is guaranteed to be safe at all times.

Choice of degree: If the degree of the Bézier curves is chosen so that $M \geq 2 D+1$, then the QP (18) is guaranteed to be feasible. This degree condition ensures that each subpath can be a line segment, with the first $D$ derivatives equal to zero at the endpoints. The overall path $p$ can then take the form of the polygonal curve $\mathcal{C}$, while satisfying the differentiability constraints.

While this minimum degree guarantees feasibility, we have found that curves of smaller degree almost always yield feasible QPs. In any case, the degree must be at least $D+1$ (i.e., $D+2$ control points), since the continuity of the path derivatives in (16) is a set of $D+1$ linear equality constraints.

## D. Re-timing

The last piece of our algorithm addresses the question of how to improve the transition times $t_{1}, \ldots, t_{N-1}$ for a fixed path $p$, obtained when solving the QP (18).

To obtain a new tentative timing, we solve a convex optimization problem where we imagine scaling the duration $T_{j}$ of each subpath $p_{j}$ by a constant factor $\eta_{j}>0$, for $j=1, \ldots, N$. We note immediately that this scaling does not preserve the feasibility of our path. In fact, by scaling the duration of two adjacent subpaths $p_{j}$ and $p_{j+1}$ by different factors $\eta_{j}$ and $\eta_{j+1}$ we break the path differentiability at the transition time $t_{j}$. Here we will use the factors $\eta_{j}$ to guess a new timing, and a new (feasible) path will be constructed by re-solving the QP 18).

The effect of the time scaling on the cost of our path is to multiply each objective term $J_{i, j}$, defined in (17), by $\eta_{j}^{1-2 i}$. Our first term in the objective of the re-timing problem is then

$$
J_{1}=\sum_{i=1}^{D} \alpha_{i} \sum_{j=1}^{N} J_{i, j} \eta_{j}^{1-2 i}
$$

where the terms $J_{i, j}$ are constant coefficients that have the value of the corresponding functions before the re-timing. Note that $J_{1}$ is a convex function of the factors $\eta_{j}>0$, since for $i \geq 1$ we have $1-2 i<0$.

The second term in our re-timing objective is a Lagrangian penalty that approximates (relaxes) the differentiability constraints in for small variations of the factors around the nominal value $\eta_{1}=\cdots=\eta_{N}=1$. For $i=1, \ldots, D$ and $j=1, \ldots, N-1$, let $\nu_{i, j} \in \mathbf{R}^{d}$ be the optimal Lagrange multipliers of the differentiability constraints (16), obtained when solving the QP 18 . We substitute the differentiability constraints with the cost penalty

$$
\sum_{i=1}^{D} \sum_{j=1}^{N-1} \nu_{i, j}^{T}\left(p_{j, M-i}^{(i)}-p_{j+1,0}^{(i)}\right)
$$

Note that, since the multipliers $\nu_{i, j}$ are optimal, the optimal solution of the QP 18 is unchanged after this substitution. Expressing this penalty as a function of our re-timing variables $\eta_{j}$, we obtain

$$
\sum_{i=1}^{D} \sum_{j=1}^{N-1} w_{i, j}\left(\eta_{j}^{-i}-\eta_{j+1}^{-i}\right)
$$

where $w_{i, j}=\nu_{i, j}^{T} p^{(i)}\left(t_{j}\right)$ and $p$ is the fixed path found by solving (18). Since the latter expression is, in general, not convex in the scaling factors, we linearize it around the nominal point $\eta_{1}=\cdots=\eta_{N}=1$. This yields our second cost term,

$$
J_{2}=\sum_{i=1}^{D} \sum_{j=1}^{N-1} i w_{i, j}\left(\eta_{j+1}-\eta_{j}\right)
$$

where all the constants have been dropped.
The first constraint in our re-timing problem is a linear equality that ensures that the total duration of our path is unchanged after re-timing:

$$
\sum_{j=1}^{N} \eta_{j} T_{j}=T
$$

Finally, similarly to a gradient type method, we use a trust region constraint to explicitly control the mismatch between the subpath derivatives. Specifically, we limit the maximum change in adjacent scaling factors as $\left|\eta_{j+1}-\eta_{j}\right| \leq \kappa$, where $\kappa>0$.

Overall, our re-timing problem is then

$$
\begin{array}{ll}
\operatorname{minimize} & J_{1}+J_{2} \\
\text { subject to } & \sum_{j=1}^{N} \eta_{j} T_{j}=T,  \tag{19}\\
& \left|\eta_{j+1}-\eta_{j}\right| \leq \kappa, \quad j=1, \ldots, N-1
\end{array}
$$

The variables are the factors $\eta_{1}, \ldots, \eta_{N}$, which are subject to the implicit constraint $\eta_{j}>0$. The re-timing problem 19 is convex, since the objective is convex, the first constraint is linear, and the second constraint can be expressed as $2(N-$ 1) linear inequalities. More precisely, it can be verified that problem 19] is representable as an SOCP [39, §2.3]. Given that this problem has only $N$ variables and sparse structure, it can be solved extremely quickly.

After solving problem $\sqrt{19}$ ) and updating the transition times $t_{1}, \ldots, t_{N-1}$, the QP 18) is solved again and a new (fully differentiable) path is obtained. If the optimal objective value decreases, compared to its value before re-timing, we accept the new times and update our path. Otherwise we keep the


Fig. 5. Smooth phase of our algorithm. The shaded sets are the control polytopes of the Bézier curves. The labels show the relative time duration (top) and the cost (bottom) of each Bézier subpath. Left. The curve obtained in the polygonal phase of the algorithm with the corresponding sequence of safe boxes. Center left. The transition times are estimate using the polygonal curve and an initial smooth path is optimized. Center right. The transition times are improved using convex optimization and the path is optimized a second time. Right. The path at the last (sixth) iteration.
previous times and path. Independently of the success of the iteration, we then decrease the value of $\kappa$. This process is repeated until $\kappa$ becomes smaller than a fixed tolerance $\varepsilon>0$.

We decrease $\kappa$ using

$$
\kappa=\frac{1}{\omega} \max _{j=1, \ldots, N-1}\left|\eta_{j+1}^{\star}-\eta_{j}^{\star}\right|
$$

where $\eta_{1}^{\star}, \ldots, \eta_{N}^{\star}$ is the solution of (19) and $\omega>1$ is a parameter. Note that in case of an unsuccessful update of the transition times, $\omega>1$ guarantees that at the next iteration the factors $\eta_{1}^{\star}, \ldots, \eta_{N}^{\star}$ are infeasible for the new re-timing problem 19 with the updated value of $\kappa$.

We have found that for most problems the value of $\kappa$ can be simply initialized to one. Small values of $\omega$ (e.g., $\omega=$ 2) tend to work well when the initial transition times from $\$ V$ V-B are inaccurate, while larger values of $\omega($ e.g., $\omega=5)$ are more effective otherwise. In the numerical experiments illustrated below we use $\omega=3$. For the termination tolerance a reasonable choice is $\varepsilon=10^{-2}$.

## E. Example

We conclude our running example by illustrating the smooth phase of the path planning algorithm. We seek a path that is $D=3$ times continuously differentiable, and take objective weights $\alpha_{3}=1$ and $\alpha_{1}=\alpha_{2}=0$, i.e., our objective is the $L_{2}$ norm squared of the third derivative (or jerk) of the path. We use Bézier curves of degree $M=2 D+1=7$, which ensure feasibility of the QP (18) and success of our algorithm. Given the objective weights of this problem, the choice of the traversal time $T$ does not affect the shape of our path, but only scales its cost. Therefore, to simplify the analysis, we select $T$ so that the global minimum of the problem is equal to one.

Figure 5 illustrates the smooth phase of our algorithm. The blue shaded areas are the Bézier control polytopes within each box. Each box traversed by the path is labeled with two numbers: the percentage on top is the ratio between the duration $T_{j}$ of the subpath $p_{j}$ paired with the box and the total traversal time $T$; the number at the bottom is the cost $J_{3, j}$ of
the subpath $p_{j}$. The left figure shows the curve computed in the polygonal phase, with the corresponding sequence of safe boxes. In the center left figure, we show the path obtained by solving the QP $\sqrt{18)}$, with the initial transition times computed as in $\$ \sqrt{V-B}$ We solve problem (19) to update the transition times, and we then solve the QP (18) a second time. The resulting path is depicted in the center right figure. After six iterations the smooth phase converges, with the resulting path depicted in the right figure.

The initial path (center left) has total cost 12.04. The path after the first iteration (center right) has cost 3.13 , which is $74 \%$ smaller than the initial one. The final path (right) has cost 1.04, which is $91 \%$ cheaper than the initial one, and within only $4.0 \%$ of the global minimum (which has unit value). We also observe that our simple heuristic to initialize the transition times was quite inaccurate. However, our algorithm fixes this in very few iterations.

## VI. Numerical experiments

In this section we illustrate our method with numerical experiments. Every experiment was carried out using the default values in our software implementation fastpathplanning, which we briefly describe below. The computations were carried out on a computer with 2.4 GHz 8 -Core Intel Core i9 processor and 64 GB of RAM. For code readability and fast prototyping, the current (initial) version of fastpathplanning uses CVXPY [42] to construct the convex optimization problems and pass them to the solver. This introduces an overhead that, in some cases, can be significant. Since by communicating directly with the solver this overhead can be made negligible, the time spent within CVXPY has been eliminated from the runtimes reported in this paper.

## A. Software package

The algorithm presented in this paper is implemented in the open-source Python software package fastpathplanning, which is available at https://github.com/cvxgrp/
fastpathplanning. For the graph computations (e.g., the construction of the line graph) we use NetworkX [43]. For the solution of the shortest path problem in the line graph we use scipy [40]. The convex optimization problems are specified using CVXPY [42], and solved with the Clarabel solver [44].

The following is a basic example of the usage of fastpathplanning.

```
import fastpathplanning as fpp
# offline preprocessing
L = ... # lower bounds of the safe boxes
U = ... # upper bounds of the safe boxes
S = fpp.SafeSet(L, U)
# online path planning
p_init = ... # initial point
p_term = ... # terminal point
T = 1 # traversal time
alpha = [1, 1, 5] # cost weights
p = fpp.plan(S, p_init, p_term, T, alpha)
# evaluate solution
t = 0.5 # sample time
p_t = p(t)
```

The matrices $L$ and $U$ contain the lower bound $l_{k}$ and the upper bound $u_{k}$ of each safe box $\mathcal{B}_{k}, k=1, \ldots, K$. These have dimension $K \times d$, and are not explicitly defined in the code above. In line 6 they are used to instantiate the safe set $\mathcal{S}$ (as the object $S$ ). This line is where the offline preprocessing is done, i.e., we construct the line graph and optimize the representative points. In line 13 the function plan finds a smooth path p , given the safe set, intial and terminal points, traversal time, and objective coefficients. The number $D$ of continuous derivatives that our path will have is equal to the length of the list alpha. By default, the degree of the Bézier curves is set to $M=2 D+1$. The path object p can be called like a function by passing a time $t \in[0, T]$ as in line 17. (It also contains other attributes such as the list of Bézier control points and the safe boxes $s_{1}, \ldots, s_{N}$ that the path traverses.)

## B. Scaling study

In our first example we consider path planning problems in $d=2$ dimensions, and analyze the performance of our algorithm as a function of the number $K$ of safe boxes.

We generate an instance of the path planning problem (2) as follows. We construct a square grid with $P^{2}$ points with integer coordinates $\{1, \ldots, P\}^{2}$. We let each point in this grid be the center of a safe box $\mathcal{B}_{k}$. Each box elongates either horizontally or vertically, with equal probability. The short and long sides of a box are drawn uniformly at random from the intervals $[0,0.5]$ and $[0,2]$, respectively.

We use this procedure to generate six feasible path planning problems with grids of side $P=5,10,20,40,80,160$. The number of boxes in these problems is then

$$
K=P^{2}=25,100,400,1,600,6,400,25,600
$$

The traversal time is taken to be $T=P$ and the cost weights are $\alpha_{1}=0$ and $\alpha_{2}=\alpha_{3}=1$. The path is continuously


Fig. 6. Largest problem instance in the scaling study, with $K=25,600$ safe boxes and final path shown.

| Total boxes $K$ | 25 | 100 | 400 | 1,600 | 6,400 | 25,600 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Vertices $\|\mathcal{V}\|$ | 38 | 179 | 804 | 3,298 | 12,816 | 52,308 |
| Edges $\|\mathcal{E}\|$ | 127 | 708 | 3,583 | 15,613 | 58,351 | 241,348 |
| Path boxes $N$ | 7 | 12 | 35 | 53 | 113 | 241 |
| PROBLEM INSTANCE DIMENSIONS. |  |  |  |  |  |  |

differentiable $D=3$ times and the Bézier curves have degree $M=2 D+1=7$ (which ensures that our algorithm will succeed). The initial position is the center of the bottom-left box, $p^{\text {init }}=(1,1)$, and the terminal position is the center of the top-right box, $p^{\text {init }}=(P, P)$. The largest of these instances ( $K=25,600$ ) is depicted in figure 6.

The computation times are shown in figure 7, broken down into offline preprocessing, polygonal phase, and smooth phase. For the largest problem instance (figure 6) the offline processing time is 31 seconds, and a smooth path is generated online in 2.3 seconds. Accounting for some fixed overhead, we can see that the preprocessing times grow approximately linearly with the number of boxes $K$ (unit slope in the log$\log$ plot), while the online runtimes grow even more slowly. For each problem instance in this analysis, table $\square$ shows the number of vertices $|\mathcal{V}|$ and edges $|\mathcal{E}|$ in the line graph $G$, and the number of boxes $N$ traversed by the final path.

For both the polygonal and the smooth phase the number of iterations is essentially unaffected by the size of the problem. In the polygonal phase the number of iterations ranges between 1 and 4, in the smooth phase between 4 and 6 .

## C. Large example

In our second example we plan a path for a quadrotor in an environment with a very large number of obstacles. The configuration space of a quadrotor is six dimensional: three


Fig. 7. Computation times for the scaling study, broken down into offline preprocessing, polygonal phase, and smooth phase.
coordinates specify the position of the center of mass, and three coordinates specify the orientation. However, given any path for the center of mass that is differentiable four times, a dynamically feasible trajectory for the quadrotor's orientation, together with the necessary control thrusts, can always be reconstructed [45]. This very convenient property is called differential flatness, and it allows us to plan the flight of a quadrotor by solving a path planning problem in only $d=3$ dimensions.

The quadrotor environment is shown at the top of figure 1 . and it resembles a village with multiple buildings and dense vegetation. This village is constructed over a square grid with $P^{2}=50^{2}=2,500$ points, which divide the ground into $(P-1)^{2}$ square cells of unit side. The cell indexed by $(i, j) \in\{1, \ldots, P-1\}^{2}$ has bottom-left coordinate $(i, j) \in \mathbf{R}^{2}$ and top-right coordinate $(i+1, j+1) \in \mathbf{R}^{2}$. Each cell contains one of the following obstacles: a building, a bush, or a tree. There are a total of $9^{2}=81$ buildings. The cells that each building occupies are identified through a random walk of length 5 that starts in the cell with index $(i, j) \in$ $\{5,10, \ldots, 40,45\}^{2}$. Therefore each building can cover up to six cells, and neighboring buildings can potentially be connected. The buildings are constructed so that the quadrotor, whose collision geometry is overestimated with a sphere of radius 0.1 , cannot collide with them while flying in another cell. The height of each building is equal to 5.0. In the cells that are not occupied by a building we have either a bush or a tree, with equal probability. Bushes and trees are positioned in the center of their cells. A bush has square base of side chosen uniformly at random between 0.2 and 0.7 , and its height is twice the side of its base. The foliage of a tree is represented as a cube of side 0.8 . The center of the foliage has height that is drawn uniformly at random from [1.0, 4.5]. The trunk of a tree has square section with side 0.2 .

To construct the safe set $\mathcal{S}$ we decompose the free space in each cell independently using axis-aligned boxes. The buildings occupy their cells entirely, so for these cells we do not need any safe box. The free space around a bush is
decomposed using five safe boxes: four around the bush and one on top. Similarly, for a tree we have four safe boxes around the trunk and one safe box on top of the foliage. These boxes are appropriately shrunk to take into account the collision geometry of the quadrotor. The total number of safe boxes needed to decompose the environment in figure 1 using this method is $K=10,150$. The resulting line graph has $|\mathcal{V}|=70,907$ vertices and $|\mathcal{E}|=1,022,782$ edges.

As shown in [45], a natural objective function when planning the path of a quadrotor is the $L_{2}$ norm squared of the fourth derivative (or snap). Thus we set our cost weights to $\alpha_{4}=1$ and $\alpha_{1}=\alpha_{2}=\alpha_{3}=0$. We design a path that is continuously differentiable $D=4$ times, and we use Bézier curves of degree $M=2 D+1=9$. The traversal time is taken to be $T=P=50$. The quadrotor takes off at the bottom left of the environment $p^{\text {init }}=(1,1,0)$, and lands in the top right $p^{\text {init }}=(P, P, 0)$. In [45] it is also shown that for the quadrotor to start and stop horizontally, with zero translational and angular velocity, the following boundary conditions are necessary:

$$
p^{(i)}(0)=p^{(i)}(T)=0, \quad i=1, \ldots, 3
$$

These constraints are easily handled by our algorithm as mentioned in $\$ \overline{V-C}$

The offline preprocessing of the safe boxes takes 110 seconds, with the representative points in (6) computed using the commercial solver MOSEK 10.0. The polygonal phase takes 0.39 seconds, and it converges in 5 iterations. The smooth phase takes 3.50 seconds and 6 iterations. The number of boxes in the final path is 133 . The bottom of Figure 1 shows the quadrotor flying along the path generated by our algorithm. A video of the path can be found at https: //youtu.be/p1xlcNiER0o.

In this example, as well as in any other problem where we only penalize the path snap, the initial transition times from $\S$ V-B yield an initial trajectory with very high cost. However, the first iteration of the smooth phase is already sufficient to reduce the cost by $92.1 \%$, and the final trajectory has a cost that is $99.4 \%$ smaller than the initial one.

## D. Comparison with mixed integer optimization

Among the existing algorithms for path planning, a very natural approach to solving problem (2) is mixed integer (global) optimization [12]. We conclude our experiments with a short comparison of our method with these techniques. As a benchmark we use our simple running example illustrated in figures 2 to 5 (since on larger instances the mixed integer approach quickly becomes completely impractical).

To solve problem (2) with mixed integer optimization, we parametrize a path as a piecewise Bézier curve with $N$ subpaths of equal duration. The degree of each subpath is $M=2 D+1=7$. We write a mixed integer quadratic program (MIQP) that is essentially identical to the QP (18), except for the safety condition (14) that is substituted with a disjunctive constraint. This disjunctive constraint requires that each subpath $p_{j}$ is contained in at least one safe box $\mathcal{B}_{k}$, and is encoded using the binary variables $\sigma_{j, k} \in\{0,1\}$,


Fig. 8. Comparison of the proposed path planner with mixed integer optimization. The number attached to each MIQP solution is the number $N$ of subpaths used in the trajectory parameterization.
$j=1, \ldots, N$ and $k=1, \ldots, K$. Since our safe sets are axisaligned boxes, this constraint takes the following simple form:

$$
\begin{aligned}
\sum_{k=1}^{K} l_{k} \sigma_{j, k} \leq p_{j, n} \leq \sum_{k=1}^{K} & u_{k} \sigma_{j, k} \\
& j=1, \ldots, N, n=0, \ldots, M
\end{aligned}
$$

where the binary variables are also subject to the "one-hot" condition

$$
\sum_{k=1}^{K} \sigma_{j, k}=1, \quad j=1, \ldots, N
$$

The MIQPs are solved with the commercial solver MOSEK 10.0. We highlight that, since in the worst case the solver has to enumerate all the $K^{N}$ possible assignments of binary variables, the runtimes of this approach can grow exponentially with $N$.

The path designed by our method for the running example is illustrated in the right of figure 5 and has cost 1.04 . (We recall that the data of this problem are chosen so that the global minimum is equal to one.) The offline preprocessing (figure 2), the polygonal phase (figure 3), and the smooth phase (figure 5) of our algorithm take 2.4, 3.7, and 12.6 milliseconds, respectively. The sum of these three times (18.7 milliseconds) and the cost of our path are reported in figure 8 with a green star. Using mixed integer optimization, we design a sequence of trajectories with increasing number of subpaths, $N=5, \ldots, 15$, and we mark the associated runtimes and costs with red dots in figure 8 . Close to each dot we show the corresponding number $N$ of subpaths.

Mixed integer optimization requires $N=7$ subpaths and 1.09 seconds to find a path that has cost comparable to ours. As shown by the trade-off curve, the best mixed integer path is obtained for $N=15$. This has cost 1.01 and requires 124 seconds to be found. Compared to ours, this is a decrease in cost of only $2.7 \%$ and an increase in runtime by a factor larger than 6,000 .

## VII. Extensions

We conclude by briefly mentioning how the techniques presented in this paper can be extended to tackle some more general path planning problems.

Convex safe sets: The assumption that the safe sets are axis-aligned boxes is very convenient in the offline part of our algorithm, since the pairwise intersections between a collection of boxes can be found very efficiently [38]. We also leveraged this assumption in the polygonal phase, specifically in the multiple stabbing problems and in the improvement of the box sequence in $\S I V-B$. In case of more generic convex safe sets these computations are more demanding and can significantly slow down our algorithm. For example, checking if two convex sets intersect requires solving a convex optimization problem, $e . g .$, a linear program when the sets are polyhedra. However, if each convex safe set is equipped with an axis-aligned bounding box, part of the efficiency of our approach can be recovered.

Unspecified traversal time: In some applications specifying a fixed traversal time $T$ is not straightforward, and it is preferable to let the planning algorithm select this value automatically. In these cases, we also add a penalty on $T$ (e.g., a linear cost $\theta T$ with fixed weight $\theta>0$ ) that prevents our original objective $J$ from making the traversal time arbitrarily large. Our approach can be extended to these problems very naturally. In the initialization of the transition times in $\S \nabla-B$. we now require an initial guess for the total duration of the path. This guess is then improved by solving the retiming problem (19), where we let the traversal time $T$ be an optimization variable and we add the duration penalty (e.g., $\theta T)$ to the cost function. Note that even with these changes problem (19) is still representable as an SOCP.

Constraints on the path derivatives: Convex constraints on the path derivatives can also be incorporated in our framework very easily. In fact, the derivatives of the path designed by our method are piecewise Bézier curves, and, similarly to the safety constraints in (14), these derivatives can be forced to lie in a convex set at all times simply by constraining their control points. If the traversal time $T$ is fixed, the addition of these constraints breaks the completeness of our algorithm. Specifically, the feasibility argument in $\S \boxed{I I}$ does not hold anymore, and the optimization of our piecewise Bézier path in might be infeasible even if the original path planning problem is feasible. However, if we let $T$ be an optimization variable as described above, then the algorithm completeness is recovered. This because any derivative constraint (that contains the origin in its interior) can be satisfied by travelling along a path sufficiently slowly.

Multiple waypoints: In some path planning problems we need to design a single smooth path that interpolates or passes through a given sequence of intermediate waypoints in order. To extend our approach to these problems, the steps in the polygonal phase are repeated to connect each pair of consecutive waypoints, yielding a single polygonal curve that satisfies all the interpolation constraints. Similarly, in the smooth phase, we concatenate multiple problems of the form (18) into a single QP, where each piecewise Bézier curve has fixed endpoints and is constrained to connect smoothly
with its neighbors. The time at which the overall path visits each waypoint is then automatically selected by our retiming technique. Finally, periodic trajectories that visit all the waypoints can be generated by asking our path to satisfy $p^{(i)}(0)=p^{(i)}(T), i=0, \ldots, D$. These conditions translate immediately to linear constraints on the control points of the Bézier subpaths $p_{1}$ and $p_{N}$.
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## Appendix A

## DERIVATION OF BOX UPDATE FORMULA

In this appendix we derive problem (8), which is used in the polygonal phase of our algorithm to improve the sequence of boxes that the curve $\mathcal{C}$ must traverse. We consider three consecutive nodes $z_{j-1}, z_{j}$, and $z_{j+1}$, obtained by solving problem (7]. As observed, these can be assumed to be distinct, and node $z_{j}$ lies in the intersection of $\mathcal{B}_{s_{j}}$ and $\mathcal{B}_{s_{j+1}}$. Let $\mathcal{B}_{k}$ be a third box that contains $z_{j}$. Here we answer the question of whether inserting this box between the boxes $s_{j}$ and $s_{j+1}$ gives us room to shorten our polygonal curve.

To simplify the notation, just for this appendix, let $a=z_{j-1}$, $b=z_{j+1}$, and $z=z_{j}$. In addition let $l$ and $u$ be the lower and upper bound that delimit the axis-aligned box $\mathcal{B}_{s_{j}} \cap \mathcal{B}_{s_{j+1}}$. Similarly, let $l_{1}$ and $u_{1}$ delimit the box $\mathcal{B}_{s_{j}} \cap \mathcal{B}_{k}$, and $l_{2}$ and $u_{2}$ delimit the box $\mathcal{B}_{k} \cap \mathcal{B}_{s_{j+1}}$. To answer the question above, we need to compare the optimal value of two optimization problems. The first problem is

$$
\begin{array}{ll}
\text { minimize } & \|z-a\|_{2}+\|b-z\|_{2} \\
\text { subject to } & l \leq z \leq u
\end{array}
$$

where the only variable is $z$. The second problem is

$$
\begin{array}{ll}
\operatorname{minimize} & \left\|z_{1}-a\right\|_{2}+\left\|z_{2}-z_{1}\right\|_{2}+\left\|b-z_{2}\right\|_{2}  \tag{20}\\
\text { subject to } & l_{1} \leq z_{1} \leq u_{1}, \quad l_{2} \leq z_{2} \leq u_{2}
\end{array}
$$

where the variables are $z_{1}$ and $z_{2}$. The insertion of the box $k$ is length decreasing if and only if the optimal cost of the second optimization is less than the one of the first.

Let $z^{\star}$ be the solution of the first problem, which is known to us since we have solved (7). Observe that the solution $z_{1}=z_{2}=z^{\star}$ is feasible for the second problem. This implies that the insertion of box $k$ is length decreasing if and only if $z_{1}=z_{2}=z^{\star}$ is not optimal for the second problem. To check the optimality of this variable assignment, we look for Lagrange multipliers of problem that satisfy complementary slackness and are dual feasible.

Complementary slackness reads

$$
\begin{array}{ll}
\lambda_{1}=\left(z^{\star}-a\right) /\left\|a-z^{\star}\right\|_{2}, & \left(z^{\star}-l_{1}\right)^{T} \nu_{1}^{+}=0 \\
\lambda_{2}=\left(b-z^{\star}\right) /\left\|b-z^{\star}\right\|_{2}, & \left(z^{\star}-l_{2}\right)^{T} \nu_{2}^{+}=0 \\
& \left(u_{1}-z^{\star}\right)^{T} \nu_{1}^{-}=0, \\
& \left(u_{2}-z^{\star}\right)^{T} \nu_{2}^{-}=0
\end{array}
$$

Here the multipliers $\lambda_{1}, \lambda_{2} \in \mathbf{R}^{d}$ are paired with the first and last objective terms in (20), $\nu_{1}^{+}, \nu_{1}^{-} \in \mathbf{R}^{d}$ with the lower and upper limits in the first box constraint, and $\nu_{2}^{+}, \nu_{2}^{-} \in \mathbf{R}^{d}$ with the second box constraint. The constraints of the dual of problem 20) are

$$
\begin{array}{lll}
\|\lambda\|_{2} \leq 1, & \lambda-\lambda_{1}+\nu_{1}^{+}+\nu_{1}^{-}=0, & \nu_{1}^{+} \geq 0 \\
\left\|\lambda_{1}\right\|_{2} \leq 1, & \lambda_{2}-\lambda+\nu_{2}^{+}+\nu_{2}^{-}=0, & \nu_{2}^{+} \geq 0 \\
\left\|\lambda_{2}\right\|_{2} \leq 1, & & \nu_{1}^{-} \leq 0 \\
& \nu_{2}^{-} \leq 0
\end{array}
$$

where the multiplier $\lambda \in \mathbf{R}^{d}$ is paired with the second cost term in (20).

Let $L_{1}$ and $U_{1}$ be the matrices that select the entries where $l_{1}<z^{\star}$ and $z^{\star}<u_{1}$, respectively. Let $L_{2}$ and $U_{2}$ be defined similarly but for the limits $l_{2}$ and $u_{2}$. After a few manipulations, the two sets of conditions above reduce to

$$
\begin{aligned}
& \|\lambda\|_{2} \leq 1, \quad L_{1} \lambda \geq L_{1} \lambda_{1}, \quad U_{1} \lambda \leq U_{1} \lambda_{1}, \\
& U_{2} \lambda \geq U_{2} \lambda_{2}, \quad L_{2} \lambda \leq L_{2} \lambda_{2} .
\end{aligned}
$$

Here the only variable is $\lambda$, as the values of $\lambda_{1}$ and $\lambda_{2}$ are fixed (and known) by the complementary slackness conditions. This set of conditions gives problem 8).

Finally, we also observe that the norm of $\lambda$ can be interpreted as the force exchanged by the points $z_{1}$ and $z_{2}$. This motivates our heuristic of inserting the box that maximizes the optimal value (8), when multiple box insertions are length decreasing.
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