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Abstract

An exponentially weighted moving model (EWMM) for a vector time series fits a
new data model each time period, based on an exponentially fading loss function on
past observed data. The well known and widely used exponentially weighted moving
average (EWMA) is a special case that estimates the mean using a square loss function.
For quadratic loss functions EWMMs can be fit using a simple recursion that updates
the parameters of a quadratic function. For other loss functions, the entire past history
must be stored, and the fitting problem grows in size as time increases. We propose
a general method for computing an approximation of EWMM, which requires storing
only a window of a fixed number of past samples, and uses an additional quadratic term
to approximate the loss associated with the data before the window. This approximate
EWMM relies on convex optimization, and solves problems that do not grow with time.
We compare the estimates produced by our approximation with the estimates from the
exact EWMM method.
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1 Introduction

We consider the problem of fitting a time-varying model to a vector time series, updating it
each time period as new data is observed. Assuming that recent data is more relevant than
data from many periods in the past, the model is fit giving more weight to recent past values
and lower weight to values far in the past.

Rolling window model. One simple method to do this is to fit the model at time period
t using a rolling window of R previous values of the time series. The choice of R involves a
trade-off. When it is small, we have fewer data to fit our model; when it is large, the model
takes longer to adapt to changes in the underlying data. We can think of a rolling window
model (RWM) with window length R as one that puts weight one on the last R data values,
and weight zero on any values more than R periods in the past. One advantage of such an
RWM is that the optimization problem we solve to carry out the fitting has the same size
in each time period.

Exponentially weighted moving model. Another method for fitting a time-varying
model uses all past data to create the model, but puts a time-varying weight on past values
that decays smoothly as we move farther back in time. A natural choice for the weights is
an exponential decay. We refer to such a model as an exponentially weighted moving model
(EWMM). The parameter in EWMM analogous to R in an RWM is the half-life, the number
of periods in the past where the weight decays to one-half.

Exponentially weight moving average. EWMMs generalize the well known and widely
used exponentially weighted moving average (EWMA). When we fit the data with a constant
model using a square loss function, i.e., we attempt to estimate the mean, EWMM reduces
to EWMA. But EWMM includes many other interesting data models beyond EWMA, such
as exponentially weighted quantile estimation, exponentially weighted covariance estimation,
and various exponentially weighted regression models, possibly with regularization.

Fixed size recursion. One attractive property of the EWMA estimate is that while it
is based on all past values, it can be computed recursively, so there is no need to store all
past data, and the computational effort to compute the EWMA estimate does not grow with
time. This is similar to an RWM, where a fixed size problem is solved in each time period.

For EWMMs with quadratic loss functions a similar recursion can be used to fit the
model. A well known example is exponentially weighted least squares. We will see that
other more complex models can be handled using this method. For example, we can fit an
exponentially weighted sparse inverse covariance matrix to a vector time series, with a fixed
amount of storage and computation each step.

Approximate recursive method. For a general EWMM, there is no simple recursion
that allows us to exactly evaluate the EWMM estimate; we must store all past values and then
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solve a problem that grows with time. This leads us to our focus in this paper: Approximate
recursive methods, which store only a fixed size window of past data, and solve a problem
of constant size in each period. Such methods compute approximations to the true EWMM
estimates. The key to these approximations is to form a tractable approximation of the loss
function corresponding to data that falls in the tail, outside the fixed size window we keep.
We do this using a quadratic tail approximation.

This paper. We introduce the concept of a general EWMM, focussing on models that can
be fit via convex optimization. We address the question of how to compute an EWMM. For
quadratic loss functions, there is an exact recursive method. For nonquadratic losses, we
describe methods to approximately fit an EWMM, using only a fixed window of past values,
and solving a problem of fixed size that does not grow with time. We demonstrate our
approximate recursive method with examples, showing that it finds models that are close to
the exact EWMM models, fit using all past data. The method is practical, and extends the
many data models that are fit using convex optimization to the exponentially time-varying
setting.

In this paper we do not address the question of whether an EWMM should be used in an
application, for example instead of an RWM or any other method for fitting a time-varying
model. We simply assume that a user wishes to use an EWMM, and give a practical method
to carry out the evaluation with memory and computation that do not grow with time.

1.1 Previous and related work

EWMA. The idea of the exponentially weighted moving average (EWMA) is well known,
and has origins going as far back as the recursive exponential window functions used by
Poisson in the 19th century. It was introduced to statistics in 1956 by Brown as a method for
forecasting demand [Bro56]. In the context of signal processing, the EWMA is an application
of a window function, used as a low pass filter to remove high frequency noise from a signal
[OSB99]. Moving averages are related to the concept of rolling window estimation, wherein
models are repeatedly fit to a fixed size window of past data. RWMs are widely used in time
series analysis and forecasting in economics, finance, and engineering [Box+15; Tsa02].

Exponentially weighted sums also appear in finance, albeit applied to future rather than
past terms. Cash flows are discounted in the calculation of present value; here the discount
factor is 1

1+r
, where r is the interest rate. Exponential weighting of future terms also ap-

pears in Markov decision processes (MDPs) [Ber22], where the value function represents the
discounted sum of future rewards. Exponentially weighted moving averages appear in the
context of model free reinforcement learning, where an exponentially decayed expectation of
rewards is incrementally estimated via a recursive update [KWW22, §17.1-3].

Online quantile estimation. In online quantile estimation, the goal is to estimate the
η-quantile of a time series, for some fixed η ∈ (0, 1). This can be computed exactly at any
time by storing all past data and sorting it, but this need not be practical for large data sets.
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Several methods exist for online quantile estimation, such as the P 2 algorithm for online
quantile estimation without storing all points [JC85]. This method stores only 5 points
chosen on the empirical CDF. Another well known work by Greenwald and Khanna [GK01]
provides a space efficient method based on defining a notion of approximate quantiles, where
the approximation error is allowed to grow with the number of data points.

Moving regression. The EWMM is a generalization of the exponentially weighted moving
regression model, which has been studied in the context of time series forecasting. The
original work on this topic is due to [Chr71], who extended the method described by Brown
[Bro56] to the case of linear regression, which allowed for the use of features in the forecasting
model. Another related area of work is locally weighted regression, which also fits a regression
model with a weighted sum of error functions [Cle79]. The weights are typically chosen to be
a function of the distance between the point at which a prediction is being made and the data
points being used to fit the model. In our setting, the notion of distance is temporal rather
than spatial, and the weight decreases exponentially with distance, i.e., lapsed time. Hastie
and Tibshirani [TH87] provide a treatment of local likelihood estimation, which generalizes
moving window linear regression to likelihood based regression models, where maximum
likelihood estimates are computed on a window of data points near the point at which a
prediction is being made. In the case of moving window linear regression, a classic algebraic
trick that allows for reduced computational complexity of the recursive update of estimates
has been known since Gauss and Legendre [Sor70; GS95].

Online learning. In computer science, online learning concerns the problem of learning
from a stream of data, where the goal is to make predictions about the next data point, and
update the model based on the observed data. This is in contrast to batch learning, where
the model is trained on a fixed set of data. See [McM17] for a survey of online learning algo-
rithms. Hazan provides a comprehensive overview of online convex optimization in [Haz16].
The exponentially weighted moving model can be considered a form of online learning. How-
ever, much of the work in online learning focuses on the regret, the difference between the
performance of the online learning algorithm and the best fixed model in hindsight. The
motivation for EWMM differs in that our goal is to estimate a time-varying parameter well
at each time period. But like EWMM, online learning solves a problem, typically convex
and of fixed size, each time period to update its estimates of the parameters.

Quadratic surrogates and tail approximations. The idea of approximating part of an
objective function as a convex quadratic is a basic one in several optimization methods, most
famously Newton’s method [BV04, §9.5]. A sophisticated extension is sequential quadratic
programming (SQP) methods [BT95]. In the context of control, quadratic approximations
of the value function lead to approximate dynamic programming (ADP methods) [Pow11;
KB14]. A convex quadratic terminal cost or value function in often used in model predictive
control (MPC) [WB09; WOB15].
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1.2 Outline

In §2 we formally describe EWMMs, and in §3 we consider the special case when the loss func-
tion is quadratic. In §4 we describe methods for approximating an EWMM using quadratic
tail approximations. We give some numerical examples using both synthetic and real data
in §5.

2 Exponentially weighted moving model

2.1 Exponentially weighted moving average

Suppose x1, x2, . . . ∈ Rn is a vector time series. Its exponentially weighted average (EWMA)
is the vector time series

x̃t = αt

t∑
τ=1

βt−τxτ , t = 1, 2, . . . , (1)

where β ∈ (0, 1) is the forgetting factor, and

αt =

(
t∑

τ=1

βt−τ

)−1

=
1− β

1− βt
(2)

is the normalization constant. The forgetting factor β is usually expressed in terms of the
half-life H = − log 2/ log β, for which βH = 1/2.

Recursive implementation. The EWMA sequence (1) can be computed recursively as

x̃t+1 =
αt+1

αt

βx̃t + αt+1xt+1, t = 1, 2, . . . . (3)

Thus we can compute x̃t without storing the past values x1, . . . , xt; we only need to keep
track of the state x̃t.

Interpretations. There are several ways to interpret the EWMA time series x̃. We can
think of it as a version of the original time series x which has been smoothed over a timescale
on the order of H. We can think of the transformation from the sequence x to the EWMA
sequence x̃ as a low-pass filtering operation, which removes high frequency variations.

The interpretation most useful in this paper is that x̃t is a time-varying estimate of the
mean of xt, formed from x1, . . . , xt, where we imagine that xt comes from a time-varying
distribution with slowly varying mean. We can express this interpretation using a quadratic
loss function:

x̃t = argmin
x

αt

t∑
τ=1

βt−τ∥x− xτ∥22. (4)

So the EWMA estimates x̃t minimize the exponentially weighted sum of previous quadratic
losses ∥x− xτ∥22, τ = 1, . . . , t.
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2.2 Exponentially weighted moving model

The EWMM is a generalization of EWMA, specifically the exponentially weighted loss for-
mulation (4). We consider a model of the data x ∈ Rn that is parametrized by θ ∈ Θ ⊆ Rm,
and specified by the loss function ℓ : Rn × Θ → R, which we assume is convex in θ. (In
particular, we assume Θ is a convex set.) We interpret ℓ(x; θ) as a measure of mis-fit with
the data value x and parameter value θ, with small values meaning the data x is consistent
with the model with parameter θ. The exponentially weighted loss at time t is given by

αt

t∑
τ=1

βt−τℓ(xτ ; θ),

where β ∈ (0, 1) is the forgetting factor and αt is the normalization constant (2). The
time-varying EWMM estimate of the parameter is given as

θt = argmin
θ∈Θ

(
αt

t∑
τ=1

βt−τℓ(xτ ; θ) + r(θ)

)
, (5)

where r : Θ → R ∪ {∞} is a convex regularizer. This is a convex optimization problem,
and so, computationally tractable. We will assume that there is at least one minimizer in
the argmin above; if there are multiple minimizers, we can simply choose one. We can see
that with quadratic loss ℓ(x; θ) = ∥θ − x∥22 and zero regularizer r = 0, EWMM reduces to
EWMA (with θt = x̃t).

With one general exception described below, the EWMM cannot be computed recursively,
as in EWMA; to compute θt we generally need to store the entire set of past data x1, . . . , xt.
Moreover the convex optimization problem we must solve to evaluate θt grows in size with t.
Under the most favorable circumstances the complexity of solving the problem involving all
past data grows linearly with t; it follows that the computational complexity of computing
θ1, . . . , θt grows at least quadratically in t.

2.3 Examples

Here we list some well known examples. We start with data models that assume xt are
independent samples from a fixed distribution family, with slowly varying parameter θt. We
first describe examples with scalar xt, for simplicity.

2.3.1 Exponentially weighted moving data models

Robust mean estimator. Instead of quadratic loss we can use a robust loss function such
as the Huber loss, which would give the exponentially weighted moving robust estimate of
the mean [Hub92].
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Quantile estimator. With loss ℓ(x; θ) = |θ − x|, we obtain the exponentially weighted
moving estimate of the median. More generally using pinball or quantile loss

ℓ(x; θ) = max{(1− η)(θ − x), η(x− θ)}, (6)

where η ∈ [0, 1] is the quantile level, we obtain the exponentially weighted moving estimate
of the η-quantile [KBJ78].

2.3.2 Exponentially weighted moving regression models

The examples above fit moving models to the data xt. The same general form can also be
used to fit regression or prediction models as well. Here we partition xt into two vectors,
xt = (zt, yt) and seek a regression model, parametrized by θ, that predicts yt given zt,
parametrized as ŷt = θzt. (Here zt is the feature vector, and yt is the target.) As a special
case, suppose that zt = (yt−1, . . . , yt−M), i.e., the feature vector consists of the previous M
values of yt. This gives us an exponentially weighted auto-regressive (AR) prediction model.

Regression. We use loss ℓ(x, θ) = L(yt − ŷt), where L is a convex loss function. With
L(u) = ∥u∥22, we get the exponentially weighted ordinary least squares regression model.
We can use other losses such as pinball or Huber. We can add any convex regularization.
With regularizer r(θ) = λ∥θ∥22, where λ > 0 is a hyper-parameter, we obtain exponentially
weighted ridge regression [GVL89, page 564] With r(θ) = λ∥θ∥1, we obtain the exponentially
weighted LASSO regression model [Tib96]. With r(θ) = 0 for θ ≥ 0 (elementwise) and r(θ) =
∞ otherwise, we obtain the exponentially weighted nonnegative least squares regression
model.

Logistic regression. With Boolean target data, i.e., yt ∈ {−1, 1}, and loss function

ℓ((z, y); θ) = log(1 + exp−yzT θ) (7)

we obtain exponentially weighted logistic regression [HTF01].

3 EWMM with quadratic loss

When the loss function ℓ is quadratic (including a linear and constant term), we can compute
the EWMM parameter using a simple recursion similar to EWMA, storing only a fixed-size
state and carrying out computations of constant complexity.

A general quadratic loss has the form

ℓ(x; θ) = (1/2)θTP (x)θ + p(x)T θ + π(x),

where P (x) is positive semidefinite. The exponentially weighted loss is also a convex quadratic
function,

αt

t∑
τ=1

βt−τℓ(xτ ; θ) = (1/2)θTPtθ + pTt θ + πt,
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with

Pt = αt

t∑
τ=1

βt−τP (xτ ), pt = αt

t∑
τ=1

βt−τp(xτ ), πt = αt

t∑
τ=1

βt−τπ(xτ ).

3.1 Recursion for quadratic loss

A simple recursion allows us to store Pt, pt, and πt and update them as new data arrives,
via

Pt+1 =
αt+1

αt

βPt + αt+1P (xt+1),

pt+1 =
αt+1

αt

βpt + αt+1p(xt+1),

πt+1 =
αt+1

αt

βpt + αt+1π(xt+1).

To find the EWMM parameter we solve the fixed-size convex optimization problem of mini-
mizing

(1/2)θTPtθ + pTt θ + πt + r(θ).

(Since πt is a constant, it can be dropped.)

3.2 Examples

Ridge regression. We can also add a convex regularizer to the loss function, such as
r(θ) = λ∥θ∥22, where λ > 0 is a hyper-parameter. This gives the exponentially weighted
moving ridge regression model.

Lasso. We can easily extend to other penalties, such as the lasso penalty r(θ) = λ∥θ∥1,
where λ > 0 is a hyper-parameter.

Nonnegative least squares. We use regularizer r(θ) = 0 for θ ≥ 0 (elementwise) and
r(θ) = ∞ otherwise.

Gaussian covariance estimator. Wemodel vector data as xt ∼ N (0,Σt). We parametrize
the model using θt = Σ−1

t , the symmetric positive definite precision matrix. To form the
exponentially weighted covariance estimate, we minimize the convex function

αt

t∑
τ=1

βt−τ
(
xT
τ θxτ − log det θ

)
,

which is the weighted negative log likelihood, with a factor of one-half and an additive
constant. We express this as

Tr

(
αt

t∑
τ=1

βt−τxτx
T
τ

)
θ − log det θ.
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The first term is linear in θ, and therefore also quadratic. We take this linear term as our
loss and

r(θ) = − log det θ (8)

as our regularizer, even though the log determinant term is also typically considered part
of the loss. With this re-arrangement the EWMM has quadratic loss, so we can use the
recursion above to solve it exactly by solving a fixed-size convex problem. It is not hard to
show that the EWMM estimate is the traditional exponentially weighted empirical covariance
estimate,

θ−1
t = αt

t∑
τ=1

βt−τxτx
T
τ

(see, e.g., [MOW11; Joh+23]).

Sparse inverse covariance estimator. To obtain a sparse precision matrix, we add ℓ1
regularization on the off-diagonal entries to the regularizer (8),

λ
∑
i ̸=j

|θij|,

with λ > 0 [FHT07]. We recursively compute the EWMA empirical estimate

Σemp
t = αt

t∑
τ=1

βt−τxτx
T
τ ,

and then obtain the EWMM estimate θt as the minimizer of

Tr (Σemp
t )T θ − log det θ + λ

∑
i ̸=j

|θij|.

Probability mass estimator. Suppose that xt takes on only the values 1, . . . ,m, and we
wish to estimate the probability mass function (PMF) parametrized as

Prob(x = k) = pk =
exp θk

exp θ1 + · · ·+ exp θm
, k = 1, . . . ,m,

with θ ∈ Rm. (To remove the redundancy in the parameterization we can add the convex
constraint θ1 + · · ·+ θm = 0.) We use negative log-likelihood loss,

ℓ(x, θ) = −θk + log (exp θ1 + · · ·+ exp θm) , x = k.

(The subscripts on θ here denote entries, not time period.)
As simple regularizer is r(θ) = λ∥θ∥22 where λ > 0 is a hyper-parameter. If the values

1, . . . ,m are nodes of a graph with weights Wij on the edge between nodes i and j, we can
add Laplacian regularization

r(θ) =
λ

2

m∑
i,j=1

Wij(θi − θj)
2
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to obtain an exponentially weighted PMF estimate that is smooth with respect to the graph
[TB21].

To get the exponentially weighted PMF estimate we minimize the convex function

αt

t∑
τ=1

βt−τℓ(xτ ; θ) + r(θ) = −

(
αt

t∑
τ=1

βt−τ (exτ )

)T

θ + log (exp θ1 + · · ·+ exp θm) + r(θ),

where ej is the standard jth unit vector in Rm, i.e., (uj)k = 1 if k = j and (uj)k = 0 if
k ̸= j. The first term on the righthand side is linear in θ, and therefore also quadratic, do
we take that as our loss. We take the second and third terms on the righthand side as the
regularizer. The vector in parentheses in the first term on the righthand side is the EWMA
estimate of the past frequencies of occurrence, which of course can be computed recursively.

Without regularization, it is easily shown that the EWMM estimate is

pt = αt

t∑
τ=1

βt−τ (exτ ) ,

the EWMA frequencies of occurrence. (This assumes that each value has occurred at least
once.)

Exponential family. Some of the examples above are special cases of parameter estima-
tion in an exponential family. An exponential family of densities on Rn, with parameter
θ ∈ Rm, has the form

p(x; θ) = h(x) exp(θTT (x)− A(θ)),

where T : Rn → Rm is the sufficient statistic, A : Rm → R normalizes the density, and
h : Rn → R is the base measure. It is well known that A is convex. Using the negative
log-likelihood loss

ℓ(x; θ) = − log h(x)− θTT (x) + A(θ),

the EWMM estimate of the parameter θt is the minimizer of

αt

t∑
τ=1

βt−τℓ(xτ ; θ) + r(θ) = −

(
αt

t∑
τ=1

βt−τT (xτ )

)T

θ + A(θ) + r(θ).

(We drop − log h(x) since it does not depend on θ.) The first term on the righthand side is
linear in θ, and so can be computed recursively. We only need to keep track of the exponential
weighted average of the sufficient statistic, αt

∑t
τ=1 β

t−τT (xτ ).
The fact that the EWMM for exponential families can be computed with a finite size

problem is connected to a well known result in statistics, the Pitman-Koopman-Darmois the-
orem [Pit36; Koo36; Dar35]. The theorem says that, under some minor technical conditions,
the exponential family of distributions is the only family where there can be a sufficient
statistic whose dimension does not grow with the sample size.
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4 Approximate finite memory EWMM

4.1 Quadratic approximation of tail loss

We will explore methods that at time period t store xt−M , . . . , xt, i.e., the current and previ-
ous M data values. (The parameter M is called the memory.) To motivate our approximate
method, we first write the EWMM (5) as

θt = argmin
θ∈Θ

(
αt

t∑
τ=t−M

βt−τℓ(xτ ; θ) + Vt(θ) + r(θ)

)
, (9)

where Vt is the tail loss, defined as

Vt(θ) = αt

t−M−1∑
τ=1

βt−τℓ(xτ ; θ). (10)

Note that in (9), we only explicitly refer to the past M + 1 data values xt−M , . . . , xt, with
the previous losses appearing implicitly in the tail loss term Vt(θ).

Our approximation replaces Vt(θ) with a convex quadratic approximation V̂t(θ), which
gives the approximate EWMM

θ̂t = argmin
θ∈Θ

(
αt

t∑
τ=t−M

βt−τℓ(xτ ; θ) + V̂t(θ) + r(θ)

)
. (11)

We will describe below two methods that can be used to form the tail approximation V̂t

recursively, without storing the tail data x1, . . . , xt−M−1. Note that computing the approxi-
mate EWMM requires solving a problem of fixed size, that does not grow with t.

Choice of M . The larger M is, the closer our approximate EWMM parameter will be to
the exact EWMM parameter, at the cost of solving a larger optimization problem. When
M is larger than, say, 4H, the tail contribution is so small that the effect of V̂t is very small,
and any reasonable choice, including V̂t = 0, would likely give estimates very close to the
exact EWMM estimate. So we are mostly interested in the case when M is around H.

4.2 Recursive Taylor approximation

Here we describe a method to construct the quadratic tail loss approximation V̂t recursively
from V̂t−1 (which is quadratic) and ℓ(xt−M−1; θ), the loss term that joins the tail at time
period t. We start with the exact recursion, analogous to (3),

Vt(θ) =
αt

αt−1

βVt−1(θ) + αtℓ(xt−M−1; θ).
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We now replace Vt(θ) and Vt−1(θ) with their quadratic approximations V̂t(θ) and V̂t−1(θ), and
approximate the loss term ℓ(xt−M−1; θ) with a convex quadratic approximation ℓ̂(xt−M−1; θ)
to obtain

V̂t(θ) =
αt

αt−1

βV̂t−1(θ) + αtℓ̂(xt−M−1; θ). (12)

This gives an explicit recursion for computing the quadratic tail loss approximation V̂t from
Vt−1 and ℓ(xt−M−1; θ). Note that we only need to store the coefficients of the quadratic
functions.

It remains to specify the quadratic approximation of ℓ(xt−M−1; θ). We seek a convex
quadratic approximation that is accurate near θ̂t−1, the previously computed parameter
estimate. When ℓ is twice differentiable with respect to θ, an obvious approximation is its
second-order Taylor expansion about the previous estimate,

ℓ̂(xt−M−1; θ) = ℓ(xt−M−1; θ̂t−1)

+∇ℓ(xt−M−1; θ̂t−1)
T (θ − θ̂t−1)

+ (1/2)(θ − θ̂t−1)
T∇2ℓ(xt−M−1; θt−1)(θ − θ̂t−1),

where the gradient and Hessian are with respect to θ.
When the loss has the form ℓ(x; θ) = L(θTx), where L : R → R is a convex loss function,

the gradient and Hessian above have the simple forms

∇ℓ(xt−M−1; θ̂t−1) = L′(θ̂Tt−1xt−M−1)xt−M−1,

∇2ℓ(xt−M−1; θ̂t−1) = L′′(θ̂Tt−1xt−M−1)xt−M−1x
T
t−M−1.

4.3 Tail fitting

We now consider the case where ℓ is not twice differentiable, so we cannot use the Taylor
approximation to find the quadratic tail approximation V̂t. In this case we can directly form
a quadratic approximation of the tail. To do this we store a second window of data within
the tail,

xτ , τ = t−M −M tail, . . . , t−M − 1,

where M tail is the additional memory we use to approximate the tail, with M + M tail the
total number of previous values we must store. The idea is to use these M tail points to form
the quadratic estimate V̂t, and the past M values xt−M , . . . , xt to then form θt. This second
window of past data is used purely for fitting the tail, and so can potentially be much larger
than M . This is because fitting the tail approximation is typically cheaper than solving the
EWMM problem of the same size.

Fitting the tail approximation. We propose the following procedure to fit the tail
approximation V̂t(θ) at time t.

1. Choose L points u1, . . . , uL near θt−1.
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2. Evaluate the tail losses at the ui. For i = 1, . . . , L, let

vi = αt

t−M−1∑
τ=t−M−Mtail

βt−τℓ(xτ ;ui).

3. Use least squares to fit a quadratic function parametrized by P ∈ Rm×m, p ∈ Rm, and
π ∈ R to the points (ui, vi).

To ensure that the quadratic approximation is convex, a constraint can be added to the least
squares problem to ensure that the P is positive semidefinite. This means the fitting problem
is a semidefinite program (SDP), which can increase the computational cost of fitting. An
alternative is to use least squares to find P̃ , and then simply project P onto the set of positive
semidefinite matrices. We have found this simpler method to be effective.

Generating evaluation points. There are many principled methods to generate the
points ui. If the dimension of θ is small enough, we can choose a uniform grid of points
around θt−1. One could also use a low discrepancy sequence [Sob67] as a more sophisticated
way to cover the space. One can also model the variance of θ across previous estimates and
generate points using so-called sigma points [VDMW04]. Even simpler is to sample from a
normal distribution centered at θt−1. See [KW19, Chap. 13] for a detailed study of methods
for generating evaluation points for approximation problems. Any method of generating the
evaluation points should exclude any points not in Θ.

Default method. Although we have mentioned several potential methods for fitting the
tail, we suggest the following simple default method. We suggest M tail ≈ 3M as a good all-
purpose choice. A quadratic function of θ ∈ Rm has approximately m2/2 +m parameters,
so we suggest that L should be a modest multiple of this number. We recommend sampling
from a normal distribution centered at θt−1 as it is simple and effective. We take the standard
deviation as σ = ∥θt−1∥2 + ϵ, where ϵ is small.

5 Numerical examples

In this section we give some examples of evaluating the EWMM either exactly (our first
example) or approximately (for the others). All examples can be reproduced using publicly
available code at https://github.com/cvxgrp/ewmm_code. We use CVXPY, a Python-
embedded modeling language for convex optimization to specify and compute the EWMM
[DB16].

5.1 Sparse inverse covariance estimation

We use the sparse inverse covariance model described in §3.2 to estimate the covariance
matrix of a time series of daily financial returns. In this example we can compute the
EWMM estimate exactly using recursion.
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Figure 1: Number of nonzeros in the inverse covariance matrix across time for different values of
λ.

Data. We use the 10 Industry Portfolio dataset from Kenneth French’s data library [Fre24].
The dataset contains daily returns for 10 value-weighted industry portfolios. We examine
returns from the last 4 years, from 2020-01-02 to 2024-01-31 giving us data x1, . . . , xT ∈ R10,
where T = 1027.

Parameters. We use a half-life of H = 63 (one quarter). We evaluate the model for
λ = 2.5, 5, 7.5, and 10, which result in covariance estimates with inverses that are increasingly
sparse.

Results. In figure 1 we show the sparsity of the inverse covariance matrix across time for
the different values of λ. The plot gives the number of nonzero entries in the precision matrix,
with the dashed line at 45 showing the maximum possible value, i.e., a fully dense precision
matrix. We also show examples of the inverse covariance matrix sparsity patterns at evenly
spaced times in figure 2. These plots show that the sparse inverse covariance estimate varies
considerably with time, i.e., market conditions.

To illustrate the savings obtained from the recursive formulation, we show the running
computation time of fitting the model in figure 3. As expected the näıve method, which saves
all past data and directly computes the estimate using all past value, grows quadratically in
time, whereas the recursive method grows linearly.
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Figure 2: Sparsity patterns at various times for λ = 10. White boxes denote zero entries in the
precision matrix.
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5.2 Quantile estimation

We use the pinball loss function (6) to estimate the 15th, 50th, and 85th percentiles of a scalar
time series. Since the pinball loss is not twice differentiable, we use the tail approximation
method described in §4.3 to fit the tail using points sampled from a normal distribution
centered at the previous estimate with standard deviation equal to one fifth of the magnitude
of the previous estimate.

Data. In this example we use synthetic data. First we generate smoothly varying sequences
µt and σt as

µt = a sin(2πt/P1) + b cos(2πt/P2), t = 1, . . . , T,

σt = c sin(2πt/P3) + d cos(2πt/P4), t = 1, . . . , T,

with periods
P1 = 2100, P2 = 1500, P3 = 1100, P4 = 1700,

and coefficients
a = −.17, b = .23, c = −.12, d = .13.

(There is no special significance to the specific form; this is just a simple way to generate
a smoothly varying sequence.) Then we generate data as xt = exp zt, with zt ∼ N (µt, σ

2
t ).

The ‘true’ quantiles are then

exp
(
µt + σtΦ

−1(η)
)
, t = 1, . . . , T, η = .15, .5, .85,

where Φ is the cumulative distribution function of a standard normal random variable.

Parameters. The half-life is H = 100, and the buffer sizes are M = 100 and M tail = 3M .
We sample L = 10 points for the tail approximation.

Results. We see that the approximate finite memory EWMM is able to closely match the
results of the exact method while incurring a fraction of the computational cost. We plot
the true quantile value and the estimated quantile values across time in figure 4. We also
show how the computational effort of the two methods compare in figure 5. We show four
examples of the quadratic tail approximations in figure 6.
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5.3 Logistic regression

In this example, we generate data from a joint distribution of features and targets, and use
the approximate finite memory EWMM for a logistic regression model to make predictions.
We use the logistic loss function (7) and regularizer r(θ) = λ∥θ∥22. We fit the approximate
finite memory EWMM using the recursive Taylor approximation method described in §4.2.

Data. We first generate a smoothly varying sequence of parameters θtruet ∈ R3 as

θt = a sin(2πt/4000) + b cos(2πt/6000), t = 1, . . . , T = 2000,

where

a =

 .17
.23
−.12

 , b =

 .13
−.11
−.19

 .

We then generate pairs xt = (zt, yt) for t = 1, . . . , T as independent samples from the
following joint distribution parametrized by θtruet :

zt ∼ N (θtruet , I), yt = sign(zTt θt + ξt), ξt ∼ N (0, σ2).

We use σ = .1.

Parameters. We take λ = 0.5, half-life H = 150, and M = H.

Results. We show the true value θtruet and the estimate θt across time for the full and tail
approximation models in figure 7. We see that the approximate finite memory EWMM is
able to closely match the performance from the exact EWMM. We show the cumulative time
to fit the model across time in figure 8.
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6 Conclusions

We have introduced the general exponentially weighted moving model, which generalizes the
well-known exponentially weighted moving average. The idea is simple, and closely related
to other well-known methods.

When the loss is quadratic, a simple recursion can be used to exactly compute the EWMM
estimate by forming and solving a fixed size problem. When the parameters are from an
exponential family, we compute the EWMA of the sufficient statistic. This special case
includes some obvious ones, such as least squares regression (possibly with nonquadratic
regularizer), and some less obvious ones like sparse inverse covariance.

When the loss is not quadratic, a simple recursion cannot be used. Instead we propose
an approximate method that stores a fixed window of data and carries out computation that
does not grow with time.

In this paper we do not suggest or recommend EWMMs for applications; we simply
address the question of how to compute it, or an approximation of it, efficiently.
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