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Utility Functions for Simple Games*

This note characterizes the Shapley-Shubik index and the Banzhaf index on
the class of simple games as utility functions which reflect different postures
toward risk.

1. INTRODUCTION

A simple game on a set N of players is one in which the characteristic
function v takes on only the values 0 and 1, and in which v(S) = 1 implies
o(T) = 1 for all S C T C N. Such games arise naturally as models of political
or economic situations in which every coalition of players is either “winning”
or “losing.”

In this note we investigate indices which reflect the relative power of each
position (or player) in a simple game. We show that both the Shapley-Shubik
index and the Banzhaf index correspond to von Neumann-Morgenstern
utlhty functions, which differ only in their postures toward risk. The utility

“of playing a game from a given position is a reflection of the power which
can be exerted by a player in that position. Chiefly, we apply the techniques
developed in [4, 5] to the results presented in [8, 9].

A game on a finite universal set N of positions may be considered to be any
function v : 2¥ — R such that »(®) = 0. In [10], the value of a game v is
defined to be a vector-valued function ¢(v) = (¢;(v),..., $,(v)) which asso-
ciates a real number ¢,(v) with each position i€ N, and which obeys the
following conditions.

(1.1). For each permutation* 77 : N — N, ¢,(mv) = $,(0).
(1.2) For each carrier® T of v, 3 cr ¢:(v) = o(T).
(1.3) For any games v and w, ¢(v + w) = (1) + H(w).

* The author wishes to acknowledge the comments of D. Brown and P. Dubey.

! A permutation = : N — N is one-to-one and onto. The game v is defined by mv(nS) =
v(S).

*A carrier of a game v is any coalition T C N such that for all S C N, v(S) = o(S N 7).
The smallest carrier in a game may be viewed as the set of active players in the game.
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Shapley showed that the unique value defined on all games has the form

1

b0 = Y (L=DE= 905 s — iy,
SCN ni

where s and # denote the cardinality of the sets S and N. In [8] it was shown

that this value can be viewed as a utility function which expresses the desira-

bility of playing a given position in a game.

In [11] the Shapley value is studied in the context of simple games. Observe
that if v is a simple game, then the quantity (v(S) — (S — i)) equals 0 unless
S is a winning coalition and (S — ) is a losing coalition, in which case it
equals 1. Consequently, if we suppose that players in a simple game » “vote”
in random order, then ¢,(v) is precisely the probability that player 7 will cast
a “pivotal” vote. As such, it can be viewed as an apriori index of power in
simple games, and is referred to as the Shapley—Shubik index.

However; if only simple games are to be considered, conditions (1.1), (1.2),
and (1.3) no longer specify a unique functional form. This is because condi-
tion (1.3) becomes nonbinding since the class of simple games is not closed
~ under addition. (So if v and w are nontrivial simple games, v(N) = w(N) = 1,
and the game v -+ w is not simple, since v(N) + w(N) = 2.)

-Another value for simple games which has received attention in the litera-
ture is the Banzhaf index, first introduced in [1]. The Banzhaf index takes as
a measure of power the relative ability of players to transform winning

coalitions into losing coahtlons and vice versa. Define a swing for position
ie N as a pair (S, S — i) such that the coalition S is winning, and S —"is
losing (i.e., v(S) =1 and o(S — i) = 0). Let 7,(v) denote the number of
swings for position 7 in game v, and let T(v) = X ;en 7:(v). Then the Banzhaf
index of relative power for each position is : :

Biv) = 9)[Tw)  fori=1,.,n

We refer to 5,(v) as the nonnormalized Banzhaf index.

The Shapley—Shubik and the (normalized or nonnormalized) Banzhaf
indices yield different rankings of the positions in a given simple game.
Consequently, it is desirable to find a common interpretation of the indices
which will permit us to investigate their differences and similarities. This task
is facilitated by the following two propositions which are presented in [4, 5].

ProrosiTioN 1 (Dubey). The Shapley—-Shubik index is the unique function
¢ defined on simple games which satisfies conditions (1.1) and (1 2) and which
has the property-that:

(1.4)  For any simple games v, w, $(v v w) + ¢(v A w) = $(v) + $(w)
where the games (v v w) and (v A w) are defined by
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v wxS)=1 if v(S) =1 or w(S) = 1,
== ( otherwise,

and _
(v A w)(S) =1 i o(S) =1 and w(S) = 1,
=0 otherwise.

PrOPOSITION 2 (Dubey). The nonnormalized Banzhaf index is the unique
Sfunction defined on simple games which satisfies the following four conditions.

(1.5) Ifie Nis a dummy? in v, then n,(v) = 0.

(1.6) ien m:(v) = T(U)-
(1.7) For each permutation w : N — N, 1,(mv) == 0,(v).
(1.8) For any simple games, v, w, $(v v w) + (v A W) = ¢(v) + H(w).

The introduction of condition (1.4) by Dubey permits these indices to be
studied in the context of simple games alone. This is useful here since it
permits us to express the utility for playing a simple game in terms of pre-
ferences which involve only simple games.’

In the next section, we use Propositions 1 and 2 to show that ¢, 5, and 8
~ can be viewed as cardinal utility functions which differ only in their postures

“toward risk. It will be seen that conditions (1.2) or (1.6) express a posture
toward one kind of risk, while the somewhat opaque conditions (1.4) (or
(1.8)) express a posture toward another kind of risk.

2. UriLity FUNCTIONS FOR SIMPLE (GAMES

Let C be the class of simple games defined on a finite set &, and let M be the
mixture space generated by C X N. Then the elements of M are elements
(w, i) of C X N, and lotteries of the form [p(w, i}; (1 — p)(v, j)] where (w, i)
and (v, j) arein C X N, and p is a probability (i.e., p € [0, 1]).* An individual
involved in such a lottery will, with probability p, play position i in game w, .
and with probability (I — p) play position j in game v.

2 A dummy in a game v is an { € N for which there are no swings.
¢ We assume the usual properties of mixture spaces, i.e., for all elements a, b € M and
all probabilities p and g, we have
[la; 1 — D] = a;
[pa; (1 — p)b] = [(1 — p)b; pal;
and
lalpa; (1 — p)b; (1 — q)b] = lgpa; (1 — gp)b].
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Let P be a (strict) preference relation defined on M.? (Read (w, i) P(v, /) as
“it is preferable to play position i in game w than to play position j in game
v"). We take P to be continuous on M;i.e., if a, b, ¢ € M such that aPbPc, then
there exists a (unique) g € (0, 1) such that bl[ga; (1 — q) cl.

Denote by vy and v, the games defined by

vr(S) =1 ifRCS; vy(S)=0forallSCAN,
=0 otherwise.

For each i € N denote by D, C C the set of simple games for which player 7 is
a dummy. We take P to have the following properties.

(2.1) For all veC,ie N and every permutation i N— N, (v, i)
I(7rv, 7). .

(2.2) For every i€ N,ve D; implies (v, 1) I(v,, i) and (v;, i) P(vy, i).
For every v e C, (v;, i) R(v, i) R(v, , ©).

It is well known (cf. [6]) that such a preference can be répresented by a
cardinal utility function 8; i.e., a function 8 such that for all a, be M
8a) > 0(b) iff aPb,
and
&([pa; (1 — p) b)) = pba) + (1 — p) 6(b).
Furthermore, 6 is unique up to an affine transformation, so we can set

6(v;,7) = 1 and O(v, , i) = 0. For an arbitrary element (v, 1) of C x N we
have -

02(1))E 0(1)9 l) =4,
where ¢ is the number such that

(0, D) I[q(v; ; i); (1 — g)(vy , D)}

By the continuity of P and condition (2.2), 8,(v) is well defined.
We have yet to completely specify the preference P. We do so by expressing
the preferences involving two kinds of risk.

5 For a, b € M we write alb (a is indifferent to b) if neither aPb nor bPa. We write
aRb if either aPb or alb, and assume that R is a transitive, complete order on M. Further-
more, we assume that if alb, then for every ¢ € M and p €10, 1], )

[pa; (1 = p)ellpb; (1 — p)cl.
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(2.3) Ordinary risk neutrality: For all simple games », w

[3(v, 2); 3(w, DIH(@ v w), ); (@ A w),D)].
(2.4) Strategic risk neutrality: For all RC N and i e R,

@r> DI [5-@0 i (1= L), 9]

Condition (2.3) specifies indifference between two lotteries. One lottery
results in either the game v or the game w, while the other results in either the
game (v v w) or the game (v A w). Note that the condition is plausible,
since (v v w) > vand (v A w) < w. Thus, it is to be expected that it is more
desirable to play in the game (v v w) than to play the same position in game v,
and less desirable to play in (v A w) than in w. Condition (2.3) expresses the

_ intensity of these desirablility comparisons. Note also that a given coalition S
has the same probability of being a winning coalition in either lottery.$

Condition (2.4) specifies indifference between playing the game v, as one
of r players in the unique minimal winning coalition, or participating in a
lottery which gives probability 1/r of being a dictator and probability
[l — (1/r)] of being a dummy. Note that the risk involved in playing the game
vy Is strategic rather than probabilistic—no gamble is involved.

We can now state the following theorem.

THEOREM 1. If P is a preference obeying conditions (2.1) through (2.4), then
the unique utility 0 such that 6,(v;) = 1 and 0,(v,) = 0 is equal to the Shapley—
Shubik index.

Lemma 1. If P obeys condition (2.1), then, for every ve C,ie N and
permutation w : N — N,

0:(v) = O,(mv).

Proof. Immediate from (2.1) and the definition of utility.
LeMMA 2. If P obeys conditions (2.1), (2.2), and (2.4), then for each R C N,
\ 0(tr) = ri ifieR,
=0 ifi¢ R

Proof. 1fi¢ R then (vg, i) I(v,, i) by (2.2), and so 8,(vg) = 8,(v,) = 0. If
i€ R, then 8,(vg) = 1/r by (2.4) and the definition of the utility 6.

¢ This Jatter observation was pointed out to me by Lloyd Shapley.
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LemMA 3. If P obeys condition (2.3), then
B, (v v w) + 80 A w) = 0,(v) + 0:(w).
Proof. From the definition of utility,

O13((x v w), 1); 3w A w), )] = 36((v v w), 1) + 30 A W), 1)

and
O[3, 1); 4w, )] = 30(v, i) + 30(w, 0).

Consequently, by condition (2.3), we have
10(v, i) + 30w, 1) = 30((v, v w), i) + 30((v A w),0).

So far we have demonstrated that 8 obeys conditions (1.1) and (1.4), and
that for every R C N, 8(vg) = $(vz); i.e., 0 coincides with the Shapley-Shubik
index on the games vy . (Note that conditions (1.1) and (1.2) determine the
value of ¢(vg).) To complete the proof of the theorem, we show that 6
coincides with ¢ on every game v € C.

Proof of Theorem 1. Let veC, and let R;, Ry,..., Rz CN be all the
distinct minimal winning coalitions? of v. Then we say the game v is in class k,
and note that

U= URl v URZ V o Vv Z-‘Rk.

If visin class k = 0, then v = v,and 6(v) = ¢(v) = 0.Ifvisinclassk = 1,
.then v = vy , and O(v) is defined by Lemma 2 and is equal to ¢(v).
Suppose that for games v in classes £ = 1, 2,..., m it has been shown that 0
is well defined and coincides with the Shapley—Shublk index. Consider a game
vin class m + 1. Then

V=10g, VUg,V """ VUR VUr=WVlg,

where w is a game in class m.
So, by Lemma 32,

0,(v) = 0,(w v vg) = 0;(w) + 0,(vr) — 8w A vg).

But we show that the game (w A vz) cannot be in a higher class than w, so by
the inductive hypothesis the terms on' the right-hand side of the above

7 A coalition R C N is minimal winning in v if o(R) = 1 and if SCR, S # R implies
v(S) = 0.
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expression are uniquely determined and equal to the Shapley—Shubik index.
Consequently, (from property (1.4) of ¢) we will have shown that 6(v) = ¢(v)
for-all simple games v.

To see that the game w' = (W A vg) cannot be in a higher class than the
game w, consider .a minimal winning coalition S’ of the game w'. By the
definition of w' we know that S’ D Rand w(S") = 1. If §" = R, then w' = v,
and we are done (since except for the game v,, every game has at least one
minimal winning coalition). Otherwise, S’ = S U R, where S is a minimal
winning coalition in the game w. (Of course, S and R need not be disjoint.)

Consider now a coalition T’ which is minimal winning in w'. Then 7' =
TyU R where T is minimal winning in w. If 77 s S’, then T 5= S. Con-
sequently, every minimal winning coalition in w’ can be identified with a
distinct minimal winning coalition in w, so w’' cannot be in a higher class
than w. This completes the proof.?

So the Shapley-Shubik index is the utility function representing preferences
described by conditions (2.1) through (2.4). Naturally, different preferences
will give rise to different functions. Suppose, for instance, that the posture
toward strategic risk is represented not by condition (2.4) but by the following
condition for every RC Nand i€ R.

['T(ix) (©x D; (1 T Ty ))(”0”)]
M [r2"—1 (i, 1); ( ,2n_1 )(lo,l)] (2.5

Then the following theorem says that the nonnormalized Banzhaf index
is a cardinal utility for the preference relation P.

THEOREM 2. If P isa preference obeying conditions (2.1), (2.2), (2.3), and
(2.5), then the unique utility 0 such that 8,(v;) = 2" and 0,(vy) = O is equal to
the normalized Banzhaf index.

The proof is precisely like the proof of Theorem 1, once if has been
observed that condition (2.5) implies that
0o = nioR) = D forieR
=0 fori¢ R.
So the nonnormalized Banzhaf index and the Shapley-Shubik index

reflect preferences which differ only in their postures toward strategic risk.

8 The proof presented here, which requires only one induction step, resembles the proof
used in [5] to prove Proposition 1. That proof required two induction steps.
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Similarly, it is not difficult to show that the ordinary (normalized) Banzhaf
index corresponds to preferences which obey condition (2.4) but not condition
(2.3). That is, the Banzhaf index reflects preferences which are neutral to
strategic risk, but not to ordinary risk. The normalization has the effect of
changing the risk posture, since each game is normalized independently (i.e.
each game v is normalized by T(v).)

3. DiscuUssIoON

We have seen that the difference between the Shapley—Shubik index and the
nonnormalized Banzhaf index results from different postures toward strategic
risk. That is, the two indices reflect different attitudes toward the relative
benefits of engaging in strategic interaction with other players in games of
the form vy . ,

The difference between the Shapley-Shubik index and the ordinary
Banzhaf index, on the other hand, reflects different postures towards ordinary
risk—the kind which results from lotteries, rather than from strategic
interactions. Thus, the difference between these two indices seems to be
essentially non-game-theoretic (cf. [3, pp. 195-196}).

1t is natural to consider a whole spectrum of risk postures, and to examine
the resulting utility functions. It seems likely that this point of view will serve
to illuminate some of the recent work (cf. [2, 7]) on alternative formulations
of the value concept by permitting the axioms involved to be interpreted as
resulting from choices based on well-defined preferences which explicitly
reveal the assumptions involving risk,
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