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SUMMARY

The Parallel Implicit Time-integration Algorithm (PITA) is among a very limited number of time-
integrators that have been successfully applied to the time-parallel solution of linear second-order
hyperbolic problems such as those encountered in structural dynamics. Time-parallelism can be of
paramount importance to fast computations, for example, when space-parallelism is unfeasible as in
problems with a relatively small number of degrees of freedom in general, and reduced-order model
applications in particular, or when reaching the fastest possible CPU time is desired and requires the
exploitation of both space- and time-parallelisms. This paper extends the previously developed PITA
to the nonlinear case. It also demonstrates its application to the reduction of the time-to-solution on
a Linux cluster of sample nonlinear structural dynamics problems. Copyright c© 2008 John Wiley &
Sons, Ltd.
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1. INTRODUCTION

The parallelization of the time-loop of a partial differential equation solver, or time-parallelism,
has in general received little attention in the literature compared to the parallelization of its
space-loop. This is because time-parallelism — where the solution is computed simultaneously
at different time-instances — is harder to achieve efficiently than space-parallelism, due to
the inherently sequential nature of the time-integration process. However, time-parallelism
can be of paramount importance to many applications. These include those time-dependent
problems where the underlying computational models have either very few spatial degrees of
freedom (dof) to enable any significant amount of space-parallelism, or not enough spatial dof
to efficiently exploit a given large number of processors. Problems in robotics and protein
folding, and more generally, time-dependent problems arising from reduced-order models
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usually fall in the first category. Many structural dynamics problems, even those with hundreds
of thousands of dof, can fall in the second category when massively parallel computations are
desired. Accelerating the time-to-solution of the first category of problems is crucial for real-
time or near-real-time applications, and time-parallelism can be a key factor for achieving
this objective. With the advent of massively parallel systems with thousands of cores, time-
parallelism also provides a venue for reducing the time-to-solution of fixed size problems of the
second category below the minimum attainable using space-parallelism alone on such systems.

Various methods based on waveform relaxation [1, 2, 3, 4, 5, 6, 7] have been proposed for
enabling time-parallelism in the solution of initial boundary value problems. Most if not all of
these methods are essentially inapplicable to second-order hyperbolic problems (for example,
see [8]). Other methods based on transforming an initial value problem into a boundary value
one have also been proposed for the same purpose [9, 10]. Such methods take advantage of the
strategies that have been perfected for space-parallelism. However, they produce time-parallel
solvers that are radically different from their serial counterparts.

A natural approach for exploring time-parallelism is to partition the time-domain into time-
slices, distribute these across the target processors, and formulate a time-integration strategy
that allows for some independent computations on these time-slices. To the authors’ best
knowledge, this approach was first suggested in [11] for the parallel solution of scalar ordinary
differential equations (ODEs). Then, it was further explored in [12, 13, 14] for implementing
parallel shooting methods. This natural approach to time-parallelism was also applied in
[15, 16, 17] to accelerate orbital computations. It was later set in a formal time-domain
decomposition framework in [18, 19, 20, 21, 22, 23], which led to the development of the so-
called “parareal” method. This computational framework was further refined in [24, 25, 26],
which led to the design of the Parallel Implicit Time Algorithm (PITA).

In the time-domain decomposition framework outlined above, the boundaries of the time-
slices can be interpreted as the points of a coarse time-grid. In all methods belonging to
this computational framework, low-accuracy seed values are first computed at the beginning
of each time-slice — that is, on the coarse time-grid. Next, these seed values are used
to time-advance the solution in all time-slices in an embarrassingly parallel fashion. The
generated global solution inherits however the low-accuracy property of the seed values.
Furthermore, this solution is discontinuous at the boundaries of the time-slices (except the
first and last point of the global time-interval). For these reasons, iterative correction steps
are typically introduced in the solution process to eliminate the jumps at the time-slice
boundaries and improve the accuracy of the computation. The various methods presented in
[11, 12, 13, 14, 18, 19, 20, 21, 22, 23, 24, 25] differ mostly in the design of the correction
steps. Many of these methods, and in particular the parareal algorithm and its variants,
perform the corrections by propagating information on the coarse time-grid. These methods
have been shown, both theoretically and through numerical experiments, not to be suitable
for the solution of second-order hyperbolic problems. Only the PITA method proposed in
[25] was shown to perform well for such hyperbolic problems without resorting to artificial
damping and therefore without lowering accuracy. The PITA developed in [25] was further
refined in [26] where propagating information on the coarse time-grid was shown to be
ineffective for linear second-order hyperbolic problems. Instead, PITA was equipped in [26]
with an alternative correction procedure that operates solely on the original time-grid and
maintains computational efficiency by effectively re-utilizing previously computed information.
The resulting method was then successfully demonstrated for the time-parallel solution of
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various linear structural dynamics problems. The main purpose of this paper is to extend
this new PITA to the nonlinear case. As it will be shown in this paper, this extension is not
straightforward. To this effect, the remainder of this paper is organized as follows.

In Section 2, the notations and definitions used in this paper are laid out. In Section 3, the
computational framework of PITA for linear second-order hyperbolic problems is recalled to
keep this paper as self-contained as possible. In Section 4, new concepts are injected in this
framework to extend it to the nonlinear case. In Section 5, the nonlinear PITA is applied to
the time-parallel solution of two geometrically nonlinear structural dynamics problems on a
Linux cluster and the obtained performance results are discussed. Finally, a summary of this
paper and appropriate conclusions are given in Section 6.

2. NOTATIONS AND DEFINITIONS

For the purpose of presentation only, the system of nonlinear ODEs of interest is written in
first-order form as follows

dy

dt
= F (y, t),

y(t0) = y0,
(1)

where y ∈ R
Ndof , Ndof denotes the number of dof or the size of problem (1), t denotes time,

and y0 ∈ R
Ndof denotes an initial condition for y. Hence, in the context of problem (1) above,

a superscrit for a time quantity does not designate a power of that quantity.
Let ITA denote a preferred sequential implicit time-integration algorithm for solving

problem (1) in the time-domain Ωt = [t0, tf ]. Given a constant time-step ∆t, Ωt is partitioned
into Nts time-slices {Si = [T i, T i+1]}Nts−1

i=0 of constant size ∆T , where

∆T = J∆t, J ∈ N, J > 1. (2)

Furthermore, let T i− denote the right boundary of the time-slice Si−1 = [T i−1, T i] and T i+

the left boundary of the time-slice Si = [T i, T i+1].
In the remainder of this paper, the sampling of Ωt by ∆t is referred to as the fine time-grid.

Similarly, the sampling of the same time-domain by ∆T is referred to as the coarse time-grid.
The correspondence between these two time-grids is given by

T i = tJi = i∆T = Ji∆t, 0 ≤ i ≤ Nts. (3)

Hence, ∆T and ∆t are referred to in the sequel as the coarse and fine time-steps, respectively,
and J as their ratio.

The following additional notations are borrowed from [24]:

• A quantity associated with a k-th iteration is designated by the subscript k.
• A quantity associated with a l-th Newton iteration is designated by the subscript (l).
• A quantity evaluated on the fine time-grid at the time-instance ti = i∆t is denoted by a

lower case and the superscript i.
• A quantity evaluated on the coarse time-grid at the time-instance

T i = tJi = i∆T = Ji∆t is denoted by an upper case and the superscript i.
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4 J. CORTIAL AND C. FARHAT

• A function defined in the time-slice Si is denoted by a lower case, the superscript i, and
a pair of parentheses ().

For example, the initial approximation of Y i = y(T i) is denoted by Y i
0 .

Finally, in all algorithmic descriptions, the symbol ⊕ is used to designate time-parallel steps
and the symbol ⊖ is used to designate time-sequential ones.

REMARK 1. The concept of a coarse time-grid has also recently appeared in the context of
space-time multiscale methods [27] where it plays however a different role.

3. PITA FOR LINEAR SECOND-ORDER HYPERBOLIC PROBLEMS

For parabolic problems such as the unsteady heat equation and first-order hyperbolic problems
such as the Euler flow equations, the standard PITA described in [24] performs well. For
linear second-order hyperbolic systems such as those governing linear wave propagation and
structural dynamics problems, the appropriate PITA is that described in [26] and recalled
herein to make this paper as self-contained as possible.

The standard semi-discrete system of ODEs governing a linear structural dynamics problem
can be written as

Mü + Du̇ + Ku = 0,

u(t0) = u0,

u̇(t0) = u̇0,

(4)

where u(t) is the time-dependent displacement vector, M , D and K are the usual mass,
damping and stiffness constant symmetric matrices, and a dot denotes a time-derivative. This
system of ODEs can be re-written in first-order form (1) as follows

dy

dt
= F (y, t) = Ay,

y(t0) = y0,
(5)

where

y =

(

u̇
u

)

, and A =

(

−M−1D −M−1K
I 0

)

. (6)

The PITA proposed in [26] for the time-parallel solution of problem (5) above can be
described as follows

• ⊖ Step 0: Estimate the initial values of the seeds Y i
0 , 0 ≤ i ≤ Nts − 1 (at the beginning

of each time-slice Si), for instance, by solving problem (5) on the coarse time-grid.

For k = 0, 1, ... until convergence

• ⊕ Step 1: Apply the ITA on each time-slice of the time-decomposed fine time-grid to the
solution of the problem

dyi
k()

dt
= F

(

yi
k(), t

)

= Ayi
k(), in Si,

yi
k(T i) = Y i

k , 0 ≤ i ≤ Nts − 1.

(7)
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• ⊕ Step 2: Evaluate on the coarse time-grid the jumps

∆i
k = yi−1

k (T i) − Y i
k , 1 ≤ i ≤ Nts − 1. (8)

Stop if all these jumps are sufficiently small, in which case convergence is reached.
• ⊖ Step 3: Compute the projection matrix

Pk = Lk

(

LT
k QLk

)−1
LT

k Q, (9)

where the superscript T denotes here and throughout the remainder of this paper the
transpose operation, Q is the metric

Q =

(

M 0
0 K

)

, (10)

and Lk is a matrix whose columns span the subspace

Lk = Span {Y m
l ; 0 ≤ l ≤ k, 0 ≤ m ≤ Nts − 1} . (11)

• ⊖ Step 4: Compute on the coarse time-grid the correction coefficients

Ci
k = ck(T i−), 1 ≤ i ≤ Nts − 1, (12)

where ck is the solution on the decomposed fine time-grid of the (projected) correction
problem

dck

dt
= ∇yF (yk, t)ck = Ack,

ck(T 0) = 0,

ck(T i+) = Pk

(

ck(T i−) + ∆i
k

)

, 1 ≤ i ≤ Nts − 1.

(13)

• ⊕ Step 5: Update the seed values

Y i
k+1 = yi−1

k (T i) + Ci
k = Y i

k + ∆i
k + Ci

k, 0 ≤ i ≤ Nts − 1. (14)

REMARK 2. Step 4 outlined above shows that the corrections of the seed values are
obtained by solving on the fine time-grid the same ODE governing the main problem (5),
but with different initial conditions designed to propagate on the fine time-grid only a relevant
component of the jumps. A priori, this is a computationally prohibitive proposition. However,
the reader can also observe the following. The Nts local problems (7) — to be solved in an
embarrassingly parallel fashion — and the Nts problems associated with the solution of (13)
on the Nts time-slices — to be solved sequentially — differ only in their initial conditions.
Therefore, it is shown in [25, 26] that the projector Pk is such that the correction coefficients
Ci

k can be computed without explicitly solving the the Nts problems (13) on the fine time-grid.
REMARK 3. In [24], it is shown that problems (13) arise from the solution by Newton’s

method of the nonlinear correction problem. Here, it is noted that for linear problems, the
accuracy of the initial values of the seed values Y i

0 is not critical for the convergence of the
Newton iterations. The key issue is rather the quick convergence of the subspace Lk to a
subspace containing the frequency content of the intial condition y0. However, for nonlinear
problems, the accuracy of Y i

0 can be expected to affect the convergence of Newton’s iterations.

Copyright c© 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2008; 0:1–25
Prepared using nmeauth.cls



6 J. CORTIAL AND C. FARHAT

4. EXTENSION TO NON-LINEAR SECOND-ORDER HYPERBOLIC PROBLEMS

4.1. Family of nonlinear structural dynamics problems

Consider the following nonlinear finite element equations of dynamic equilibrium of a given
system

Mü + f int(u̇, u) = fext(t),

u(t0) = u0,

u̇(t0) = u̇0,

(15)

where M ∈ R
N ′

dof×N ′

dof is the usual mass matrix, N ′

dof ∈ N denotes the number of

dofs associated with the chosen semi-discretization, u ∈ R
N ′

dof is its displacement vector,
f int : R

N ′

dof × R
N ′

dof 7→ R
N ′

dof is a nonlinear function, and fext ∈ R
N ′

dof is a prescribed force
vector. Let K(u̇, u) = ∇uf int(u̇, u) and D(u̇, u) = ∇u̇f int(u̇, u) denote the tangent stiffness
and damping matrices, respectively. The above problem can be recast into the equivalent
first-order form (1) by introducing

y =

(

u̇
u

)

, (16)

where y ∈ R
Ndof and Ndof = 2N ′

dof , and defining the function F as

F (y, t) = Φ(y) + b(t), (17)

where

Φ(y) =

(

−M−1f int(y)
(

IN ′

dof
0N ′

dof

)

y

)

, b(t) =

(

M−1fext(t)
0

)

, (18)

0N ′

dof
denotes the R

N ′

dof×N ′

dof null matrix, and IN ′

dof
denotes the R

N ′

dof×N ′

dof identity matrix.

The gradient of F with respect to y is

∇yF
(

y(t)
)

= ∇yΦ
(

y(t)
)

=

(

−M−1D
(

y(t)
)

−M−1K
(

y(t)
)

IN ′

dof
0N ′

dof

)

. (19)

4.2. Nonlinear PITA framework

When an implicit scheme is chosen for time-integrating the nonlinear problem (15), a nonlinear
system of algebraic equations arises at each time-step. Usually, this system is solved by a
Newton-like iterative method. Since such a method typically requires several iterations to
achieve convergence within a specified tolerance, it follows that in this case, the solution of
PITA’s linear correction problem (13) — even when performed on the fine time-grid — is
several times computationally more economical than the solution on the same fine time-grid
of the target nonlinear problem (15) and therefore is a relatively affordable computational
overhead. Nevertheless, the extension to nonlinear problems of the linear PITA framework
described in Section 3 is not straightforward.

To begin, the time-decomposed nonlinear problem (7) and the auxiliary correction
problem (13) no longer share the same governing differential equation. Furthermore, the
convergence of the Newton process that is intrinsic to the PITA framework can in this case
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strongly depend on the initial guess. In the nonlinear case, the Jacobian ∇yF
(

yk(t)
) (

Eq. (19)
)

is a time-dependent function. Therefore, the linearized ODE system (13) does not have constant
coefficients and changes at each iteration, and the local orthogonal projector Pk (9) should
perhaps depend on the time-slice Si.

Let Li
k and Qi

k denote the full-rank matrices depending on the iteration k and the time-
slice Si, and which are associated with a subspace Li

k and a chosen metric, respectively, to be
specified later in this paper. The Qi

k-orthogonal projector onto Li
k is

P i
k = Li

k(Li
k

T
Qi

kLi
k)−1Li

k

T
Qi

k. (20)

Using this projector and following the ideas exposed in Section 3, the following nonlinear
PITA framework is proposed for the time-parallel solution of the nonlinear structural dynamics
equations (15).

• ⊖ Step 0: Estimate the initial values of the seeds Y i
0 , 0 ≤ i ≤ Nts − 1.

For k = 0, 1, ... until convergence

• ⊕ Step 1: Apply the ITA on each time-slice of the time-decomposed fine time-grid to the
solution of the problem

dyi
k()

dt
= F

(

yi
k(), t

)

, in Si,

yi
k(T i) = Y i

k , 0 ≤ i ≤ Nts − 1.

(21)

This step involves at each time-instance the solution of a nonlinear system of algebraic
equations.

• ⊕ Step 2: Evaluate on the coarse time-grid the jumps

∆i
k = yi−1

k (T i) − Y i
k , 1 ≤ i ≤ Nts − 1. (22)

Stop if all these jumps are sufficiently small.
• ⊖ Step 3: Compute on the coarse time-grid the correction coefficients

Ci
k = ck(T i−), 1 ≤ i ≤ Nts − 1, (23)

where ck is the solution on the decomposed fine time-grid of the linearized (projected)
correction problem

dck

dt
= ∇yF

(

yk(t)
)

ck,

ck(T 0) = 0,

ck(T i+) = P i
k

(

ck(T i−) + ∆i
k

)

, 1 ≤ i ≤ Nts − 1.

(24)

• ⊕ Step 4: Update the seeds

Y i
k+1 = yi−1

k (T i) + Ci
k = Y i

k + ∆i
k + Ci

k, 0 ≤ i ≤ Nts − 1. (25)

To complete the description of the above nonlinear PITA, it remains to discuss an efficient
computation of the sequential correction step (Step 3) in order to make it an affordable
computational overhead, and to specify the full-rank matrices Li

k and Qi
k that determine

the projectors P i
k as well as the initialization procedure (Step 0).
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8 J. CORTIAL AND C. FARHAT

4.3. Efficient computation of the sequential correction step

4.3.1. Fundamental property. Let G denote the nonlinear propagator associated with a
chosen one-step ITA. In the context of the solution of problem (21), and using the implicit
function theorem, G can be defined by

yj+1
k = G(yj

k, tj) ⇔ Γ(yj+1
k ; yj

k, tj) = 0, (26)

where
Γ : R

Ndof × R
Ndof × R

+ → R
Ndof

(ζ, ξ, τ) 7→ Γ(ζ; ξ, τ).
(27)

In other words, G advances the solution state from time tj to time tj+1 = tj + ∆t.
First, consider the computation of the correction function ck via the solution on the fine

time-grid of the linearized problem (24). The corresponding linearized propagator derived from
(26) is

cj+1
k = ∇yG(yj

k, tj)cj
k

⇔ ∇ζΓ(yj+1
k ; yj

k, tj)cj+1
k + ∇ξΓ(yj+1

k ; yj
k, tj)cj

k = 0

⇔ cj+1
k = −

(

∇ζΓ(yj+1
k ; yj

k, tj)
)−1

∇ξΓ(yj+1
k ; yj

k, tj)cj
k.

(28)

Next, suppose that a Newton-like method is chosen for solving the nonlinear equation (26)
that arises at each time-step within Step 1 of the nonlinear PITA. Such a solution procedure
can be described as

• Initialize y
j+1,(0)
k = yj

k.
• For l = 0, 1, . . . , until convergence is achieved

– evaluate the error Γ(y
j+1,(l)
k ; yj

k, tj)

– if the error is small enough, set yj+1
k = y

j+1,(l)
k and stop

– otherwise, compute and factor the Jacobian matrix ∇ζΓ(y
j+1,(l)
k ; yj

k, tj)
– compute the increment

δy
j+1,(l)
k = −

(

∇ζΓ(y
j+1,(l)
k ; yj

k, tj)
)−1

Γ(y
j+1,(l)
k ; yj

k, tj) (29)

– update the iterate

y
j+1,(l+1)
k = y

j+1,(l)
k + δy

j+1,(l)
k .

From Eq. (28) and Eq. (29), it follows that the Jacobians involved in both of these equations
— and therefore the Jacobians involved in both Step 3 and Step 1, respectively — are related.
More specifically,

∇ζΓ(y
j+1,(l)
k ; yj

k, tj) → ∇ζΓ(yj+1
k ; yj

k, tj) when l → ∞ (30)

at a quadratic rate when Γ is a sufficiently smooth function. Therefore, if l∗ denotes the number
of iterations for convergence of the Newton or Newton-like procedure associated with Eq. (29),

∇ζΓ(y
j+1,(l∗)
k ; yj

k, tj) is identical to ∇ζΓ(yj+1
k ; yj

k, tj). However, the Newton-like loop described
above is such that at convergence, the most recently updated matrix is that associated with

∇ζΓ(y
j+1,(l∗−1)
k ; yj

k, tj). Hence, for the sake of computational efficiency, this matrix is chosen

here as a good approximation of that associated with ∇ζΓ(yj+1
k ; yj

k, tj).
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4.3.2. Computational strategy. The fundamental property of the nonlinear PITA highlighted
in Section 4.3.1 suggests two different approaches for reducing the computational overhead
associated with serial Step 3 where the correction coefficients Ci

k are evaluated.
The first approach consists in: (a) storing the tangent matrices associated with

∇ζΓ(y
j+1,(l∗)
k ; yj

k, tj), 1 ≤ j ≤ JNts − 1 (see Section 4.3.1), after these matrices have been
factored in Step 1, and (b) reusing them in Step 3 to compute the correction coefficients
cj+1
k as outlined in Eq. (28). Unfortunately, this computational strategy is memory prohibitive

except for very small-sized problems such as those arising from reduced-order models.
Let

Li
k =

[

Li
k1, Li

k2, · · · , Li
kdim(Li

k
)

]

, (31)

U i
k = Ci

k + ∆i
k, 1 ≤ i ≤ Nts − 1, (32)

and let
G

i

k =
(

∇G(y
J(i+1)−1
k ) · · · ∇G(yJi+j

k ) · · · ∇G(yJi
k )
)

, (33)

denote the linear propagator associated with the solution on the decomposed fine time-grid of
problem (24) in the time-slice Si. From Eq. (20) and Eq. (32), it follows that problem (24)
can be re-written as

dck

dt
= ∇yF

(

yk(t)
)

ck,

ck(T 0) = 0,

ck(T i+) = Li
kαi

k,

(34)

where αi
k ∈ R

dim(Li
k) is given by

αi
k =

[

αi
k1, αi

k2, · · · , αi
kdim(Li

k
)

]T
=
(

LiT

k Qi
kLi

k

)−1
LiT

k Qi
kU i

k. (35)

Using the definition (33), the solution of the linearized problem (34) above at time t = T (i+1)−

can be written as

Ci+1
k = ck

(

T (i+1)−
)

= G
i

kLi
kαi

k =

dim(Li
k)

∑

l=1

αi
klG

i

kLi
kl, (36)

where for each 1 ≤ i ≤ Nts − 1, G
i

k(Li
kl

) can be pre-computed in Step 1 while advancing the
solution yi

k(), at the mere additional cost of J pairs of forward/backward substitutions. The
latter assertion derives from Eq. (33) and the fundamental property of the nonlinear PITA
established in Section 4.3.1.

Hence, the second approach for computing efficiently the sequential correction step, which
is the approach adopted in this paper for performing Step 3 of the nonlinear PITA, consists in:
(a) propagating during Step 1 the subspace Li

k on the decomposed fine time-grid to compute

G
i

kL
i
k =

(

∇G(y
J(i+1)−1
k ) · · · ∇G(yJi+j

k ) · · · ∇G(yJi
k )
)

Li
k, 0 ≤ i ≤ Nts−1, 0 ≤ j ≤ J−1, (37)

and (b) reconstructing the values of the coefficients Ci
k as

Ci+1
k = ck(T (i+1)−) =

dim(Li
k)

∑

l=1

[

(

LiT

k Qi
kLi

k

)−1
LiT

k Qi
k

(

Ci
k + ∆i

k

)

]

G
i

kLi
kl, 0 ≤ i ≤ Nts − 2. (38)
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10 J. CORTIAL AND C. FARHAT

This reduces the computational burden associated with the straightforward implementation of
Step 3 of the nonlinear PITA to the mere cost of J(Nts−1) dim(Li

k) pairs of forward/backward
substitutions.

4.4. Selection of the subspace Li
k

A simple choice for Li
k that is inspired by that of the linear PITA is

Li
k = Lk = Span

{

Y j
l ; 0 ≤ l ≤ k, 0 ≤ j ≤ Nts − 1

}

, (39)

for any time-slice Si. However, this global basis update strategy can rapidly become
computationally inefficient since dim(Lk) ≈ kNts.

Alternatively, one can construct a local basis update strategy where the initial basis associated
with Li

0 is chosen for any time-slice Si as

Li
0 = L0 = Span

{

Y l
0 , 0 ≤ l ≤ Nts − 1

}

, 0 ≤ i ≤ Nts − 1, (40)

and the subsequent bases are enriched at each iteration by adding exclusively local data —
thus minimizing the amount of global communication between the time-slices — as follows:

Li
k = Li

k−1 + Span
({

yi−1
k−1(t

J(i−1)+j), 1 ≤ j ≤ J
}

∪
{

Y i−1
k

}

)

+ Span
({

yi
k−1(t

Ji+j), 1 ≤ j ≤ J
}

∪
{

Y i
k

}

)

, 0 ≤ i ≤ Nts − 1

(41)

The above local basis update strategy is justified by the following observation. Since the
problem of interest (15) is nonlinear, its solution at a time tn that preceeds the time-slice Si

by more than one or two time-slices is unlikely to contain useful information for the correction of
the solution within Si. Therefore, using data from the current and previous time-slices only for
correcting the solution within Si enables in principle a more efficient parallel implementation
of the nonlinear PITA without sacrificing the sought-after fast convergence rate.

4.5. Selection of the metric Qi
k

By analogy with the linear case, Qi
k is chosen here as

Qi
k = Qi =

(

M 0
0 K(Y i

0 )

)

(42)

in order for the chosen metric to posses the following properties that are desirable from a
computational viewpoint: (1) time-slice locality, (2) invariance with respect to the iteration
number, and (3) recovery of the metric used by the linear PITA in the particular case when
problem (15) is linear.

5. APPLICATIONS

Here, the nonlinear PITA described in this paper is applied to the time-parallel solution of two
geometrically nonlinear structural dynamics problems. These problems are of the academic
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type; they have the merit of being easy to reproduce by the interested reader. The objective
is to demonstrate the potential of the time-parallel PITA framework for reducing the CPU
time-to-solution. Both considered problems have a relatively small number of dof. For this
reason, and because the main purpose of this paper is to demonstrate time-parallelism, spatial
parallelism is not combined with time-parallelism for their solution. However, as stated in
the introduction of this paper, the PITA framework easily combines spatial and temporal
parallelisms. For both considered problems, the midpoint rule is chosen as the ITA because
of its good numerical stability for nonlinear problems and its second-order time-accuracy. All
numerical computations are performed on a Linux cluster.

5.1. Pressure “blast” of a spherical cap

The three-dimensional structure considered here is the spherical cap shown in Fig. 1. It is
assumed to be made of a linearly elastic material with a Young modulus E = 7.24 × 107

and a Poisson ratio ν = 0.3, and to be clamped at its boundary. Because of the two planes
of symmetry of this structure, only a quarter of its domain is modeled using 900 three-noded
shell elements, which generates N ′

dof = 2611 unconstrained dof. At t0 = 0 s, a uniform pressure

p = 1.14 × 103 per unit area is applied on the entire surface of the spherical shell. At
this magnitude level, the dynamic response of the structure is in the nonlinear regime (see
Fig. 2). All computational results associated with this problem are reported for the vertical
displacement dof at the center of the cap (see tracked dof in Fig. 1).

�����������
�����������
�����������
�����������
�����������
�����������
�����������

�����������
�����������
�����������
�����������
�����������
�����������
�����������

Symmetry

b = 254

h = 61

Symmetry

Fully clamped

Figure 1. Spherical cap and finite element mesh of a quarter of the symmetrical domain (the red arrow
designates the tracked dof).

First, a series of computations are performed using the sequential ITA to determine the
convergence time-step on the fine time-grid. This time-step is found to be equal to ∆t = 0.1 s
for this problem (see Fig. 3).
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Figure 2. Spherical cap: comparison of the linear and nonlinear dynamic responses (tracked dof,
∆t = 0.1 s).

Next, the nonlinear PITA is applied to the prediction of the transient response of the cap
in the time-interval [0 s, 30 s]. For this purpose, the fine time-grid is partitioned into Nts = 30
time-slices and the nonlinear PITA is equipped with ∆t = 0.1 s, ∆T = 1 s (J = 10), the global
basis update strategy (39), and the proposed local metric (42). Fig. 4 reports the evolution
of the jumps on the coarse time-grid of the iterate solutions, and Fig. 5 suggests convergence
of the nonlinear PITA after three iterations. In general, one can state that the PITA has
converged when the difference between the solution it has produced and that of its underlying
sequential ITA (using the same fine time-step) is of the same order of magnitude or smaller
than the time-discretization error intrinsic to the ITA. Here, the latter error is estimated by
computing a reference solution of the considered problem using the ITA with a very small
time-step. For this reasonable criterion, the results reported in Fig. 6 confirm the convergence
in three iterations of the nonlinear PITA suggested by Fig. 5.

To highlight the importance of the metric chosen for the PITA projector (20), the nonlinear
PITA computation described above is repeated using the same parameters except for the
metric matrix which is set to Qi

k = I. In this case, numerical instabilities develop during the
iterative process (Fig. 7) and the nonlinear PITA diverges at the fourth-iteration.

On a single CPU of a Linux cluster, the chosen ITA solves the problem described above in
T ITA = 58 s. Using 30 CPUs of the same cluster — that is, one per time-slice — the nonlinear
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Figure 3. Spherical cap: convergence time-step of the chosen nonlinear (sequential) ITA (tracked dof).

PITA produces the converged solution in T PITA
k=2 = 23 s. Hence, for this nonlinear problem,

PITA accelerates the time-to-solution by a factor greater than 2.5. This result is consistent
with the expectation set in [24, 25, 26] for time-parallelism: to reduce the sheer time-to-solution
of a given problem (or to “squeeze the most out of a given parallel computing system”) and
not necessarily to deliver a great parallel efficiency.

Further analysis of the above CPU performance results reveals that 12 s of the 23 s consumed
by the nonlinear PITA for the solution of the problem considered here are spent in the
initialization step (Step 0), which in this case is performed by applying the chosen ITA on
the coarse time-grid. This CPU cost represents more than the half of the total CPU cost of the
nonlinear PITA and therefore severely hampers the otherwise achievable speed-up by PITA.
Indeed, if for this problem the CPU cost associated with Step 0 was negligible, the nonlinear
PITA would have accelerated the time-to-solution of the ITA by a factor

T ITA

T PITA
k=2 − T PITA

Step0

≥ 5. (43)

For this reason, a faster approach for computing the initial values of the seeds is highlighted
in the next section.
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Figure 4. Spherical cap: convergence to zero of the jumps associated with the nonlinear PITA (tracked
dof, ∆t = 0.1 s).

5.2. Impact on a clamped-clamped plate

Fig. 8 shows a steel plate (E = 2 × 1011 N/m2, ν = 0.3) of length 1.0 m, width 0.2 m and
thickness 0.02 m that is clamped at both ends. It is discretized by 160 × 4 × 2 = 1280 8-
noded solid elements and 7155 unconstrained dof. At t0 = 0 s, a line force of magnitude
F = 8 × 104 N/m is applied at its middle, along its width. At this magnitude level, the
dynamic response of the structure is in the nonlinear regime (see Fig. 9). All computational
results associated with this problem are reported for the vertical displacement dof at the center
of the plate and for the time-interval [0 s, 1.5 × 10−2 s].

The computational time-step on the fine time-grid is set to ∆t = 5.0× 10−5 s. Fig. 10 which
compares the structural responses predicted by the chosen ITA for this time-step, a ten-fold
larger one ∆t = 5.0× 10−4 s and a ten-fold smaller time-step ∆t = 5.0× 10−6 s shows that the
value ∆t = 5.0 × 10−5 s is well-chosen.

Next, the time-interval [0 s, 1.5 × 10−2 s] is partitioned into Nts = 30 slices so that
∆T = 5 × 10−4s and J = 10. The nonlinear PITA is equipped with the local basis update
strategy defined by (40) and (41) and the local metric (42), and is applied to the prediction
of the vibrations of the plate. In this case, it converges in four iterations as shown in Fig. 11.

Next, the nonlinear PITA computation described above is repeated using the global basis
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Figure 5. Spherical cap: convergence of the nonlinear PITA (tracked dof, ∆t = 0.1 s).

update strategy (39). Fig. 12, which reports the magnitude of the jumps on the coarse time-
grid of the solutions at the fourth iteration, reveals that when equipped with either considered
local basis update strategy, the nonlinear PITA behaves almost identically. This highlights the
advantage of the local basis update strategy given that it is computational more efficient that
its global counterpart.

The solution of this problem by the chosen ITA on a single processor of the considered Linux
cluster consumes T ITA = 172.5 s. Using 30 processors of the same cluster and the chosen ITA
on the coarse-time grid to generate the initial seeds, the solution of the same problem by
the nonlinear PITA consumes T PITA

k=3 = 81 s when the local basis update strategy is selected,
and 83 s when the global one is chosen. Each of these two CPU timings includes 33 s spent
on generating the initial solution during Step 0. Hence, in either case, PITA accelerates the
time-to-solution by a factor greater than 2. To improve this speed-up factor, the nonlinear
PITA computation is repeated and this time, the seeds Y i

0 , 0 ≤ i ≤ Nts −1 are first computed
on a coarser mesh with 80×4×2 = 640 8-noded solid elements (3555 unconstrained dof) then
interpolated on the original mesh. Using this strategy for implementing Step 0 which was first
discussed in [26], the solution of the problem described above by the nonlinear PITA consumes
T PITA

k=3 = 69 s on 30 processors, which corresponds to a speed-up factor greater than 2.5.

Copyright c© 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2008; 0:1–25
Prepared using nmeauth.cls



16 J. CORTIAL AND C. FARHAT

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 0  5  10  15  20  25  30

Sequential
k = 0
k = 1
k = 2

Figure 6. Convergence of the proposed nonlinear PITA framework: comparison of the approximation
error of the PITA (difference between the PITA and ITA solutions) and the time-discretization error

of the ITA (tracked dof, ∆t = 0.1 s).

6. SUMMARY AND CONCLUSIONS

In applications involving a relatively small number of degrees of freedom (i.e. robotics,
multibody dynamics, protein folding, etc.), the spatial computations within each time-step offer
little prospect for parallelism or for utilizing efficiently a large number of available processors.
This lack of scalabilty becomes a significant drawback when the spatial domain is well resolved
but massively parallel ressources are available for reducing the time-to-solution. It becomes
even more critical when real-time response is to be achieved. In both cases, time-parallelism
becomes desirable even if realized at the expense of parallel efficiency. However, time-stepping
is sequential in nature. Therefore, parallelizing a computation across the time domain has
always been a challenge. In a previous work, a unique Parallel Implicit Time-Integration
(PITA) methodology was developed for the case of linear structural dynamics problems. In
this paper, a nonlinear extension of this PITA framework is presented. Its application to the
time-parallelization of sample transient dynamic plate and shell problems reveals a potential
for significantly reducing the time-to-solution associated with nonlinear structural dynamics
analyses.
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Figure 7. Spherical cap: numerical instabilities experienced by the nonlinear PITA when equipped
with Qi = I (tracked dof, ∆t = 0.1 s).
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Figure 10. Clamped-clamped plate: convergence time-step of the chosen nonlinear (sequential) ITA
(tracked dof).
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Figure 11. Clamped-clamped plate: convergence of the nonlinear PITA (tracked dof, ∆t = 5.0×10−5 s).
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Figure 12. Clamped-clamped plate: magnitude of the jumps associated with the nonlinear PITA after
four iterations using two different basis update strategies (tracked dof, ∆t = 5.0 × 10−5 s)
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