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Intense diffraction from a periodic array of microscopic bubbles is reported. These bubble
gratings are generated by 100-ps, 1.06-um pulses of intensity 10°~10° W/cm? which are crossed at
a liquid-dielectric interface. The time dependence of the diffraction yields information on the
surface bubble expansion, contraction, and migration. It is demonstrated that there is a
mechanism by which optical radiation can transfer impurity particles from the liquid to the glass
surface. These surface particles are strongly heated by subsequent laser pulses, causing them to
produce bubbles. Laser-induced particle deposition also lowers the threshold for surface damage.
Once attached, the particles can be removed from the surface using a double pulse sequence with
pulse separations <30 ns. This desorption process is related to the temperatures and cooling rates
of the surface particles, which can be estimated by analyzing the spectral and temporal
characteristics of the emitted blackbody radiation. The dependence of these phenomena on the
laser intensity and the chemical properties of the liquid is described, and a variety of possible

applications are discussed.

PACS numbers: 79.20.Ds, 78.20.Nv

I. INTRODUCTION

In this paper we describe and analyze novel phenomena
observed when the interface between glass or quartz and cer-
tain liquids is repeatedly exposed to subnanosecond laser
pulses of intensity 108~10° W/cm®. Our results demonstrate
that there is a mechanism by which optical radiation causes
impurity particles from the liquid to be deposited on the
glass surface. This deposition can be readily observed with a
light microscope at 100 X magnification. These surface par-
ticles are strongly heated by subsequent laser pulses, causing
them to give off light and to generate bubbles. The spectrum
of the emitted light has the form of a blackbody curve, and
this was used to estimate the distribution of particle tem-
peratures, while the time dependence of the emission decay
served to characterize their cooling rates.

I the surface is exposed to the interference pattern pro-
duced by a pair of crossed excitation pulses, bubbles are nu-
cleated selectively in the intensity peaks of the interference
fringes, giving rise to bubble gratings.' Because of the large
difference in refractive index between the gas and liquid,
these bubble gratings, though very thin (~1 gm), result in
efficient diffraction of a variably delayed probe pulse
brought in at the Bragg angle. By examining the dependence
of this diffraction on probe pulse decay between 10~ '* and
10's, a variety of dynamical properties of the surface bubbles
can be studied. These are the expansion, contraction, and
migration of the bubbles on the surface.

By bringing in a second set of grating excitation pulses
collinear with, but a short time (nanoseconds) after the first
set, it was possible to remove the particles attached to the
surface and eliminate the probe pulse diffraction. This de-
sorption effect was studied as a function of delay time
between sets of excitation pulses, and was found to be related
to the particle cooling rate.
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The presence of dust particles in samples and on optical
surfaces has long been a concern of the spectroscopist who
uses high peak power pulsed lasers. Light-absorbing impuri-
ties can greaty reduce the threshold for surface damage on
optics, and in samples they can obscure or interfere with
experimental results. For example, the emission of charged
particles and visible light from the surfaces of optical cell
windows following an intense laser pulse was originally attri-
buted to an intrinsic property of dielectric materials, but it
was later found to be primarily due to thermionic emission
from hot dust particles attached to the surface.”™ In bulk
liquids, laser-heated impurity particles produce bubbles
which cause scattering and refraction of the laser pulse.*™'
Such effects are not observed when pulse powers are reduced
or when cw beams are used.

In view of the importance of dust particles in liquids
exposed to high power laser pulses, it is particularly intrigu-
ing that these particles can be transferred from the bulk to
the surface in a pattern determined by the laser intensity
distribution at the interface. Once attached to the surface
these particles can be involved in novel phenomena such as
the generation of microscopic bubble diffraction gratings.
Our results also suggest that laser-induced particle deposi-
tion can play an important role in promoting surface damage
at glass-liquid interfaces.

Il. EXPERIMENTAL MODELS

The laser system used in these experiments is dia-
gramed in Fig. 1. A continuously pumped Nd:YAG oscilla-
tor is acousto-optically mode locked and Q switched to pro-
duce 1.06-um pulses at 400 Hz.'* The output is a train of
some 40 mode-locked pulses, ~ 100 ps wide and separated
by 9 ns. An ~50-uJ pulse from the center of the train is
selected by a Pockels cell. In some experiments, an addi-
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FIG. 1. Nd:YAG laser system used to excite and probe the liquid-glass in-
terfaces. A single 100-ps, 1.06-um pulse is selected from the mode-locked
pulse train and a small portion is frequency doubled to give a 532-nm probe
pulse. The remainder is beamsplit and recombined at the interface to give
the grating excitation. The grating is probed at the Bragg angle by the 532-
nm pulse after it passes down a variable optical delay line. The diffracted
part of the probe pulse is detected by a photodiode coupled to either a lock-
in amplifier or a waveform recorder. Abbreviations: PC=Pockels cell;
P=polarizer;, SHGz=second harmonic generator;, PR=prism;
BS==beamsplitter; PD=photodiode.

tional Pockels cell was used to select out a subsequent pulse
from the train. In this way, double pulse sequences could be
obtained with the time delay between pulses equal to any
desired multiple of the 9-ns pulse interval, from 9 to 99 ns.

A small portion of the IR single pulse is frequency dou-
bled using CD*A to give an ~ 1-uJ probe at 532 nm. The
remainder is beamsplit to give two ~ 15-uJ pulses which,
after traveling equal path lengths, are crossed at an angle & at
the interface between a glass or fused silica cell and a liquid
(Fig. 2). The interface is thus exposed to a sinusoidally vary-
ing pattern of intensity peaks and nulls produced by the in-
terference between the IR excitation beams. The fringe spac-
ing is given by

A= L, ()
2 sin(@ /2)
where A is the laser wavelength. In a typical case, 6 = 26°,
A = 1.06 um yields a value of 2.36 um for A.

The interaction region of the IR beams is probed at the
Bragg angle with a 532-nm pulse which could be timed to
arrive continuously from 2 ns before to 16 ns after the IR
excitation, using an optical delay line. In cases where longer
excitation-probe delays were required, an argon-ion pumped
cw dye laser was used as a probe. Spot sizes of the excitation
and probe beams were 100 and 50 um, respectively. Most of
our measurements were carried out on benzyl benzoate in a
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FIG. 2. Schematic illustration of the experimental geometry for the produc-
tion and detection of bubble gratings. Two 100-ps, 1.06-um excitation
pulses are crossed at the interface between a glass cuvette and a liquid.
Stripes of microscopic bubbles are generated in the intensity peaks of the
resulting interference pattern. This bubble grating causes strong diffraction
of a variably delayed, 532-nm probe pulse brought in at the Bragg angle.

1-mm absorption cuvette, but this was largely a matter of
convenience, since intense diffraction was observed in sever-
al other liquids, and in the isotropic phases of several liquid
crystals. The dependence of the effect on particular types of
liquids is discussed below.

The probe diffraction was detected by a photodiode
coupled to a lock-in amplifier or a Biomation model 805
waveform recorder. The spectrum of the visible light emitted
following excitation by a double pulse sequence of two iden-
tical IR pulses separated by 9 ns was recorded using a com-
puter-interfaced SPEX 1-m monochromator equipped with
a Hammamatsu No. 928 phototube. The spectrum was cor-
rected for phototube and grating response using a blackbody
lamp as a standard. The time dependence of the visible light
emission was obtained using a fast phototube and a Tek-
tronix R7912 transient digitizer.

lll. RESULTS AND DISCUSSION
A. Bubble gratings

Our original observation of bubble gratings occurred in
samples of liquid crystals which were subjected to the
crossed beam excitation (Fig. 2). Typical results for the iso-
tropic phase of the nematic liquid crystal p-p’ pentylcyanobi-
phenyl (5-CB) are shown in Fig. 3. The data are the output of
alock-in amplifier. At ¢ = 0 a fresh sample spot was exposed
to the crossed IR excitation and green probe pulses. The
excitation and probe repetition rate was 400 Hz. At first, no
probe diffraction could be observed. After one to two min-
utes, however, a first order diffraction spot appeared which
rapidly increased its intensity over ~ 15 s until it reached a
few percent of the transmitted probe intensity. The onset
time was independent of whether the probe delay was a few
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FIG. 3. Time course of the diffracted probe intensity for the isotropic phase
of the liquid crystal 5-CB. At ¢ = 0, the crossed excitation beams are turned
on. After an ~2-min onset time, the first order diffraction intensity in-
creases to several percent of the undeflected probe beam. Thereafter, it rises
and falls erratically as long as the excitation beams are present. If the excita-
tion beams are blocked, the diffracted intensity is zero. When the excitation
beams are unblocked, diffraction is observed immediately, without the 2-
min onset time. This result is independent of the length of time during which
the excitation beams are blocked.

nanoseconds or a few milliseconds relative to the excitation.
At this point the diffraction fell sharply to a low {nonzero)
value, and, if exposure to the IR beams was continued, the
diffraction intensity rose and fell at ~ 15-s intervals indefi-
nitely. Blocking either of the excitation beams (arrow)
caused the probe diffraction to drop rapidly to zero. When
the excitation beams were unblocked (arrow) diffraction was
observed immediately without the 1-2-min buildup time.
This occurred whether the IR beams were blocked for a few
minutes or a few days.

When the sample was translated more than one spot
diameter to the right or left, no diffraction could be seen for
at least a minute. After returning to the original spot, how-
ever, intense diffraction was observed immediately. Thus,
the sample “remembered” where it had previously diffract-
ed light. Furthermore, the region several spot diameters
above the orignal spot also gave immediate diffraction, even
though it had never been exposed to the excitation beams.
The same effect was not observed below the original spot.
The memory was not a grating in itself since no diffraction
was observed when only the probe beam was present. In-
stead, it consisted of a tendency, or “predisposition,” to form
a grating very rapidly when the crossed excitation beams
were turned on. The predisposed region of the surface was
associated with a dark residue of material which was visible
under a light microscope (see Sec. C below). The surface
could be predisposed with a single beam, but the crossed
excitation beams were required to observe diffraction.

The onset time of the diffraction from a fresh sample
spot increased as the laser repetition rate was reduced, but
diffraction was always observed eventually, even below 100
Hz. In contrast, if the excitation intensity were cut in half
with a neutral density filter, diffraction was never observed.
Thus, the effect depended on peak power rather than average
energy, with a threshold in the vicinity of 10° W/cm? under
our conditions.
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A closer examination of the sample by a 100 X magnifi-
cation microscope revealed that the abrupt drops in probe
diffraction displayed in Fig. 3 corresponded with the release
of an ~40-um-diam bubble from the surface of the glass at
the laser spot. These bubbles were stable for minutes, and,
once released, floated slowly to the surface of the liquid. This
observation implies that a grating of microscopic bubbles is
the origin of the diffraction. The grating thickness can be
estimated assuming that a large bubble is released when the
smaller bubbles approach uniform coverage of the laser spot.
For the observed 40-um-diam bubble and a spot size ~ 100
pm, one obtains a diameter ~ 1 um for the microbubbles.
This estimate is consistent with the diffusion measurements
discussed below. The large difference in refractive index
An = 0.3-0.6 between gas or vapor and liquid accounts for
the relatively high diffraction efficiency (up to 10% in the

+ 1 order) from a grating only 1 zm thick.

The nature of the diffracted light was examined more
quantitatively using a fast pin photodiode and a Biomation
model 805 waveform recorder. The character of the diffrac-
tion from a predisposed spot was found to be dramatically
different depending on whether the grating was probed a few
nanoseconds or a few milliseconds after the arrival of the
excitation pulses. The millisecond delay was achieved by ad-
justing the optical delay line so that the probe arrived at the
sample slightly before the excitation pulses (i.e., 2.5 ms after
the previous excitation pulse for a 400-Hz repetition rate).
Figure 4(a) displays the diffracted light intensity of a series of
shots for the case where the grating was probed 1 ns after the
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FIG. 4. Time course of the diffracted probe intensity at a predisposed spot
on the glass-liquid interface when the bubble grating is probed 1 ns (a) and
2.5 ms (b) after the arrival of the crossed excitation pulses. The excitation
pulses are turned on at ¢ = 0 and blocked at the arrows. Each spike in (a)
corresponds to an individual laser shot (400 Hz). The vertical scale in (b) is
expanded by a factor of 10 relative to (a). Since in (b) the shot-to-shot fluctu-
ation in the diffraction is small, only the envelope of the diffracted probe
pulses is depicted.
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excitation of a predisposed spot. Intense diffraction was ob-
served on the first shot and continued erratically until the
excitation beams were blocked (arrow), after which a large
fraction of the intensity disappeared before the next probe
shot 2.5 ms later.

A very different behavior was observed when the grat-
ing was probed 2.5 ms after the arrival of the excitation, as
shown in Fig. 4(b). The overali first order diffraction effi-
ciency was an order of magnitude weaker, so the vertical
scale is expanded by a factor of 10 relative to Fig. 4(a). The
time scale has been contracted in order to show the behavior
of the grating long after the excitation beams are blocked.
The diffraction is much more stable from shot to shot so only
the envelope of the diffracted probe pulses is shown. The
intensity takes 15-25 shots to build up to a steady state level.
When the excitation beams are blocked (arrow), the intensity
decays exponentially to zero over several hundred millisec-
onds.

These data are readily explained by a laser-induced
bubble grating model as follows. The excitation pulses are
partially absorbed by small particles attached to the surface
which lie in the grating peaks. This local heating vaporizes
and degasses the surrounding liquid producing a grating of
expanding bubbles containing both vapor and noncondensa-
ble gas. The presence of these hot, expanded bubbles gives
rise to the intense and erratic diffraction Fig. 4(a). After a
time short compared with the repetition rate, the vapor con-
denses, leaving smaller residual gas bubbles having a lifetime
of many seconds. These smaller bubbles are responsible for
the diffraction in Fig. 4(b). The formation of gas bubbles
results in depletion of dissolved gas at the interface, which is
replenished by diffusion of gas molecules from the surround-
ing liquid. Thus, the gas bubble production rate reaches a
steady state value after 15-25 shots.

When the excitation beams are blocked [Fig. 4(b)], the
concentrations of microbubbles in the peaks and nulls be-
come equal by migration of the bubbles on the surface. If this
migration corresponds to simple diffusion, the diffraction
intensity will decay exponentially with a time which depends
on the fringe spacing’*:

I(t)=10exp[ —Z(i—ﬁ)zDz], (2)

where D is the bubble diffusion constant. Measurements of
these decays at different fringe spacings should result in dif-
ferent decay rates, but the same diffusion constant. In Fig. 5,
the decays observed at two fringe spacings are plotted. With-
in experimental error, these yield the same value for
D = 1.8 + 0.6 107° cm?/s. The fact that both decays are
exponential suggests that the microbubbles are relatively
uniform in size.

From kinetic theory, the diffusion constant of a particle
undergoing Brownian motion is

S
where fis the friction coefficient. For a spherical particle of
radius 7 immersed in a medium of viscosity 7, fis given by
Stokes’ equation:
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FIG. 5. The intensity of the + 1 order probe diffraction vs time after block-
ing the excitation beams. The points are taken from curves like that in Fig.
2(b) (following the arrow) for two different values of the fringe spacing A.
Both decays are exponential and, while their time constants 7 are very dif-
ferent, the calculated diffusion constant D is the same. This demonstrates
that the loss of diffracting power is due to the diffusion of microscopic gas
bubbles from the grating peaks to the nulls.

f=6myr. 4)
If we neglect the interaction of the bubbles with the surface,
these formulas can be used to verify that the bubble diffusion
constant measured above is the right order of magnitude.
Taking T'= 300 °K, 7 = 8.5 X 10~ P for benzyl benzoate,
and 7 in the range 0.1-1 4, we obtain D in the range 10~%-
10~° cm?/s. This agrees well with our experimental value.

The maximum possible diameter of the microbubbles is
the grating fringe spacing A. The data shown in Fig. 5, how-
ever, suggest that their actual size is independent of A, since
the diffusion constant which varies inversely as the bubble
radius [Eqgs. (3} and (4)] was the same for the two different
fringe spacings. Thus, the smaller value of A = 1.33 um
gives an upper limit to the diameter of the microbubbles.

The onset and decay times of the intense, erratic diffrac-
tion were determined in separate experiments. The time de-
lay between the point when the probe and excitation beams
were simultaneously present at the interface (r =0) and
when the intense diffraction was observed, was measured
with the optical delay line to be 350 + 50 ps. This is roughly
the time which would be required for a bubble expanding at
the speed of sound in benzyl benzoate {~2X 10° cm/s) to
reach a radius of 1 um.

In order to measure the loss of diffraction efficiency
caused by the collapse of the hot bubbles, it was necessary to
probe the grating with a cw beam so that diffraction could be
followed continuously on a microsecond time scale. For this
purpose we used an ~ 50-mW, 590-nm beam from an argon-
ion pumped rhodamine-6G dye laser as a probe. The time
course of the diffraction from a single shot of the IR grating
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FIG. 6. First order diffraction of a cw probe beam vs time following a single
shot of the IR grating excitation on a predisposed spot. The true rising edge
(350 ps) is not resolved in this experiment. The decay time is 55 + 5 us. This
reflects the time required for the hot, expanded bubbles to cool and con-
tract.

is shown in Fig. 6. For these experiments, the recording in-
strument risetime was ~4 us. Therefore, the 350-ps rising
edge of the diffraction is not resolved. The decay is approxi-
mately exponential with a time constant of 55 + 5 us. We
propose that this is the time required for the expanded bub-
bles to contract by the loss of heat to the surroundings, caus-
ing the vapor to condense.

B. Suppression of diffraction with a double pulse
sequence

Once a spot on the interface had been predisposed to
diffract light with IR single pulses, we found that we could
reversibly suppress the diffraction by switching to a pulse
sequence formed by selecting two adjacent pulses from the
mode-locked IR pulse train. That is, by changing back and
forth between a set of crossed pulses and two sets of crossed
pulses separated by 9 ns, we could alternately create and
erase the tendency to diffract light.

The erasure does not occur immediately, but over a pe-
riod of 15-30 s. Diffraction could then be regenerated in the
usual time ~ 1 min with the single pulses. A fresh sample
spot exposed only to the double pulse sequence neither dif-
fracts light nor produces any visible bubbles. Thus, it is not
possible to predispose a spot on the interface when the adja-
cent pair pulse sequence is used. When we used this double
pulse sequence with filters to reduce the intensity to half, no
predisposition could be achieved, nor could previous predis-
position be erased. The full intensity of the IR pulses is thus
required, both to predispose with a single pulse and to erase
with a double pulse. At ~10°® W/cm?, we are apparently
within a factor of 2 above the intensity threshold for both
effects.
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These observations show that diffraction behavior de-
pends strongly on the separation time between sets of
crossed excitation pulses. A single set followed by another
2.5 ms later (400-Hz repetition rate} constituted the original
conditions under which we observed predisposition and
strong diffraction. However, two sets of crossed IR pulses
separated by 9 ns erased both predisposition and diffraction.

In order to determine the pulse separation at which one
type of behavior changed over to the other, we used a second
Pockels cell to select out pairs of single pulses from the IR
pulse train having various time separations. For a pulse se-
paration of 18 ns, we observed the same behavior as for the 9-
nsdelay. However, at 27 ns and longer delays, the qualitative
behavior began to change, and diffraction was reproducibly
seen after onset times in the 4-5 min range. Thus, a second
IR pulse only suppressed the diffraction if it arrived within
~ 30 ns after the first. A possible mechanism for this effect is
described below.

C. Visible light emission and particie deposition and
removal

After prolonged irradiation of the sample by the excita-
tion beams, we could detect a faint dark residue on the glass
surface under a microscope. The residue has the form of a
round spot with a narrow streak extending upward for sever-
al spot diameters. It is clearly the origin of both the diffrac-
tion and the bubbles, since when the spot or streak is trans-
lated through the crossed beams, a burst of bubbles and
diffraction result. Evidently, the rising bubbles carry parti-
cles up the surface of the glass from the initial point of depo-
sition in the laser spot, producing the streak.

With the probe beam blocked and the room darkened it
is possible to see a very faint emission of visible light upon IR
laser irradiation of spots at the glass-liquid interface which
had been predisposed. For a fresh spot on the surface, this
emission is not observed immediately, but has an onset time
corresponding to that for diffraction. We observe the light
emission whether our samples were excited with crossed IR
beams or a single beam. Like the diffraction, light is emitted
immediately when the IR beam is moved several spot diame-
ters above the initial predisposed spot, but not to the right,
left, or below. It is therefore associated with the same spot
and streak of dark material which is responsible for the dif-
fraction predisposition. Reduction of the IR intensity by a
factor of 2 extinguishes the light.

When viewed under a microscope, the spatial profile of
the light intensity emitted from a spot predisposed with sin-
gle pulse excitation reflects the Gaussian profile of the laser.
However, excitation of a predisposed spot by a double pulse
sequence having 9-ns separation, while increasing the over-
all emitted light intensity somewhat, causes the spatial pro-
file to change dramatically. The light now appears to come
from a bright ring which surrounds a dark central spot. This
occurs because particles are removed from the center of the
spot under these conditions.

A spectrum of the light emitted from the surface of a
quartz cell containing benzyl benzoate following this IR
pulse pair excitation is shown in Fig. 7. The spectrum has the
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FIG. 7. Spectrum of light emitted by surface particles which were excited by
a double pulse sequence with 9-ns time separation between pulses. The solid
line is a linear combination of blackbody emission curves for temperatures
of 3000 and 1000 °K, with coefficients of 0.35 and 0.65, respectively. The
scaling of the composite curve was adjusted to give the best visual fit to the
data.

form of a long, smooth tail in the visible which rises steeply
toward infrared wavelengths, and strongly resembles a
blackbody radiation curve. For purposes of comparison, a
composite blackbody curve (solid line) has been drawn in,
which is a linear combination of curves for temperatures of
3000 and 1000 °K, with coefficients of 0.35 and 0.65, respec-
tively. The scaling of the composite curve was adjusted to
give the best visual fit to the data. This is not intended to
suggest that our spectrum is produced by two populations of
hot particles, one at 1000 and the other at 3000 °K,, but rath-
er that the data could be fit very well using a composite curve
reflecting a distribution of particle temperatures up to
3000 °K. Furthermore, this spectrum indicates that other
sources of light emission, such as charged particle recombin-
ation, must make at most a minor contribution to the overall
intensity, since the spectrum of such electronic transitions is
expected to peak in the UV or visible and to tail off into the
IR.*

A rough calculation suffices to verify that the tempera-
tures indicated above are reasonable. The temperature of a
particle after absorbing energy from a short light pulse is

O (5)
4mpaC,w

where E is the energy in a single pulse, ¢ the probability of
absorption, a, p, and C, the particle radius, density, and
specific heat, respectively, and @ the beam spot size. If we
model dust as particles of pine charcoal, and take £ = 10~°
J,$=05p=03g/cm’ a=25%x10"%cm, C, =0.7J/
g °’K, and @ = 1072 cm, we obtain 7= 2000 °K. Because the
temperature of a particle is proportional to its surface-to-
volume ratio, the smallest particles are also the hottest.

The temporal behavior of the light emitted from a pre-
disposed spot with single pulse IR excitation is shown in Fig.
8(a). The sharp rising edge is simultaneous with the arrival of
the excitation, and the decay has a time constant of roughly
12 ns. In (b), light emission for the double pulse sequence
with 9-ns pulse interval is displayed. In this case the intensity
emitted on the first pulse is much smaller than in (a), while

4077 J. Appl. Phys., Vol. 55, No. 11, 1 June 1984

1@
>
j
P 1
=z
TN}
—
=
5|
9]
0 1
b
58}

()
0 20 40 60 80 100 120 140 160" 180 200
TIME (nsec)

FIG. 8. Time dependence of the visible light emitted by surface particles
following three different kinds of excitation: (a) a single IR pulse; (b) a two
pulse sequence with 9-ns pulse separation; and (c) a two pulse sequence with
99-ns pulse separation. The emission decay times are approximately con-
stant in each case at ~ 12 ns. This reflects the particle cooling rates. The
amplitude of emission following each laser pulse depends both on the parti-
cle temperatures and on the number of particles in the laser spot. Each trace
is an average of 200 excitations.

that from the second pulse is comparable. In ¢ is shown the
result of increasing the interval between excitation pulses to
99 ns. Now the intensity from the first shot is nearly its value
in a, and it is more nearly equal to that from the second shot.
Light emitted after the second pulse in the sequence has ap-
proximately the same decay rate as that following a single
pulse.

If the visible emission from these samples is blackbody
radiation from particles having temperatures up to several
thousand degrees, then the emission decay must reflect the
particle cooling rates. The integrated blackbody intensity for
wavelengths up to 1 um is a strong function of the tempera-
ture and has been given by Planck:

I =ce"—1)7", (6)

where I is in W/cm? of surface), ¢, = 1 197 280, and ¢, is
28 776. The temperature T at which the intensity falls to 1/e
of its value at initial temperature 7 is then

X )

(1+2)
43

For T, = 3000 °K, we obtain T'=~2700 °K. Thus, a tempera-
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ture drop of only 10% is sufficient to reduce the emitted
intensity by 63%.

It is necessary to show that the temperatures of hot dust
particles at the interface can drop by 10% in the observed
decay time of 12 ns. The calculation of the average particle
temperature as a function of time following the excitation is
complicated by the fact that the liquid environment in the
immediate vicinity of the particle rapidly increases in tem-
perature and then changes phase. Furthermore, we do not
know whether the bubble associated with the hot particle
attached to the surface surrounds the particle completely or
whether it is in contact at only a point. In order to simplify
the problem, we first assume that the liquid remains in ther-
mal contact with the particle during the cooling process,
with constant thermal diffusivity « and particle surface tem-
perature 7. This gives an upper bound to the cooling rate,
since a hot particle surrounded by gas will cool more slowly
due to the lower thermal diffusivity of the gas. The average
particle temperature is then'*

Tult)= 55 3 - [(T—The " + T.], @
where T}, is the initial temperature and a the particle radius.
Plots of T, /T, versus time for various values of a are shown
in Fig. 9. Here, we have takenx = 10 3cm?/s, T, = 300 °K,
and T, = 3000 °K. As expected, the smaller particles cool
faster. The effect of increasing the surface temperature 7,
from 300 to 600 °K (approximately the boiling point of ben-
zyl benzoate) is shown for the particle withe = 0.25 um. It is
small at short times because in either case 7,/T<1. It is

1.0

0.8 a=fum

a=0.5pum

0.6

o1 [T600°K

04+t

0.2t

O 10 20 30 40 50 60 70
Time{nsec)

FIG. 9. Rate of cooling of particles of radius a, calculated from Eq. (8) in the
text. T'is the average particle temperature at time ¢. The initial temperature
T, is 3000 °K. The curves are computed assuming the surface temperature
T, is held constant at 300 °K. For comparison, two a = 0.25 um curves are
shown, one for 7, = 600 °K, approximately the boiling point of benzyl ben-
zoate, and the other for 7, = 300 °K. Note that at short times, 7 is quite
insensitive to the value of T,. The thermal diffusivity « was taken to be 10~
cm?/s, appropriate for a liquid. The actual cooling rates will be slower than
those shown here, because a particle associated with a bubble will cool more
slowly due to the lower thermal diffusivity of the gas.
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clear from Fig. 9 that all particles up to a radius of 1 zm can
cool to 0.9 T, in 10 ns, and the smaller particles, which are
hottest and give off the most light, cool much more rapidly,
reaching 0.9 T, in 5 ns or less. Thus, thermal diffusion is fast
enough to account for the emission decay.

In view of these results we can understand the impor-
tant features of light emission for the single and double pulse
excitation. With the single IR pulse, particles are accumulat-
ed and distributed across the laser spot. Therefore, the light
emitted has the appearance of a circular disk under the mi-
croscope. With two pulses separated by 9 ns, particles are
removed from the center of the spot where the intensity is
highest, leaving a ring of particles around the periphery.
This accounts for the bright ring of light observed under the
microscope, as well as the erasure of the diffraction predis-
position. Now when the first pulse arrives, much less light is
emitted because particles in the most intense region of the
laser spot have been removed. However, after 9 ns, the peri-
pheral particles are still hot (T'~0.5-0.9 7, so that a second
IR pulse heats them to a temperature comparable to that
reached under single pulse excitation in the center of the
spot. This explains the reduced amplitude of emission on the
first pulse, and the comparable amplitude on the second
[Fig. 8(b)], relative to emission under the single pulse excita-
tion conditions. The fact that the relative intensities of the
light emission are more equal for long pulse delays [Fig. 8(c)]
indicates that particles heated by the first pulse can cool
significantly before the arrival of the second, so that particles
are not removed from the surface under these conditions.
The latter conclusion is supported by the observation that
strong probe diffraction is seen following double pulse exci-
tation for long (~ 100 ns) pulse separations.

These results strongly suggest that there is a tempera-
ture threshold for the thermal desorption of particles which
is reached by double pulse excitation at small pulse separa-
tions. Above this threshold, particles are removed from the
surface, causing the diffraction predisposition to be erased
and light emission from the center of the irradiated spot to
stop. This temperature threshold is not reached either with
single pulse excitation or with double pulse excitation with
pulse separations long enough to permit significant particle
cooling between pulses.

The best evidence that the deposition of surface parti-
cles is the origin of both the diffraction predisposition and
the light emission is the observation that, if the surface is
thoroughly cleaned and the liquid carefully filtered through
a pore size of 0.2 um, no diffraction or light emission can be
observed. Subsequent addition of trace amounts of activated
charcoal particles to the cleaned liquid regenerates these ef-
fects. This demonstrates that the faint dark residue associat-
ed with a predisposed spot on the glass surface is not due to
processes such as photochemical decomposition of the liquid
at the interface, but instead to laser-induced transfer of parti-
cles from the liquid to the glass surface.

Thus far there has been no discussion of how the parti-
cles become attached to the surface or what the role of the
liquid is in this process. Liquids in which these effects were
observed include the isotropic phases of V- (p-cyanobenzyli-
denejp-octyloxyaniline (CBOA) and p-p’pentylcyanobi-
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phenyl, melted benzophenone and biphenyl, tripheny! phos-
phite, and benzyl benzoate. Those not showing the effects
included water, ethyl alcohol, CC1,, CS,, benzene, and n-
hexadecane. Common characteristics of the liquids in the
former category are extensive electron delocalization and,
with the exception of biphenyl, the additional presence of at
least one polar functional group. In view of the well known
thermionic emission of laser-heated particles,”™ it is reason-
able to propose that particles floating near the interface are
ionized by the beam. The liquids may serve to stabilize the
resulting charge-separated species long enough for the dust
to migrate to the glass surface and become attached through
electrostatic forces.

This model is attractive because it explains the observed
intensity thresholds for particle attachment and removal.
The threshold for attachment is the intensity required to
raise the temperature of the dust particle sufficiently for ioni-
zation to occur. Removal by a double pulse sequence occurs
only when the attached particle temperature is raised high
enough so that resulting mechanical forces on the particle
can overcome the electrostatic forces attracting it to the sur-
face. Without knowing the exact spatial relationships
between the hot particle, its associated bubble, and the sur-
face, we can only speculate on the origin of these mechanical
forces. Two qualitative observations are relevant. The first is
that bubbles leaving the predisposed spot can take particles
with them, as evidenced by the dark streak on the glass above
the spot. Therefore a model which can account for the effi-
cient ejection of bubbles from the surface could also explain
the removal of particles. The second observation is that un-
der single pulse irradiation some microscopic bubbles can be
seen through a microscope leaving the surface. However,
with double pulse excitation of a single predisposed spot, a
tremendous number of microscopic bubbles can be seen leav-
ing during the short time ( ~ 10 s) prior to the destruction of
the predisposition.

One possibility which can account for the particle re-
moval in terms of these observations is illustrated in Fig. 10.
In (a) is depicted a dust particle attached to the glass surface.
In (b), the first laser pulse of a double pulse sequence arrives,
heating the particle and vaporizing a portion of the sur-
rounding liquid. The resulting bubble does not form symme-
trically around the particle because it is still attached to the
glass surface. In (c) the second laser pulse arrives, heating the
particle still more. The particle cools by expanding the exist-
ing bubble and by vaporizing additional liquid lying between
itand the glass surface. This latter process tends to push both
bubble and particle off the surface, as in (d).

One final experimental observation is worth noting. If a
fresh spot on the surface of a cuvette containing benzyl ben-
zoate is exposed to grating excitation using one-half of the
mode-locked IR pulse train (a sequence of ~20 pulses of
decreasing amplitude), within 30 s to 1 min we observe dam-
age to the surface of the glass. This is accompanied by the
emission of bright, white light, copious bubbles, and an audi-
ble hissing sound from the laser spot. Examination of the
damaged spot under a scanning electron microscope at
800 < magnification revealed that a well-defined diffraction
grating had been burned into the glass. In addition, a ran-
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FIG. 10. Possible mechanism for the removal of surface particles by a dou-
ble pulse sequence. (a) depicts a particle attached to the surface. In (b), the
first excitation pulse arrives, heating the particle and vaporizing the sur-
rounding liquid. The resulting bubble does not expand symmetrically
around the particle because it is still attached to the surface. In (c), the sec-
ond pulse arrives, heating the particie still more and vaporizing additional
liquid lying between the particle and the surface. If the particle is hotter
than a threshold temperature, the force of this latter vaporization is suffi-
ciently large to dislodge the particle and bubble from the surface, as in (d).

dom network of deep cracks ran throughout the laser spot.
The electron micrographs showed no permanent damage to
the surface for either the single pulse or double pulse se-
quence excitation. Most importantly, no damage could be
detected after pulse train excitation using liquids which did
not exhibit diffraction predisposition or with benzyl benzo-
ate which had been filtered through a pore size of 0.2 um.
These results indicate that the transfer of dust particles from
the liquid to the glass surface is an important prerequisite for
surface damage in these systems.

IV. CONCLUDING REMARKS

The qualitative, semiquantitative, and quantitative ob-
servations reported in this paper describe a diverse but inter-
connected set of phenomena. We have generated surface dif-
fraction gratings composed of arrays of microscopic
bubbles. Although these gratings are only ~1 um thick,
they give rise to intense (~ 10%) diffraction. The diffracted
signal was used to measure the time dependence of bubble
expansion, contraction, and migration on the surface. Fur-
thermore, we have shown that the bubble gratings are pro-
duced following the laser-induced deposition of submicron
particles from the bulk liquid onto the surface, and that once
deposited, the particles can be removed by an appropriate
double pulse sequence. By examining the spectral and tem-
poral characteristics of light emission from the glass surface
under various excitation conditions, we have shown that la-
ser heating of the attached particles and their subsequent
rapid cooling are intimately involved in these phenomena.

There are several important implications of this work
which bear recapitulation. When liquid crystals or ordinary
liquids having extensive electron delocalization are studied
with laser pulses of > 10® W/cm?, special care should be
taken to filter the liquid and clean the sample cell in order to
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avoid the accumulation of impurity particles at the cell-lig-
uvid interface. In addition to causing the emission of light and
the production of bubbles, we found that the dust deposited
by the laser caused a substantial reduction in the threshold
for surface damage.

On the other hand, the ability to manipulate the surface
particles using optical beams could lead to some interesting
technological applications. For example, one could use a la-
ser beam to deposit surface particles in patterns which could
be “read” holographically by beams of lesser intensity
through bubble grating diffraction. These patterns could be
conveniently erased by an appropriate double pulse se-
quence, or, if desired, permanently burned into the substrate
by a more intense beam. Also, the high efficiency (up to 10%
in first order) and fast rise time (~ 350 ps) of the bubble grat-
ings could make them attractive for applications requiring
ultrathin, optically activated light switches. Finally, it is
likely that magnetic, biological, or chemically reactive parti-
cles could be deposited in various patterns on the surface,
opening up a range of interesting applications.
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