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Abstract. I describe a vision system that uses neurobiological principles to perform all four major oper-
ations found in biological retinae: (1) continuous sensing for detection, (2) local automatic gain control
for ampli�cation, (3) spatiotemporal bandpass �ltering for preprocessing, and (4) adaptive sampling for
quantization. All four operations are performed at the pixel level. The system includes a random-access
time-division multiplexed communication channel that reads out asynchronous pulse trains from a 64�64
pixel array in the imager chip, and transmits them to corresponding locations on a second chip that has
a 64� 64 array of integrators. Both chips are fully functional. I compare and contrast the design prin-
ciples of the retina with the standard practice in imager design and analyze the circuits used to amplify,
�lter, and quantize the visual signal, with emphasis on the performance trade-o�s inherent in the circuit
topologies used.

Keywords: retinomorphic, neuromorphic, local gain control, spatiotemporal �ltering, pixel parallel, adap-
tive neuron

1. Smart-Pixel Arrays

The migration of sophisticated signal processing
down to the pixel level is driven by shrinking fea-
ture sizes in CMOS technology, allowing higher
levels of integration to be achieved [1], [2]. New
pixel-parallel architectures are required to take
advantage of the increasing numbers of transistors
available [3]. Inspired by the pioneering work of
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Fig. 1. System concept. The retinomorphic chip acquires,
ampli�es, �lters, and quantizes the image. All these oper-
ations are performed at the pixel level. The interchip com-
munication channel reads out asynchronous digital pulses
from the pixels by transmitting the location of pulses as
they occur. A second neuromorphic chip decodes these
address events, and recreates the pulses.

Mahowald and Mead [4], I describe in this paper
a retinomorphic vision system that addresses this
need by mimicking biological sensory systems.

In particular, my approach uses the system ar-
chitecture and neurocircuitry of the nervous sys-
tem as a blueprint for building integrated low-level
vision systems|systems that are retinomorphic in
a literal sense [5], [3]. Morphing of biological wet-
ware into silicon-based hardware results in sensory
systems that maximize information uptake from
the environment, while minimizing redundancy in

Table 1. Speci�cations of the two-chip retinomorphic sys-
tem. L is the minimum feature size, which was 2�m for
this process; S/s is samples per second.

Speci�cation Imager Postprocessor

Technology 2-�m 2-poly 2-metal p-well
Number of pixels 64� 64
Pixel size (L2) 53� 49 31:5� 23
Transistors/pixel 32 8
Die size (mm2) 8:1� 7:4 5:1� 4:0
Supply 5 V
Dissipation (0.2 MS/s) 230 mW (total)
Throughput 2 MS/s
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Fig. 2. Die micrographs. (a) Retinomorphic focal-plane processor. The core of this chip is a 64�64 array of pixels arranged
on a hexagonal grid. Pixels generate pulses and communicate the occurence of these pulses by signalling on the column and
row request lines. The arbiters ensure that pulses are read out of the array one by one, in an orderly manner, by selecting
one pixel at a time with the column and row select lines. The encoders generate the addresses of the selected row and
column; this pair of binary words uniquely identi�es the location of the pulse. (b) Postprocessor. The core of this chip is a
64 � 64 array of diode-capacitor integrators. We can feed short current pulses to any integrator in the array by supplying
its row and column addresses to the decoders. We use the scanners (shift registers) to read out analog currents from the
array for display on a video monitor.

their output; that achieve high levels of integra-
tion, by performing several functions within the
same structure; and that o�er robust system-level
performance, by distributing computation across
several pixels.

I describe a retinomorphic system that consists
of two chips: a focal-plane image processor that
adaptively ampli�es, �lters, and quantizes the vi-
sual signal at the pixel-level, and a postprocessor
that has a two-dimensional array of integrators.
The system concept is shown in Figure 1. Both
chips are fully functional; speci�cations and die
micrographs are shown in Table 1 and in Figure 2,
respectively.

I outline the general design principles of the
retina, and contrast them with standard engineer-

Table 2. Retinal design principles versus electronic-imager
design principles.

Operation Standard Retinal

Detection Integrating Continuous
Gain Control Global Local
Filtering Allpass Bandpass
Quantization Fixed Adaptive
Architecture Serial Parallel

ing practice in Section 2. Having de�ned the
retinomorphic approach to imager design, I de-
scribe a design for a retinomorphic pixel in Sec-
tion 3, and present test results from the com-
plete two-chip neuromorphic system in Section 4.
The communication channel used to transmit the
pulse trains from chip to chip is described in de-
tail a companion paper [6]; a brief description is
already available [7]. My concluding remarks are
presented in Section 5.

2. Pixel-Parallel Processing

The functional and structural organization of the
retina is radically di�erent from that of standard
human-engineered imagers. The principles of op-
eration of the retina are outlined in Table 2; the
principles of operation of standard imager tech-
nology also are listed for comparison.

2.1. Sensing: Continuous Versus Integrating

Integrating detectors (e.g., charge-coupled devices
(CCDs) [8] and photogates [9]) su�er from bloom-
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Fig. 3. Input{output transfer curves for light sensors. (a). As larger and larger input ranges are spanned, the slope
decreases, and �ner resolution is required to detect the same percentage change in the input signal. (b). Using transfer
curves that can be centered at the local intensity level decouples dynamic range and resolution. Each curve spans only
a 20-fold input range, since local variations in intensity are due primarily to changes in reectivity: A black sheet has a
reectivity of 0.05, and a white sheet has a reectivity of 0.95. These transfer curves were measured for the cat retina, and
were reproduced from [19].
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Fig. 4. Bandpass �ltering. The top row shows the original 512 � 479 � 8-bit image (a), its autocorrelation (b), and its
amplitude histogram (c). The bottom row shows the bandpass-�ltered image (d), its autocorrelation (e), and its amplitude
histogram (f). In the original image, pixels are highly correlated, and the correlation falls o� slowly with distance. The
distribution of amplitudes in the original image is broad and bimodal, due to the relatively bright overcast sky and the dark
foreground objects. in contrast, the amplitude distribution for the �ltered image is clustered around zero (119), and decays
rapidly.

ing at high intensity levels and require a de- structive readout (reset) operation. Continuous-
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sensing detectors (e.g., photodiodes or phototran-

sistors) do not bloom, and can therefore operate

over a much larger dynamic range [10]. In addi-

tion, redundant readout or reset operations can

be eliminated, with considerable power savings,

because charge does not accumulate.

Continuous-sensing detectors have been

shunned, however, because they su�er from gain

and o�set mismatches that give rise to salt-

and-pepper noise in the image. However, Buh-

man et.al. have shown that the powerful learning

capabilities of image-recognition systems can eas-

ily compensate for this �xed pattern noise [11].

The real bene�t of using continuous sensors lies

in their ability to perform analog preprocessing

before quantizing the signal. A signal that takes

on a discrete set of values at a discrete set of times

(quantized in amplitude and time) carries less in-

formation than does a signal that takes on the full

continuous spectrum of amplitudes and times. For

instance, graded potentials in the nervous system

can transmit information at the rate of 1650 bits

per second|over four times the highest rate mea-

sured for spike trains [12].

The analog operations described in Sections 2.2

and 2.3 reshape the spectral distribution and the

amplitude distribution of the analog signal, to

transmit information e�ciently through this bot-

tleneck.

2.2. Amplification: Local Versus Global Control

Imagers that use global automatic gain control

(AGC) can operate under only uniform lighting,

because the 1000-fold variation of intensity in a

scene with shadows exceeds their 8-bit dynamic

range.1 A charge-coupled device or photogate can

achieve 12 bits (almost four decades) [9], and a

photodiode or phototransistor can achieve 20 bits

(six decades) [10], [13]|but the phototransistor's

performance in the lowest two decades is plagued

by slow temporal response. The dynamic range

of the system's output, however, is limited by the

cost of precision analog read-out electronics and

A/D converters, and by video standards.

When AGC acts globally, the input dynamic
range matches the output dynamic range, and the
only way to extend the input range is to extend
the output dynamic range. In practice, we must
reduce the noise oor to improve resolution.

As shown in Figure 3, local AGC decouples dy-
namic range and resolution, extending the input
dynamic range by mapping di�erent parts of the
input range to the limited output range, depend-
ing on the local intensity level. This solution is
bene�cial if the resolution required to discriminate
various shades of gray (1 in 100 for the human vi-
sual system) is poorer than the resolution required
to span the range of all possible input levels (at
least 1 in 100,000 for the photopic range of human
vision).

2.3. Preprocessing: Bandpass Versus Allpass

On average, natural images have a 1=f2 power
spectrum for both spatial and temporal fre-
quency [14], [15], whereas noise, due to quantum
uctuations, has a at spectrum. Consequently,
imagers that transmit the full range of frequen-
cies present pass on useless information at high
frequencies, where the signal-to-noise is poor, and
pass on redundant information at low frequen-
cies, where the signal-to-noise is good. Band-
pass spatiotemporal �ltering rejects the wide-
band noise, and attenuates the redundant low-
frequency signals; this strategy is the optimal one
for removing redundancy in the presence of white
noise [16], [17], [18].

I illustrate in Figure 4b,d the redundancy re-
duction achieved, for a typical outdoor scene, by
computing the correlation between pixel values.2

The correlation is over 40% for pixels 60 pixels
apart in the raw image. In the �ltered image,
pixels more than 10 pixels apart have less than
5% correlation. Comparison of the amplitude his-
tograms before and after �ltering (Figure 4c,f)
demonstrates that bandpass �ltering has two ad-
ditional bene�ts.

First, bandpass �ltering results in a sparse out-
put representation. For our sample image, 24.4%
of the pixels fall within �0:39% of the full-scale
range (i.e., �1LSB at 8-bit resolution); 77.5% of
them fall within �5% (i.e., �13 at �127 to +127
amplitude range). Hence, if we choose to ignore
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amplitudes smaller than 5%, we need to transmit
only 22.5% of the pixels. In practice, the degree
of sparseness will depend on the cut-o� frequency
of the bandpass �lter. Although rejection of high
frequencies introduces some redundancy, this re-
jection is necessary to protect the signal from noise
that is introduced by the signal source or by the
circuit elements.

Second, bandpass �ltering results in a unimodal
amplitude distribution that falls o� exponentially.
For our sample image, the distribution is �t by a
sum of two exponentials that change by a factor of
e = 2:72 whenever the amplitude changes by 2.5
and 14.0, on a �128 scale; the rapidly decaying
exponential starts out 4.5 times larger. Empirical
observations con�rm that this simple model holds
for a wide range of images.

In contrast, the distribution of raw intensity
values is di�cult to predict, because gross vari-
ations occur from scene to scene, due to varia-
tions in illumination, image-formation geometry
(surface and light-source orientation), and shad-
ows [20]. These slowly changing components of
the image are removed by local AGC and band-
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Fig. 5. Quantization in time and amplitude. Top row:
Time intervals (�T ) are set to match the maximum rate
of change (left column). The signal is sampled repeatedly,
even when dV=dt � 0|that is, when the change is insignif-
icant (oversampling). Instead of �xing the time step, it is
more e�cient to �x the voltage step (�V ); and to adapt
the time intervals dynamically to achieve this change in
voltage, as shown on the right. Bottom row: Amplitude
intervals (�V ) are uniformly distributed. The signal is
sampled repeatedly, even though dP=dV � 0|that is, al-
though the probability that the input amplitude falls in this
interval is negligible. Instead of �xing the voltage step, it
is more e�cient to target a certain change in the cumula-
tive probability (�P = 2�b; where b is the number of bits
per sample), and to choose voltage intervals statistically to
achieve this change in probability, as shown on the right.

pass �ltering. When the bandpass characteristics
are �xed and the intensity is normalized, the pa-
rameters of the amplitude distribution vary much
less, and the quantizer can exploit this invariance
to distribute its codes more e�ectively.

2.4. Quantization: Adaptive Versus Fixed

The quantization intervals of traditional A/D con-
verters are set to match the maximum rate of
change and the smallest amplitude, as shown in
Figure 5. This uniform quantization is optimum
only when high frequencies dominate and all am-
plitudes are equally likely. As we have seen, nei-
ther case applies to natural scenes: the power
spectrum decays with frequency, as in 1=f2; and
the amplitude probability density decays expo-
nentially. Therefore, uniform quantizers produce
numerous redundant samples, because changes in
the signal are relatively rare [15], and underutilize
their large amplitude codes, because these signal
amplitudes occur rarely in natural scenes [20].

Assuming that temporal changes are due pri-
marily to motion, we can estimate the amount
of redundancy from the spatial-frequency power
spectrum and from the velocity distribution. The
velocity distribution, measured for movies and
amateur videos, is dominated by low velocities and
falls o� with a power law of 3.7 [15]. High veloci-
ties will be even more drastically attenuated in an
active vision system that compensates for global
motion, and that tracks objects [21]. After band-
pass �ltering, signals that change gradually over
space are eliminated and rapid changes occur only
rarely and over much more restricted areas.

Due to the absence of high speeds and of non-
local intensity varaitions, the imager's output sig-
nals rarely change rapidly. Consequently, adapt-
ing the sampling rate to the rate of change of
the signal greatly reduces the number of samples
produced. Alternatively, this adaptation allows
higher temporal bandwidths to be achieved for a
given mean sampling rate.

Using the amplitude distribution of our
bandpass-�lter sample image, we can calculate the
probability of failing to discriminate between a
pair of samples drawn from that distribution: It
is 0.0384 when the 28 quantization levels are uni-
formly distributed|an order of magnitude bigger
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Fig. 6. Retinomorphic pixel. The outer-plexiform{layer (OPL) circuit performs spatiotemporal bandpass �ltering and local
automatic gain control (AGC) using two current-spreading networks. Nodes V0 and W0 are connected to their six nearest
neighbors on a hexagonal grid by the delta-connected transistors. The OPL's output current is converted to pulse frequency
by the pulse generator. The logic circuit communicates the occurrence of a pulse (Vspk) to the chip periphery using the
row and column request and select lines (Ry/Ay and Rx/Ax), turns on Ireset to terminate the pulse, and takes Vadapt low,
to feed a current pulse to the integrator; the logic circuit is described elsewhere [7], [6]. The integrator's output current
(IK) is subtracted from the input to the pulse generator; the device in series with the integrator's output, whose gate is
tied to a �xed bias Vreset, is used to isolate the integrator from the rapid volatges swings that occur at Vmem when spikes
occur. The two series-connected transistors on the right are used to scan out the integrator's output for display on a video
monitor.

than the the minimum confusion rate of 1=256 =

0:0039; which occurs when the quantization levels
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"

Fig. 7. Linear circuit model of the outer plexiform layer
(OPL) circuit. Two resistive networks model the intercone
and the inter{horizontal-cell electrical synapses (gap junc-
tions), and transconductances model the reciprocal chem-
ical synapses between cones and horizontal cells. � is the
pixel size; it relates the modeled quantities, which are in
current per unit area, sheet resitance, conductance per unit
area, and capacitance per unit area, to quantities in the
real circuit. The model is analyzed in the continuum limit,
where �! 0:

are chosen to make it equally likely that we will
draw a sample from each interval. In fact, the
confusion rate of 0.0384 can be achieved with just
log2(1=0:0384) = 4:7bits per sample if the quanti-
zation levels are optimally distributed.

A quantizer that assigns its codes to probable
amplitudes, rather than to improbable ones, max-
imizes the probability of discriminating between
any two amplitude levels drawn from the input
distribution; thus, information is maximized when
all codes are equiprobable [22].

2.5. Architecture: Parallel Versus Serial

In addition to di�ering in the aforementioned de-
sign principles, biological and human-made vision
systems use radically di�erent architectures. The
retina performs the four operations listed in Ta-
ble 2 in a pixel-parallel fashion, whereas most syn-
thetic imagers perform only detection in the pixel;
the few that also amplify and quantize the signal
perform these operations pixel-serially, and set the
gain, sampling rate, and step size to be the same
for all pixels [9], [23], [24].

In sharp contrast to human-engineered imagers,
the retina adapts its gain, sampling rate, and step
size locally, to maximize information uptake; it
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Fig. 8. Spatiotemporal sensitivity of linear OPL model. These three-dimensional surface plots show (a) magnitude and (b)
phase versus spatial frequency (p) and temporal frequency (w).

also whitens the signal in space and time, to min-
imize the redundancy in its output samples. I
present a pixel design in Section 3 that performs
continuous sensing, bandpass spatiotemporal �l-
tering, local AGC, and adaptive quantization.

3. A Retinomorphic Pixel

I designed the pixel circuit shown in Figure 6 us-
ing the retinomorphic approach; it senses, ampli-
�es, �lters, and quantizes the visual signal. In
general terms, this retinomorphic pixel operates
as follows.

The transducer is a vertical bipolar transistor;
its emitter current is proportional to the incident
light intensity [10]. Two current-spreading net-
works [5], [25], [26], [27] di�use the photocurrent
signals over time and space; the �rst layer (node
V0) excites the second layer (node W0), which re-
ciprocates by inhibiting the �rst layer. The re-
sult is a spatiotemporally bandpass-�ltered im-
age [28], [29], [30]. The second layer computes
a measure of the local light intensity, and feeds
back this information to the input layer, where
the intensity information is used to control light
sensitivity. The result is local AGC [5].

A pulse generator converts current from the ex-
citatory layer into pulse frequency. The diode-
capacitor integrator computes a current that is
proportional to the short-term average of the pulse
frequency; this current is subtracted from the
pulse generator's input. The di�erence becomes
larger as the input changes more rapidly, so pulses

are �red more frequently. Hence, the more rapidly
the input changes, the more rapidly the pulse gen-
erator �res.

Adding a �xed charge quantum to the integrat-
ing capacitor produces a multiplicative change in
current|due to the exponential current{voltage
relation in subthreshold. Hence, the larger the
current level, the larger the step size. The re-
sult is adaptive quantization. I also use the diode-
capacitor integrator in the postprocessor to inte-
grate the pulses, and to reconstruct the current
level that was encoded into pulse frequency.

I discuss the behavior of these circuits in detail
in Sections 3.1 through 3.3. The performance of
the solutions adopted are analyzed, with emphasis
on the tradeo�s inherent in the circuit topologies
chosen.

3.1. Preprocessing: Spatiotemporal Bandpass

Using the small-signal model of the coupled{
current-spreading networks shown in Figure 7, I
found that

Io +r2Vc=rcc = gc0Vc + cc0 _Vc + gchVh; (1)

ghcVc +r2Vh=rhh = gh0Vh + ch0 _Vh; (2)

in the continuum limit. Here, Vc is the voltage
in the excitatory network, which models retinal
cones; Vh is the voltage in the inhibitory net-
work, which models retinal horizontal cells (HCs);
and Io is the photocurrent [30]. These func-
tions are now continuous functions of space, (x; y);
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and of time, t; r2f is the Laplacian of f (i.e.,
@2f=@x2+@2f=@y2); and _f is the temporal deriva-
tive of f (i.e., @f=@t). Models similar to this one
were proposed and analyzed in [28], [29], [31].

Assuming in�nite spatial extent and homoge-
neous initial conditions, I take Fourier transforms
in space and time, and solve the equations to ob-
tain

~Hc =

1

gch

`2h�
2 + i�h! + �h

(`2c�
2 + i�c! + �c)(`2h�

2 + i�h! + �h) + 1
;

where ~Hc(�; !) � ~Vc=~Io: ~f(�x; �y; !) denotes the
Fourier transform of f(x; y; t); � =

p
(�2x + �2y)

is spatial frequency, and ! is temporal frequency
(both in radians) [30]. Here, �c = cc0=gch and
�h = ch0=ghc are the time constants associated
with the HC-to-cone coupling and with the cone-
to-HC coupling, respectively; `c = (rccgch)

�1=2

and `h = (rhhghc)
�1=2 are the space constants of

the decoupled networks, with transconductances
replaced by conductances to ground; and �c =
gc0=gch and �h = gh0=ghc are the ratios of leak-
age conductance to the transconductance. The
reciprocals of �c and �h are the open-loop voltage
gains from the HC to the cone, and vice versa.

The spatiotemporal frequency response of the
excitatory cone network obtained from this anal-
ysis is plotted in Figure 8. The set of parame-
ters values used was as follows: `c = 0:05�; `h =
0:2�; �c = 30ms; �h = 200ms; �c = 0:3; �h =

Fig. 9. CCD Camera (top row) versus retinomorphic im-
ager (bottom row) under variable illumination. The CCD
camera has global automatic gain control (AGC), whereas
the retinomorphic imager has local AGC and performs
bandpass �ltering.

0:1; gch = 0:2pA=mV: Observe that the temporal-
frequency response is bandpass at low spatial fre-
quencies (icker sensitivity), and that the spatial-
frequency response is bandpass at low temporal
frequencies (grating sensitivity).

However, the overall response is not linearly
separable; that is, it is not simply the composite
of a bandpass spatial �lter and a bandpass tem-
poral �lter. The spatial tuning becomes lowpass
at high temporal frequencies, and the temporal
tuning becomes lowpass at high spatial frequen-
cies [30]. The same behavior is observed in phys-
iological data measured from cats [32] and psy-
chophysical data measured from humans [33].

There are tradeo�s among small low-frequency
response, large dynamic range, and high sensitiv-
ity. The circuit requires a high-gain cone-to-HC
synapse (i.e., small �h) to attenuate the cone's re-
sponse to low spatial and temporal frequencies,
since ~Hc(0; 0) = �h=gch: However, increasing the
gain of the cone-to-HC synapse decreases the dy-
namic range of the cone, (i.e., Vc < �hVlin; where
Vlin is the linear range.) It also makes the circuit
ring since, Q = (�c

p �h
�c

+ �h
p �c

�h
)�1.

Smith and Sterling realized this constraint on
the loop gain, and proposed using feedforward
inhibition to second-order cells (bipolar cells) to
attenuate the low frequency response [31]. Al-
ternatively, to maintain temporal stability, we
can decrease the gain of the HC-to-cone feedback
synapse (1=�c); or reduce the HC's time constant
(�h). Unfortunately, both changes reduce the peak
sensitivity of the cone ~V (0; !̂) = Q

p
(�h=�c): The

circuit implementation shown in Figure 6 has high
gain from the excitatory cone node (V0) to the in-
hibitory HC node (W0), giving it small DC re-
sponse and high sensitivity, but poor temporal
stability.

3.2. Amplification: Local Automatic Gain Control

I achieve local AGC by making the intercone con-
ductance (1=rcc) proportional to the local average
of the photocurrent. This adaptation is realized
in the circuit simply by the fact that (Vdd-V0) is
equal to the sum of the gate{source voltages of
two devices. The currents passed by these devices
represent the activity in the inhibitory network,
Ih, which is equal to the local average of the in-
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tensity, and represent the activity of the excita-
tory network, Ic, which is equal to the Laplacian
of the smoothed intensity pro�le (see Equation 2).
Hence, by the extended translinear principle [25],
the current that spreads in the excitatory network
is proportional to the product, IcIh; of these cur-
rents. Since Ih scales with the intensity, the in-
ternode coupling in the excitatory cone network
will scale accordingly [5].

It remains to show that the response of the ex-
citatory cone network is proportional to the in-
tercone resistance [34]. Closed-form solutions for
the impulse response may be obtained in the one-
dimensional space:

Vc(x) = rccIo
L

2
p
2
e�jxj=L sin(jxj=L� �=4);
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Fig. 10. Adaptive neuron's step response. Top: The neu-
ron's input current and the integrator's output current.
Middle: Input voltage ramping up between the reset (1.5V)
and threshold levels (2.2V). Bottom: The spike train. The
di�erence between the input current and the integrator's
output current ramps up the input voltage as the surplus
current charges the input capacitance.

where L =
p
`c`h = (rccgchrhhghc)

�1=4 is the ef-
fective space constant of the dual-layer network.
These solutions are valid for the case gc0 = gh0 =
0; which is a fairly good approximation of the ac-
tual circuit. Linear system theory thus predicts
that the gain of the cone is equal to the product
of the space constant and the intercone coupling
resistance.

This analysis also reveals that we compromise
receptive-�eld size constancy by using the inter-
cone coupling to implement local AGC, because
the space constant depends on the intercone re-
sistance: L = (rccgchrhhghc)

�1=4. Thus, as we in-
crease rcc to increase the gain, the receptive �eld
contracts.

The images shown in Figure 9 demonstrate the
e�ects of bandpass �ltering and local AGC. These
data are from the retinormorphic chip described
in [5]; images of the same scenes acquired with a
CCD camera are included for comparison [11]. 3

Bandpass �ltering removes gradual changes in in-
tensity and enhances edges and curved surfaces. It
also reduces the variance of the amplitude distri-
bution by setting uniform areas to the mean level
(gray). Local AGC extends the dynamic range by
boosting the gain in the dark parts of the scene.
Thus, the retinomorphic chip picks up information
in the shadows, whereas the output of the CCD
camera is zero throughout that region.

Unfortunately, the retinomorphic chip's output
is noisier in the darker parts of the image, due
to the space constant decreasing with increasing
gain. When the space constant decreases, wide-
band salt-and-pepper noise is no longer attenu-
ated, because the cuto� frequency shifts upward.
The dominant noise source is the poor matching
among the small (4L � 3:5L; where L, the mini-
mum feature size, is 2�m) transistors used|it is
not shot noise in the photon ux. Nevertheless,
when it replaced the CCD as the front-end of a
face-recognition system, the 90 � 90{pixel OPL
chip improved the recognition rate from 72.5% to
96.3%, with 5% false positives, under variable il-
lumination [11].

3.3. Quantization: Adaptive Neuron Circuit

I built an adaptive neuron circuit by taking a pulse
generator and placing a diode-capacitor integra-
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tor around it in a negative-feedback con�guration
(See Figure 6). The pulse-generation circuit has
a high-gain ampli�er (two digital inverters) with
positive feedback (capacitive divider) [35]. The
high-gain ampli�er serves as a thresholding de-
vice, and the positive-feedback network provides
hysteresis. In addition, there is a reset current
(Ireset) produced by the logic circuit that termi-
nates the spike.

The response of the adaptive neuron circuit to
a 14% change in its input current is shown in Fig-
ure 10; these data demonstrate the adaptive sam-
pling rate, the adaptive step size, and the inte-
gration of pulse trains by the diode-capacitor in-
tegrator. Other designs for adaptive neurons are
described in [36], [37].

The diode-capacitor integrator is based on the
well-known current-mirror circuit. A large ca-
pacitor at the input of the mirror integrates
charge, and the diode-connected transistor leaks
charge away. This circuit's temporal behavior is
described by the following nonlinear di�erential
equation in the current domain:

QT

Iout(t)

dIout
dt

= Iin(t)� 1

AIout(t);

where UT � kT=q is the thermal voltage, A =
exp(VA=UT) is the current gain of the mirror, and
QT � CUT=� is the charge required change the
current by a factor of e = 2:72 [10], [38]. This cir-
cuit has a time-constant � = QT=Iout(t); that is
proportional to the current level due to exponen-
tial current{voltage relation in the subthreshold
region.

The output produced by a periodic sequence of
current pulses is

Iout(t0 + nT ) =
1

1=ÎT + (1=Iout(t0)� 1=ÎT )(1 + �)�n;

(3)

immediately after the (n+1)th pulse; it decays as

Iout(t) =
Iout(t0 + nT )

Iout(t0+nT )

AQT
(t� (t0 + nT )) + 1

;

during the interspike interval, t0 + nT < t <
t0 + (n + 1)T; where � � (exp(q�=QT) � 1) is
the percentage by which the output current is in-

cremented by each spike, and ÎT � �AQT=T is
the steady state [38].

We can use the current-mirror gain A to con-
trol the decay rate, because the time scale is set
by � = AQT =Iout: The �xed quantity of charge q�
supplied by each current pulse multiplies the cur-
rent by exp(q�=QT); since it takes QT to change
the current by a factor of e = 2:72: Hence, the in-
cremental change in the output current caused by
a spike is not �xed: It is proportional to the out-
put current level at the time that the spike occurs.
The peak output current levels attained immedi-
ately after each spike converge to ÎT � �AQT=T
when (1 + �)�n � 1: Therefore, the equilibrium
output current level is proportional to the pulse
frequency.

The complete adaptive neuron circuit is de-
scribed by two coupled di�erential equations:

Cmem

dVmem

dt
= Iin � IK �Qth�(Vmem �Vth); (4)

QT

IK

dIK
dt

= q��(Vmem �Vth)� 1

A
IK; (5)

where Iin is the current supplied to node Vmem by
the OPL circuit, and Cmem is the total capacitance
connected to that node; IK is the current sub-
tracted from node Vmem by the integrator; CCa

is the integrator's capacitance; QT = CCaUT=�
is the charge required to change the integrator's
output current by a factor of e = 2:72; and Qth is
the repolarization charge (i.e., the charge that we
must supply to Vmem to bring the latter from the
reset level to the threshold level (Vth)).

The parasitic coupling capacitance between
Vmem and the integrator's input node is not in-
cluded in these equations. This capacitance can
have a large inuence on the circuit's behav-
ior [38]. In this particular design, however, the
cascode device between the integrator's output
and the pulse generator's input (tied to Vreset)
eliminates virtually all coupling.

For a constant input current, these equations
may be integrated to obtain

Qth = Iin�n �AQT ln

�
IKn
AQT

�n + 1

�
;

where �n � tn+1 � tn is the interspike interval.
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When adaptation is complete, the interspike
intervals become equal, and we have IKn =
�AQT=�n (from Equation 3). Hence,

�n = (Qth + Aq�)=Iin = Qth=Iin

(remember that q� = QT ln(1 + �)). This result
is understood as follows. During the interspike
interval, �n; the input current must supply the
charge Qth to the capacitors tied to Vmem, and
must supply the charge Aq� removed by the inte-
grator, where q� is the quantity of charge added
to the integration capacitor by each spike. Notice
that �ring-rate adaptation reduces the �ring rate
by a factor of  � 1 + Aq�=Qth:

It is preferable to have IK(t) < Iin(t) for all t;
because Vmem stays close to the threshold, making
the latency shorter, and less variable, and keeping
the integrator's output device in saturation. The
circuit operates in this regime if  < 2=� [38]. A
tradeo� is imposed by my desire to operate in this
regime: If we want a large adaptation-attenuation
factor , we must use a small charge quantum
q�|and must turn up A to compensate|making
the number of spikes required to adapt large.

4. Overall System Performance

The output of the postprocessor|after im-
age acquisition, analog preprocessing, quantiza-
tion, interchip communication, and integration of
charge packets in the receiver's diode-capacitor
integrators|is shown in Figure 11. The sparse-
ness of the output representation is evident.

When the windmill moves, neurons at loca-
tions where the intensity is increasing (white re-
gion invading black) become active; hence, the
leading edges of the white vanes are more promi-
nent. These neurons �re more rapidly as the
speed increases because they are driven by the
temporal derivative. The time constant of the re-
ceiver's diode-capacitor integrator is intentionally
set shorter than that of the sender, so temporal
integration occurs at only high spike rates. This
mismatch attenuates low frequency information,
and results in an overall highpass frequency re-
sponse that eliminates the �xed-pattern noise and
enhances the imager's response to motion. The
mean spike rate was 30Hz per pixel, and the two-
chip system dissipated 190 mW at this spike rate.

5. Discussion

I have described the design and performance
tradeo�s of a retinormorphic imager. This VLSI
chip embodies four principles of retinal operation.

First, the imager adapts its gain locally to ex-
tend its input dynamic range without decreasing
its sensitivity. The gain is set to be inversely pro-
portional to the local intensity, discounting grad-
ual changes in intensity and producing an output
that is proportional to contrast [5]. This adap-
tation is e�ective because lighting intensity varies
by six decades from high noon to twilight, whereas
contrast varies by at most a factor of 20 [20].

Second, the imager bandpass �lters the spa-
tiotemporal signal to attenuate low-frequency spa-
tial and temporal signals, and to reject wideband
noise. The increase in gain with frequency, for
frequencies below the peak, matches the 1=f2 de-
crease in power with frequency for natural im-
age spectra, resulting in a at output power spec-
trum. This �ltering improves information coding
e�ciency by reducing correlations between neigh-
boring samples in space and time. It also reduces
the variance of the output, and makes the distri-
bution of activity sparse.

Third, the imager adapts its sampling rate
locally to minimize redundant sampling of low-
frequency temporal signals. In the face of lim-
ited communication resources and energy, this
sampling-rate adaptation has the additional ben-
e�t of freeing up capacity, which is dynami-
cally reallocated to active pixels, allowing higher
peak sampling rates and shorter latencies to be
achieved [39].

And fourth, the imager adapts its step size
locally to trade resolution at high contrast lev-
els, which rarely occur, for resolution at low
contrast levels, which are much more common.
The proportional step size in the adaptive neu-
ron, which results in a logarithmic transfer func-
tion, matches an exponentially decaying ampli-
tude probability density, making all quantization
intervals equiprobable. Hence, it maximizes the
expected number of signals that can be discrimi-
nated, given their probability of occurrence.

For independent samples, information is lin-
early proportional to bandwidth, and is logarith-
mically proportional to the signal-to-noise ratio
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Fig. 11. Video frames from postprocessor chip showing real-time temporal integration of pulses. The stimulus is a windmill
pattern (left) that rotates counterclockwise slowly (middle) and quickly (right).

(SNR) [22]. We increase bandwidth by making
the receptors smaller and faster, so that they can
sample more frequently in space and time. As
an unavoidable consequence, they integrate over a
smaller volume of space{time and therefore SNR
degrades. There is therefore a reciprocal relation-
ship between bandwidth and noise power (vari-
ance) [40]. Since their goal is to maximize in-
formation, biological sensory systems aggressively
tradeo� SNR for bandwidth, operating at SNRs
close to unity [12], [40].

With this optimization principle in mind, I have
proposed compact circuit designs that realize lo-
cal AGC, bandpass �ltering, and adaptive quan-
tization at the pixel level. The overriding de-
sign constraints are to whiten the signal, which
makes samples independent; to minimize the pixel
size and capacitance, which makes sampling more
dense and more rapid; and to minimize power
consumption, which makes it possible to acheive
very-large scale integration. Hence, all circuits use
minimal-area devices and operate in subthresh-
old, where the transconductance per unit current
is maximum. I realized extremely compact imple-
mentations by modeling these circuits closely after
their biological counterparts [5], [38].

I analyzed three limitations in these simple cir-
cuit designs.

First, attenuating low frequencies by using
a high-gain receptor-to-HC synapse (ratio of
ghc=gh0 � 1=�h) results in temporal instability.
To break this tradeo�, we must regulate the gain
dynamically.

Second, controlling the gain by changing the
receptor-to-receptor coupling strength compro-
mises the receptive �eld size. To decouple these
parameters, we must change one of the synaptic

strengths (transconductances, gch or ghc) propor-
tionally.

And third, attenuating the �ring rate by using
an integrator with a long time constant results in
extremely slow adaptation, because we must use
a small charge quantum to avoid sending the inte-
grator's output above the input level. The circuit
would adapt more rapidly, and �re fewer spikes in
the process, if it maintains a uniformly high �r-
ing rate until the integrator catches up with the
input, and then switches abruptly to a low �ring
rate.

6. Conclusions

Taking inspiration from biology, I have described
an approach to building machine vision systems
that perform sophisticated signal processing at
the pixel level. These retinomorphic systems are
adaptive to their inputs, and thereby maximize
their information-gathering capacity and mini-
mize redundant information in their output data
stream.

These optimization principles are radically dif-
ferent from those that drive the design of conven-
tional video cameras. Video cameras are designed
to reproduce any arbitrary image to within a cer-
tain worst-case error tolerance, whereas biologics
exploit the statistical properties of natural spa-
tiotemporal signals, giving up worst-case perfor-
mance to get better average-case performance.

Optimizing average-case performance maxi-
mizes the discrimination ability of biologics. Con-
sequently, biomorphic systems promise superior
solutions for human-made systems that perform
perceptive tasks, such as face recognition and ob-
ject tracking, energy e�ciently.
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Notes

1. I am assuming a linear encoding|a practice that is the
standard. This assumption limits the dynamic range to
2b for a b-bit encoding.

2. I performed bandpass �ltering by convolving the input
image with the laplacian of a Gaussian with � = 2:5
pixels. I calculated the autocorrelation of the images by
subtracting out the mean, shifting a copy of the image
up or right by 1 to 75 pixels, multiplying corresponding
pixels, and summing; I normalized the results to yield a
maximum of unity. Rightward shifts are plotted on the
positive axis (0 to 75), and upward shifts are plotted on
the negative axis (0 to �75).

3. CCD Camera Speci�cations: COHU Solid State RS170
Camera (142320), auto iris, gamma factor enabled,
512 � 480 pixels, 8-bit gray-level outputs. Lens Speci-
�cations: COSMICAR TV lens, ES 50mm, 1:1.8. This
comparison, and the face recognition studies, were done
in collaboration with Frank Eeckman, Joachim Buh-
man, and Martin Lades of the Lawrence Livermore Na-
tional Labs, Livermore CA.
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