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A Maximum NEC Criterion for Compton Collimation
to Accurately Identify True Coincidences in PET

Garry Chinn and Craig S. Levin*, Member, IEEE

Abstract—In this work, we propose a new method to increase the
accuracy of identifying true coincidence events for positron emis-
sion tomography (PET). This approach requires 3-D detectors with
the ability to position each photon interaction in multi-interaction
photon events. When multiple interactions occur in the detector,
the incident direction of the photon can be estimated using the
Compton scatter kinematics (Compton Collimation). If the differ-
ence between the estimated incident direction of the photon relative
to a second, coincident photon lies within a certain angular range
around colinearity, the line of response between the two photons is
identified as a true coincidence and used for image reconstruction.
We present an algorithm for choosing the incident photon direction
window threshold that maximizes the noise equivalent counts of the
PET system. For simulated data, the direction window removed
56%–67% of random coincidences while retaining ��� of true
coincidences from image reconstruction as well as accurately ex-
tracted 70% of true coincidences from multiple coincidences.

Index Terms—Compton collimation, iterative image reconstruc-
tion, Monte Carlo simulation, multiple photon coincidences, noise
equivalent counts (NEC), positron emission tomography (PET),
random coincidences, 3-D positioning detector.

I. INTRODUCTION

C ADMIUM zinc telluride (CZT) can be used to build
3-D positioning positron emission tomography (PET)

detectors with exceptional spatial and energy resolution [1]–[4].
However, CZT has relatively poor time resolution [1], [3]–[7]
and low photoelectric fraction compared to scintillation de-
tectors used in PET. Time resolution is important because
coincidence detection [8] is used to form lines of response
(LOR) for PET image reconstruction. The poor time resolution
of CZT detectors lead to a relatively high rate of random
coincidences and multiple coincidences [1], [3], [9] compared
to scintillator-based detectors.

True coincident events (also called true events or trues)
are associated with photon pairs produced by the same
positron–electron annihilation event. Random LORs result

Manuscript received December 03, 2010; revised January 31, 2011; accepted
January 31, 2011. Date of publication February 10, 2011; date of current ver-
sion June 29, 2011. This work was supported in part by the U.S. National In-
stitute of Health under Grant R01 CA120474, Grant R01 CA119056, Grant
R01 CA119056-S1 (ARRA), and the Department of Energy under Grant DE
SC0005290. Asterisk indicates corresponding author.

G. Chinn is with the Radiology Department, Stanford University, Stanford,
CA 94305 USA (e-mail: gchinn@stanford.edu).

*C. S. Levin is with the Departments of Radiology, Physics, and Electrical
Engineering, Stanford University, and the Molecular Imaging Program, Stan-
ford, CA 94305 USA (e-mail: cslevin@stanford.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMI.2011.2113379

from photon pairs produced by different positron–electron an-
nihilation events. Random coincidences are background events
that add noise and bias to the reconstructed image, degrading
image contrast and quantitative accuracy. Multiple photon
coincidences occur when more than two photons are recorded
in the selected time window. In this case, for a standard PET
system the true photon pairs cannot be identified and multiples
are currently not used to reconstruct the image, effectively
reducing the photon sensitivity of the system. High random
and multiple photon rates will be a problem in any CZT system
with high photon detection sensitivity.

For detectors with high 3-D spatial and energy resolution,
the kinematics of Compton scatter within the detector can be
used to electronically collimate photons (Compton collima-
tion) [10]–[15]. In this work, we develop a classifier that uses
Compton collimation to determine if a coincidence event is
true or random. The use of Compton collimation for random
rejection has previously been proposed [16], [17]. This method
improves the accuracy of rejection of random events and can
also identify true events when multiple photons are in coin-
cidence. However, an optimal method for utilizing Compton
collimation information has not been previously developed. In
this work, we propose an algorithm that uses Compton colli-
mation to maximize the noise equivalent counts of the system
and provide simulation results to show the promise of this new
framework compared to conventional coincidence detection.

II. BACKGROUND

A. CZT Detectors

CZT is a wide bandgap, room temperature semiconductor that
directly detects the charge produced by absorption of an ion-
izing particle. An example of a CZT detector design is shown
in Fig. 1 [3] with anode and cathode cross strips sampling the
interaction position along two dimensions. The position in the
third dimension is computed from the anode-to-cathode signal
ratio or the time difference between the cathode and anode time
stamps [1], [2]. Uniform 1 mm 1 mm 1 mm spatial res-
olution can be achieved using 1 mm pitch anode and 5 mm
cathode orthogonal cross strips [14]. The energy resolution has
been measured at full-width half-maximum (FWHM)
for 511 keV photons [1]. For CZT, the time resolution is on
the order of 8 ns FWHM for 511 keV photopeak events. This
time resolution is relatively poor compared to inorganic scintil-
lators coupled to photodetectors [1]. These cross-strip CZT de-
tectors are arranged in an edge-on configuration to provide high
intrinsic photon detection efficiency and facilitate coupling to
readout electronics. In CZT, the photo-fraction is roughly 19%
versus in LSO. Thus, in both high-resolution CZT and
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Fig. 1. Schematic of a 3-D positioning CZT detector with orthogonal cross-
strip anodes and cathodes is shown. The detector is oriented edge-on to facilitate
high photon detection efficiency since in this arrangement there is a minimum
photon traversal path of 4 cm. The edge-on configuration also facilitates cou-
pling to readout electronics. With 1 mm pitch anode and 5 mm cathode strips,
the detector achieves 1 mm spatial resolution with an energy resolution of 2.5%
FWHM for 511 keV photons [1], [4].

LSO detectors that employ small effective detector voxels, it is
very likely that incoming 511 keV photons interact in more than
one voxel element within the detector modules. Thus, in both
cases (CZT and LSO) the energy window on each event is ap-
plied to the sum of all interactions per photon and not just on
single interaction events. In the CZT detectors under study, we
can position the individual coordinates of the multiple interac-
tions, but in most high-resolution LSO designs, this cannot be
done and only an effective energy weighted mean position is
available. In CZT, if that sum energy of two or more interac-
tions lies within roughly 6% around 511 keV, the event will be
accepted. With a minimum photon material traversal distance of
4 cm, the intrinsic single 511 keV photon detection efficiency
(including multiple interaction events that sum to a selected 5%
window around the photopeak) is roughly 86% (74% for two
photons in coincidence). With 3-D positioning capabilities, this
detector can be used to reduce the parallax blurring effect [14]
allowing the detectors to be positioned closer to the field of
view for higher photon sensitivity than can be achieved by con-
ventional 2-D positioning detectors [15]. Further, the high en-
ergy resolution improves the rejection of tissue-scattered pho-
tons that helps to reduce both scatter and random coincidence
background for improved reconstructed image contrast [1], [3],
[9]. In this work, we will investigate the utility of 3-D detectors
that can position independent interactions within the detector
for collimating incoming photons.

B. Photon Collimation by Compton Kinematics

With high 3-D spatial and energy resolution along with the
capability to position individual interactions within the detector,
the kinematics of Compton scatter in the detector can be used
to electronically collimate photons [10]–[13]. Fig. 2 illustrates
the process of Compton collimation. For 3-D PET detectors,
Compton collimation can only be performed for 511 keV pho-
tons when the position and energy of the first two interactions
in the detector are measured. Monte Carlo simulations suggest
that 75% of all detected events involve one or more Compton in-
teractions in CZT detectors [14]. A cone-surface projector func-
tion may be formed for the single photon event where the line

Fig. 2. Schematic of Compton kinematics is shown for the 3-D positioning
CZT detector. The spatial location of two interactions in the detector determines
the axis of the cone. The measured energy of the interactions determines the
angle of the cone.

formed by the two interactions form the cone axis and the cone
half angle is calculated by

(1)

where is the incident photon energy and is the photon en-
ergy after the first Compton interaction deposits energy in the
detector, is the mass of an electron, and is the speed of light.
Doppler broadening, energy blurring and spatial blurring in the
3-D detector leads to angular blurring of the cone half-angle
[13]. This is the Compton collimation angular resolution.

C. Clustering and Sequencing Interactions

In order to perform Compton collimation, the detector inter-
actions must be spatially grouped (clustered), associated with an
incoming photon, and sequenced. Compton interactions tend to
scatter forward and given the good stopping power of CZT, the
interactions produced from a single photon will generally be in
close proximity to each other. The clustering problem becomes
more difficult when multiple photons occur in the same or ad-
jacent detectors. However, the probability that multiple photons
are detected in close proximity is low and clustering errors can
be considered a second-order effect.

The sequencing of interactions in 3-D detectors has previ-
ously been investigated [14]. For the energy and spatial res-
olution of CZT detectors, high-accuracy sequencing has been
shown to be feasible. Pratx and Levin [14] showed that 78%
sequencing accuracy was achievable for CZT detectors with
1 mm 5 mm 1 mm spatial resolution; higher accuracy is pos-
sible with 1 1 1 mm resolution.

III. METHODS

A. Trues Classifier

In this section, we derive a classifier that will use Compton
collimation to select true coincidences for image reconstruction.
There are several possible categories for photon events: 1) trues,
2) single-scatter annihilation photon pairs, 3) multiscatter anni-
hilation photon pairs, 4) single photons, and 5) scattered single



CHINN AND LEVIN: A MAXIMUM NEC CRITERION FOR COMPTON COLLIMATION TO ACCURATELY IDENTIFY TRUE COINCIDENCES IN PET 1343

photons. Trues are detected photons produced from the same
electron–positron annihilation event. Single-scatter annihilation
pairs are detected photons produced from the same annihilation
event with one and only one of the photons undergoing a single
Compton scatter interaction within subject tissues. Multiscatter
events have one or both annihilation photons in a coincidence
pair undergo a total of at least two scatter interactions in the
subject tissues. Single photons result when the photon cannot
be paired in coincidence with another corresponding annihila-
tion photon. Scattered single photons are single photons that
have undergone scatter in tissue. We have previously shown that
single-scatter annihilation photon pairs [18] and single photons
[19] can be retained and not omitted from a dataset provided 3-D
positioning detectors and an appropriate image reconstruction
algorithm are used. However, these methodologies are unable
to process multiscatter annihilation photon pairs and scattered
single photons.

The trues classifier consists of an energy window, time
window, and incident photon direction window from Compton
collimation. An objective function is used to quantify the
benefit of correctly identifying each of the event types and the
cost for each type of classification error. The incident direction
window parameters are then chosen to maximize this objective
function. For this work, we will limit the objective function to
trues and randoms. Unlike the conventional approach, the clas-
sifier can identify true annihilation photon pairs from multiple
coincidences within the time window (as well as distinguish
trues from randoms). Consequently, this classification problem
can be solved using the framework of multiple hypothesis
testing [20].

1) Energy Window: The classifier will make use of the con-
ventional energy window [21]. The energy window is used to
reject a high fraction of the photons that scattered in subject tis-
sues before detection. If the total photon energy is outside the
range , where is the “energy resolution,”
the photon is assumed to have undergone one or more Compton
scatter interactions within tissue and is rejected

2) Time Window: A time window [21] will also be used,
but in a nonconventional way. In the conventional approach,
a time window is used to select coincidence pairs of photons.
When only a single photon or more than two photons appear in
the window, the events are rejected. In our classifier, the time
window is applied to create a set of photons called the time
neighborhood (set) for each photon, which is used primarily to
reduce the complexity of the search space. In our new method,
true events may be found from any number of multiple coinci-
dent photons. If there are four or more photons in coincidence,
two or more trues may be found.

For a time window of duration , the number of photons in
one time neighborhood will be a Poisson distributed random
number. Let denote the hypothesis that a pair of detected
photons were produced by the same positron–electron annihi-
lation. The probability that a photon forms a true coincidence
with another photon is given by the following conditional
expectation:

(2)

Fig. 3. An illustration of photons in a “time neighborhood.” Photons A, B, C,
D, and E are detected at 0, 2, 4, 9, and 12 ns, respectively. For time window
� � � ��, the neighborhood size � and the neighboring photons is tabulated for
each photon.

where is the number of true coincidences in a time neigh-
borhood with neighborhood size , the number of photons in
the neighborhood. Note that .

This a priori probability can be estimated by Monte Carlo
simulation and will be used by the classifier. Note that this prob-
ability varies with the number of photons appearing in the time
window.

An illustration of the time neighborhood is shown in Fig. 3.
Five photons, labeled A–E, are shown recorded over a 12 ns time
interval. For an 8 ns time window, the time neighborhood of
photon A spans the time period from -8 ns to 8 ns and therefore
includes photons and . The neighborhood size around is

. For photon C, the time neighborhood spans ns to 12
ns and includes all shown photons, hence .

3) Incident Photon Direction Window: After energy and time
windowing, an incident photon direction window is applied to
determine true coincidences. Compton kinematics is used to es-
timate the direction of the incident photon. The line defined by
the first two interactions will be referred to as the Compton cone
axis and is shown in Fig. 4. The Compton scattering angle
is determined by the measured energy of the first interaction
using (1) and represents the direction of the incident photon
relative to the Compton cone axis. Given any pair of detected
photons, a LOR can be determined as the line through the de-
tected positions. The angle between the LOR and the Compton
cone axis is denoted by . The difference between these angles

is a random variable due largely to the uncer-
tainty of Compton collimation, which will be called the direc-
tion difference angle (DDA). Note that is centered around zero
and is zero in the ideal noiseless case. The incident photon direc-
tion window is between 0 and an upper threshold. The photon
pair is determined to be a true coincidence when the value of
lies within this window.

If the LOR corresponds to a true coincidence, hypothesis ,
the Gaussian distributed model

(3)

is used, where is the FHWM of the Compton collimation an-
gular resolution of the detected photon. The Compton collima-
tion angular resolution is dependent on the energy resolution,
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Fig. 4. Compton kinematics is used to calculate the expected angle between
the LOR and the first two interactions in the detector. The line through the two
detector hits defines the cone axis.

spatial resolution, and detector geometry. If the LOR is the re-
sult of two random photons in coincidence, hypothesis , the
distribution is modeled as a uniform distribution where

(4)

For photons in the time neighborhood set, let the angle
correspond to the direction difference angle for photon and

, where and with specifying the
LOR between the detected position of the two photons. There
are possible hypotheses for photon : either photon and
are an annihilation pair (true or random) or photon is a single
photon.

A likelihood ratio [20] is used to test each hypothesis against
an alternative. Let hypothesis designate that photon and

forms a true coincidence and when the classifier chooses this
hypothesis, the decision rule is

(5)

where , , and is a threshold.
The decision rule is simplified by assuming that the a priori

probabilities are equal for all . If for
, hypothesis is the case where photon is

an unpaired photon. Since every photon may have a different
time neighborhood set from photon , we must also test the
time neighborhood sets of each photon . Substituting (3) into
the bottom of (5) yields

Substituting (3) and (4) into the top of (5) and assuming that
, the decision rule of (5) simplifies to

(6)

for every and for all in the time neighborhood of .
Hence, we have shown that the likelihood ratio test reduces to
a simple incident photon direction window. The classification
problem simplifies to the determination of the threshold value

for the direction window.
4) NEC Objective Function: In this work, thresholds are

chosen to maximize the noise equivalent counts (NEC) [22]

(7)

where is the number of trues (correctly identified annihilation
photon pairs), is the number of random photon pairs, and is
the number of scattered annihilation photon pairs. The NEC is
detector figure-of-merit for a PET study’s signal-to-noise ratio.

The true and random coincidence rates can be expressed as
a function of the conditional decision probabilities. To review
the notation, denotes the hypothesis that the th photon
pairing with the th photon is a true coincidence, denotes
the hypothesis that a true coincidence pair exists, and de-
notes the hypothesis that the photon is unpaired. The decision
can be , an unpaired photon, or , a true coincidence with
the th photon.

The true rate is given by

(8)

A coincidence is true if or random if . Therefore,
we find that and the
random rate can be calculated by

which simplifies to

(9)

The decision probabilities are calculated as follows. For pho-
tons in the time neighborhood, let the vector .
Then the probability that the classifier correctly identifies the th
true coincidence is

where , so that
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yielding

(10)

Note that this decision probability is left as a conditional prob-
ability of the observed in order to simplify the calculation.
Alternatively, the unconditional probability could have been cal-
culated as

and then

The probability of choosing when the pairing with th
photon is a true coincidence is

resulting in

(11)

Finally, the probability of classifying the photons as singles in
the case of singles is

yielding

(12)

Using (8)–(12), the true and random rates are reduced to

(13)
and

(14)

Note that these rates are a function of the number of photons in
the time neighborhood. Therefore, the thresholds will also vary
depending on the number of photons in each time neighborhood.
The computational cost of evaluating the objective function is
low relative to the backprojection operation, so it is not critical
to find a computationally efficient approach to find the incident
photon direction threshold that maximizes NEC over the in-
terval . A simple gradient ascent approach was used where
the gradient of the NEC as a function of the angular threshold

is given by

(15)

(16)

(17)

5) Classification Algorithm: The decision rule (6) requires
the comparison of the incident photon direction difference an-
gles for all permutations of photon pairings. Because the deci-
sion rule is winner-takes-all, each comparison only needs to be
computed once and stored.

For photon , three variables are maintained: the time stamp
, smallest DDA , and index of the photon that forms the

smallest DDA. The photons are ordered by time stamp such that
. As previously defined, denotes the time window.

Let be the DDA for the LOR defined for photon and . The
pseudo-code for the classifier is given as follows:
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�

We profiled the computation time of the maximum NEC di-
rection window (DW) and it was small compared to the
forward and backprojection operation. We used a small fixed
step size for each iteration of the gradient ascent algorithm,
which could be accelerated with a more intelligent selection of
the step size that varies with each iteration. Also, most of the
computations in the iterations could be replaced by faster lookup
table operations, which would further accelerate the maximum
NEC DW.

B. Monte Carlo Methods

CZT detectors that are capable of applying a direction
window to incoming photons require many electronic readout
channels and therefore are best suited for small FOV organ-spe-
cific PET [23], [24] such as a breast-dedicated camera or a
small animal imaging system. Consequently, a dual-panel CZT
PET system for breast imaging was selected as an example
system to test these new processing algorithms. Note that the
intent of this paper is to present and characterize the novel
maximum NEC DW method, and not evaluate the design or
performance of a dual-panel breast system, which has been
studied elsewhere [25], [26]. This dual-panel system and its
data collection for PET studies of the breast were simulated
using a Monte Carlos simulation package developed in house,
GRAY [27]. GRAY has been compared with GATE (Geant4)
[28] and produced comparable singles and coincidence events
for NEC calculations. Data was collected in list mode in order
to apply the different algorithms in postprocessing. We simu-
lated tissue-scattered events in the Monte Carlo experiments.
The number of tissue-scattered events was small ( of
total counts for all simulated activity levels) given the limited
volume between the panels and the fact that the narrow energy
window removed most of tissue-scattered events that were
present. Under these conditions, the performance of the breast
imaging system could be improved by opening up the energy
window. However, the goal of this study was to evaluate the
ability of the maximum NEC DW method to reject randoms
and extract trues from multiples. Therefore, we used the narrow
energy window to focus on algorithm validation.

Fig. 5. Shown is an illustration of a simulated female patient with a dual-panel
CZT PET system configured about one breast.

Each panel was 16 cm 9.1 cm with a 2-cm-thick CZT de-
tector similar to the one shown in Fig. 1. A schematic of the
simulated female subject and two panels configured about her
breast is shown in Fig. 5. To simulate the female subject a mod-
ified Fleur phantom was used [29]. This digital phantom uses
uniform activity in the torso, head, and extremities with a hot
spherical heart. A 5-mm-thick tungsten shield at the chest wall
and 1.5-cm-thick shield at the top and bottom surround the de-
tectors except at the opening to the front of the crystals. The
shielding at the chest wall extends 5 mm in front of the crys-
tals. This minimizes background counts emitted from the torso.
The detectors were simulated with 1 mm 1 mm 1 mm in-
trinsic spatial resolution and a coincidence time resolution of
8 ns FWHM was simulated for CZT [2], [3]. The energy blur
was simulated as Gaussian random noise sources with FWHM

(18)

where is the energy of the interaction in keV. This assumes
that the readout electronics contributes a 6 keV FWHM white
Gaussian noise source.

The angular resolution for Compton collimation was mod-
eled by a simple Monte Carlo simulation. The angular resolu-
tion varies with the energy deposited by the first interaction. To
model this dependence, the Compton scatter angle was calcu-
lated using (1) for varying from 490 to 170 keV in incre-
ments of 20 keV with noise added in accordance with (18). A
Gaussian curve was fitted to the angular distribution produced
from 100 000 trials.

The photon incident angle resolution achieved also depends
on accurately determining the cone axis of the Compton colli-
mation projector and is a function of the distance between the
first two interactions. We estimated the angular resolution as a
function of positioning uncertainty for the 3-D detector using a
similar Monte Carlo simulation. This distance between the first
two interactions was varied from 1 to 30 mm in increments of
1 mm with added positioning uncertainty in the form of a 3-D
Gaussian noise function. A Gaussian curve was fitted to the dis-
tribution of the angular orientation of the cone axis produced
from 100 000 trials. To calculate , first described in (3), these
two angular resolution components were added in quadrature.

As mentioned, a digital female phantom [29] with uniform
activity in the body and a 4.5-cm-diameter spherical heart was
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TABLE I
ACTIVITY IN THE ENTIRE PHANTOM, HEART, AND BREAST

FOR THE SIMULATION STUDY

TABLE II
TYPICAL NUMBER OF SINGLES, AND TWO AND THREE-PHOTON

COINCIDENCES AT EACH ACTIVITY LEVEL

used. The breast was compressed between the panels to 6 cm.
Spherical lesions of 1.5 mm, 1.75 mm, 2.0 mm, and 3.0 mm
diameter were placed in the breast with 10:1 sphere-to-back-
ground activity concentration consistent with FDG uptake in
breast tumors [30]. In a practical breast imaging system, the total
activity in the body is likely to be around 5 mCi. However, we
simulated six different total activity levels from 1 to 30 mCi in
order to create different ratios of trues, randoms, and multiples
to study the sensitivity of our algorithm to these different op-
erating conditions that may occur for different scanner geome-
tries, for example. The activity in the heart and breast are shown
in Table I. For each data set, 100-s acquisitions were simulated.
The number of single, double, and triple coincidences within the
time and energy window is shown in Table II.

The a priori true rate, (2), for each detector and LOR bin was
estimated by Monte Carlo GRAY simulations of uniform phan-
toms without spherical activity foci. The estimated probabilities
were rounded off to the nearest 0.01.

C. Methods for Identifying True Coincidences

We compared different methods for identifying true
counts. For these cases, we used an 8 ns time window and
a 498–524 keV energy window. A time window of the same
duration as the FWHM coincidence time resolution was shown
to optimize NEC [3], [15], [30].

1) Conventional method: The conventional coincidence
method, using an energy and time window, served as a
performance benchmark reference. When exactly two
photons were detected within the selected energy and
time windows, a LOR count was recorded for the detected
positions. All other events were discarded.

2) Best fixed direction window: This method provides a “gold
standard” reference for validating that our maximum NEC
algorithm is correctly maximizing NEC. With Monte Carlo
data, the identity of true and random events is known. For

any given global threshold for the incident photon direc-
tion window, we use this information to calculate the true
NEC of the system. This threshold was then manually ad-
justed by trial-and-error until the NEC was maximized for
each Monte Carlo data set. Note that this method will not
work with real data because the identity of true and random
coincidences is not known and the true NEC cannot be
calculated.

3) Maximum NEC DW: Our algorithm described in Sec-
tion III-A was implemented with the Compton collimation
angular resolution calculated by convolving the angular
resolution as a function of energy with the angular reso-
lution as a function of the distance between the first two
interactions. Monte Carlo simulations were used to esti-
mate these two functions. Using estimates of the angular
resolution (described in Section III-B), the incident photon
direction window threshold was calculated by maximizing
(7) with the trues and random rates given by (13) and
(14). Tissue-scatter events were modeled by a uniform
distribution.

For varying phantom activity, we calculated the true and
random rates from the Monte Carlo data. Using these rates, we
calculated the NEC for the different methods.

IV. RESULTS

The performance of the maximum NEC DW will depend on
the probability of randoms and true coincidences. To study the
robustness of our algorithm to these probabilities, we varied the
total activity in the phantom because the ratio of randoms and
true will vary with activity. We studied a 10:1 activity concen-
tration ratio between the hot spheres and background.

Fig. 6 shows an image reconstructed from a data set produced
by the maximum NEC DW. The image was produced by an or-
dered subset list-mode maximum likelihood expectation max-
imization (OS ML-EM) algorithm [31]–[33] using 3 iterations
of 10 subsets, which produced the best contrast-to-noise ratio
results. We assumed that the true sequence of hits can be found
accurately [14] and LORs were positioned on the first interac-
tion. Rejecting random coincidences is not expected to yield
any differences in resolution. For profiles drawn through the hot
spheres, there was no significant difference in the resolution be-
tween the various methods.

Plots of the NEC, true, and random counts for the conven-
tional, best fixed DW, and maximum NEC DW are shown in
Figs. 7–9 for the six different activity levels. The best fixed DW
is not a real method; it can only be implemented for Monte Carlo
generated data when the identity of true coincidences is known.
We use it simply as a gold standard to evaluate the effective-
ness of our approach. The maximum NEC DW methodology
significantly increased the NEC compared to the conventional
approach largely by decreasing the number of random LORs.
The maximum NEC DW and best fixed DW produced compa-
rable results.

In Table III, a comparison of the NEC for the conventional,
best fixed DW, and the maximum NEC DW are shown for six
different activity levels in detail. There was no statistically sig-
nificant difference between all three methods at 1 mCi activity.
However, the maximum NEC DW yielded the best NEC for
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Fig. 6. Reconstructed image slice of the breast phantom parallel to the heads
using three iterations, 10 subsets of the 3-D OS-EM algorithm for a 10 mCi total
body dose for data processed using the maximum NEC direction window. The
simulated data corresponds to 100 s of acquisition time in the high sensitivity
dual-panel breast system. Spherical lesions of 1.5 mm, 1.75 mm, 2.0 mm, and
3.0 mm diameter were placed in the breast with 10:1 sphere-to-background ac-
tivity concentration ratio.

Fig. 7. NEC versus total activity for different windowing methods. Only a PET
system with 3-D positioning detectors can select an incident photon direction
window (DW).

5–30 mCi. The improvement was statistically significant com-
pared to the conventional method and varied from 10% at 5 mCi
to 56% at 30 mCi. For all activities there was a small (
across all activity levels) difference between results for the max-
imum NEC DW and the best fixed DW. The maximum NEC DW
generally outperformed the best fixed DW (except at 1 mCi ac-
tivity) because it does not use one global value for the window.
The maximum NEC DW can adapt the window to the variable
Compton collimation blur due to nonconstant energy resolution
and uncertainty of the cone axis direction.

Tables IV and V show, respectively, the number of true and
random counts for the conventional, best fixed DW, and max-
imum NEC DW methods. The maximum NEC DW removed
between 2.5% of the true counts at 1 mCi to 6% of the true

Fig. 8. Plot of true counts versus total activity for different windowing
methods.

Fig. 9. Plot of random counts versus total activity for different windowing
methods.

TABLE III
COMPARISON OF NEC FOR CONVENTIONAL TIME WINDOW VERSUS

OPTIMIZED FIXED THRESHOLD DIRECTION WINDOW, AND MAXIMUM NEC
ALGORITHM USING A GLOBAL THRESHOLD. FOR THE FIXED WINDOW,

THE WINDOW THRESHOLD IN RADIANS IS SHOWN IN PARENTHESES

counts at 30 mCi. However, the random counts were reduced
by 56% at 1 mCi, 62% at 5 mCi, and 64%–67% at 10–30 mCi.
There was a small difference between the maximum NEC DW
and the best fixed DW for trues (1%) and larger for randoms
(approximately 10% for most activity levels).

Table VI shows the tissue-scatter events for the conventional,
best fixed DW, and maximum NEC DW methods. Both the
best fixed DW and maximum NEC DW method rejects scatter
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TABLE IV
NUMBER OF TRUE EVENTS BY METHOD IS SHOWN

TABLE V
NUMBER OF RANDOM LORS BY METHOD IS SHOWN

TABLE VI
NUMBER OF SCATTER EVENTS BY METHOD IS SHOWN

events less efficiently than they reject random coincidences.
This result is not surprising because tissue-scatter events were
negligible in these simulations. For example, at 5 mCi, true
events outnumbered tissue-scatter events by approximately
75 to 1 and random coincidences outnumbered tissue-scatter
events by 20 to 1. Therefore, the best NEC will be achieved by
choosing a direction window threshold that mitigates random
coincidences over tissue-scatter events. It is more important to
note that the maximum NEC DW continues to match or exceed
the gold standard best fixed DW for both random coincidence
and tissue-scatter event rejection.

The maximum NEC DW was also effective at extracting true
photon pairs from multiple coincidences with a low fraction of
random events as shown in Fig. 10. Approximately 70% of the
true photon pairs were correctly identified from multiples (ac-
curacy is known from Monte Carlo list mode data). In other
words, the type I error rate was approximately 30% (the frac-
tion of trues identified as randoms). Of the counts selected from
multiple coincidences, the type II error rate was only 20%–30%;
the fraction of accepted events that were randoms. For three pho-
tons in coincidence, there are three possible pairings and at most
only one correct pairing. If photons were paired randomly, the
type II error rate would be greater than 66%, so our maximum
NEC DW method is performing significantly better than random
assignment.

Fig. 10. Summary of maximum NEC incident photon direction window ex-
traction of true counts from multiple coincidence events. The percentage of the
accepted counts that were true are shown with red open circles over a dotted
line. The percentage of the accepted counts that were random are shown with
the green dashed lines for 1–30 mCi activity. Of the counts accepted by the di-
rection window, 70%–80% were true counts. The true accuracy is the percentage
of true counts that were successfully identified where 100% true accuracy re-
sults if all the true counts in the data are accepted by the direction window. The
true accuracy, shown as a solid blue line, was approximately 70% for 1–30 mCi
activity. The direction window rejects 30% of the potential true counts in mul-
tiple coincidences. Using random assignment, forming coincidence events from
three photon coincidences would yield 33% of accepted counts as true counts
with a true accuracy of 33%.

V. DISCUSSION AND CONCLUSION

The work presented here demonstrates a new framework for
using 3-D positioning detectors to produce additional informa-
tion that can reduce the number of random coincidences and
identify true from multiple coincidences. The scope of this work
was to demonstrate the proof of principle of a new algorithm for
identifying true coincidences for PET imaging. This technique
can compensate for the poor randoms rejection capabilities due
to limited time resolution of CZT detectors. It can also recover a
high fraction of trues from multiple coincidences instead of re-
jecting these events as is done by the current approaches. While
current systems have low absolute photon sensitivity ,
future systems, especially small animal systems may employ
higher geometrical and detection efficiencies [15]. The current
study focused on data from a dual-panel system geometry. Fur-
ther investigations are underway to determine whether a system
with higher absolute photon sensitivity (e.g., ) will ben-
efit even more from the proposed methods to utilize rather than
reject multiple photon coincidence events.

The improvement on NEC by the incident photon direction
window technique we have introduced in this paper should not
depend on the distribution of the activity (e.g., activity con-
centration ratios) but, rather on the absolute rates of multiples
and/or randoms. That is, using incident photon angle informa-
tion, this approach helps to increase good counts by extracting
trues from normally discarded multiples, and decrease back-
ground, by rejecting randoms. The observed improvements in
NEC shown in Fig. 7 and Table III should correlate well with

[34]. Thus, it is expected that this method is most ef-
fective for systems with high randoms or multiple coincidence
rates, which is not necessarily the case for the dual-panel breast
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system studied (see Fig. 5) since the breast activity is relatively
small (see Table I) and the detectors can be well shielded from
background activity.

CZT PET systems for small animal, prostate, or cardiac
imaging can have both high random and multiple coincidence
rates due to effects such as very high solid angle coverage
inadequate shielding from background activity, and/or high
activity in the field of view. Further work is needed to investi-
gate applications that could benefit the most from the direction
window methodology studied in this paper.

In conventional PET, the time window is used as a first pass to
filter randoms and multiples. Our approach uses a combination
of the time window and the direction window to perform a first
pass filtering of randoms and multiples. Therefore, the direction
window does not replace random correction approaches such as
delayed coincidence [35] or singles calculation [36], which can
still be applied to further mitigate randoms. Randoms correction
algorithms remove the bias introduced by random coincidences
but, add noise that is proportional to the random coincidence
rate. The direction window will therefore reduce the amount of
noise added by the random coincidence correction by reducing
the random coincidence rate before correction is applied. Note
that the efficiency of extracting true photon pairs from multiples
is fairly constant as a function of activity (Fig. 10).

Further work is needed to fully characterize this new algo-
rithm as a function of Compton collimation angular resolution.
In this study, we assumed that the sequence of multi-inter-
action detector events was known. Inaccurate sequencing
will reduce the performance of the incident photon direction
window. The accuracy of the sequencing algorithm is depen-
dent on the Compton collimation angular resolution. For a solid
1 5 1 mm CZT detector with 2.5% energy resolution at
511 keV, a maximum a posteriori (MAP) sequencing algorithm
was shown to be 78% accurate [14]. For perfect angular reso-
lution, the MAP sequencing algorithm would be nearly 100%
accurate and the maximum NEC DW method would reject
nearly 100% of all random and scatter events while retaining
nearly 100% of the true coincidences, which is also the case
with perfect time resolution.

Detectors could be designed to improve the performance of
the sequencing algorithm and max NEC DW methods. It has
been shown that the angular resolution improves with increasing
distance between the first two interactions [13]. At interaction
distances below 5 mm, the angular resolution is so poor that
the sequencing algorithm is likely to be highly inaccurate and
the direction window is so wide that it is ineffective at filtering
randoms. A layered PET detector geometry, with multiple sepa-
rated detector sections, such as that used in a Compton camera,
would increase the average distance between interactions, im-
proving sequencing accuracy and the direction window method
performance. There are also efforts to develop submillimeter
CZT detectors [37]–[39] that would also improve the angular
resolution.

Improving the detector design to improve Compton collima-
tion angular resolution would likely yield the largest improve-
ment to the performance of the maximum NEC DW method.
However, there are also some algorithmic improvements that
may be explored. The incident photon direction window algo-

rithm investigated in this study could also be improved in several
ways. First, the 8 ns coincidence time window was chosen to op-
timize the performance of the conventional coincidence window
method. Worse coincidence time resolution or a different time
window might have improved the relative performance of the
maximum NEC DW. Second, we did not implement the double
Compton collimation case (see Appendix). When Compton col-
limation can be performed on both detected photons, a 2-D di-
rection window can be applied that more accurately identify
trues and randoms. This will improve the accuracy of rejecting
randoms and the extraction of trues from multiples. Compton
collimation was shown to be available for a detected photon
approximately 75% of the time in CZT detectors [14]. There-
fore, double Compton collimation is expected to be available
56% of the time. Third, we used simplified PDF and a priori
models. More accurate models would also improve the perfor-
mance of the algorithm while incurring higher computational
cost. Fourth, the accuracy of the scatter distribution model in-
cluded in the maximum NEC objective function can be im-
proved. The tissue scatter rate is not dependent on and can
be estimated using a Monte Carlo technique or another scatter
estimation technique [40], [41]. Further, a wider energy window
could have been used with the maximum NEC DW used to reject
tissue-scattered coincidences. Opening a wider energy window
will increase the number of counts, which will improve the NEC
if scatter events can be accurately identified and rejected. Fifth,
a randoms correction algorithm should be applied to remove the
bias caused by the residual randoms after direction windowing.
The existing randoms correction algorithms could be adapted.
To assess the practical performance of our new approach, the
maximum NEC DW after randoms correction should be com-
pared against the conventional approach after randoms correc-
tion. Finally, in this work we investigated using NEC as the
objective function. While NEC is easily calculated, absolute
quantitation of the reconstructed images is an equally important
metric. Other more effective objective functions might exist that
could be implemented following the framework presented here.

In conclusion, we introduced an incident photon direction
window for systems that use 3-D positioning detectors that can
effectively be used to remove random LORs and recover true
LORs from multiple coincidence events. Our proof of principle
demonstration shows that the maximum NEC DW method is a
promising approach that can compensate for the poor time res-
olution of CZT detectors. However, further work is necessary.
As we have discussed, there are many different methods for fur-
ther improvements to the methods. Also, there is a need to fully
characterize the algorithm and to identify the system designs,
detector designs, and applications that can benefit the most from
this new methodology.

APPENDIX

In the case when Compton scatter collimation is available for
both detected photons, the incident photon direction window be-
comes 2-D. We will call this the double Compton collimation
case. For this study, we did not implement the double Compton
collimation case. However, we provide the derivation here for
completeness. Let and denote the direction difference an-
gles at the first and second detectors for the respective photons
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in a pair. Then the probability density functions under the anni-
hilation pair and singles hypotheses are given by

(19)

where is the angular FWHM at the th detector and

(20)

Using a similar derivation to (6), the decision rule then
becomes

(21)

where and are the DDA for photon 1 and 2, respectively.
To calculate the NEC and its derivative, we use the decision

probabilities , , and
for the observed .

where and
.

Using

and

yields

(22)

Next

and because

then

(23)

Finally,

which yields

(24)

(21)–(23) can then be substituted into (8) and (9) to derive the
true and random coincidence rates for the NEC calculation.
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