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Abstract

We consider a dense fading interference network with melfigtive multi-antenna source-destination
pair terminals communicating simultaneously through gdacommon set of{ multi-antenna relay
terminals. We use Shannon-theoretic tools to analyze #@uetff between energy efficiency and spectral
efficiency (known as the power-bandwidth tradeoff) in megfl asymptotic regimes of signal-to-noise
ratio (SNR) and network size. We propose low-complexitytritiated coordination schemes based on
linear relay forwarding and characterize their power-lveidth tradeoff under a system-wide power
constraint on source and relay transmissions. The impatiuitiple users, multiple relays and multiple
antennas on the key performance measures of the high andNi&Rvr&gimes is investigated in order
to shed new light on the possible reduction in power and batiwequirements through the usage of
distributed relaying techniques. Our results indicatet faint-to-point coded interference networks
supported by linear-beamformer relays yield enhancedggnand spectral efficiency, and achieve
asymptotically optimal power-bandwidth tradeoff with eme scaling of K—! at any SNR for large

number of relay terminals.
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. INTRODUCTION

The use of multiple antennas at both ends of a point-to-pair@ess link, known asnultiple-
input multiple-outpu{MIMO) wireless, is a powerful performance enhancing texdbgy [1]-[4].
In point-to-point wireless links, MIMO systems improve spal efficiency, link reliability and
power efficiency througlspatial multiplexing gaindiversity gainand array gain respectively.

We shall briefly describe these gains in the following:

« Spatial multiplexingn MIMO systems vyields dinear (in the minimum of the number of
transmit and receive antennas) increase in capacity forddd@i@nal power or bandwidth
expenditure [1]-[4]. The corresponding gain is realizedsloyultaneously transmitting in-
dependent data streams in the same frequency band. In @tterscg environments, the
receiver exploits differences in the spatial signaturethefmultiplexed streams to separate
the different signals, thereby realizing a capacity gain.

« Diversity [5] is a powerful technique to mitigate fading and increasbustness to inter-
ference. Diversity techniques rely on transmitting theadsignal over multiple (ideally)
independentlyfading paths (time/frequency/space). Spatial (i.e., ramd¢ diversity is par-
ticularly attractive when compared to time/frequency sty since it does not incur an
expenditure in transmission time/bandwidth. Space-tioging to exploit spatial diversity
gain in point-to-point MIMO channels has been studied esiteaty [6], [7], [8].

« Array gain[9] is achieved in MIMO systems through the enhancement efaye signal-to-
noise ratio (SNR) due to the transmission and reception byipteiantennas. Availability
of channel state information (CSI) at the transmitter/resreis necessary to realize trans-
mit/receive array gains.

The very high data rates envisioned for fourth-generatidp) (wireless systems in reasonably
large or densely populated areas do not appear to be feasthléhe conventional cellular archi-
tectures. Multiple antenna techniques [1]-[4] and advdrsignal processing techniques (such as
interference cancelation algorithms) [9]-[11] by themssl cannot provide enough leverage to
achieve the desired level of performance. In this contagtriduted communication techniques,
relayingin particular [12]-[14], could provide an additional leege without requiring significant
infrastructure deployment costs. With this motivatiorerdhhas been recently a growing interest

both in academia and industry in the concept of relayingfirmasiructure-based wireless networks
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such as next generation cellular (B3G, 4G), wireless loe aetworks (WLANS) (802.11, WiFi,
HyperLAN) and broadband fixed wireless (802.16, WiMax, H{{&N) networks [15].

The design of large scale distributed (adhoc) networks gp@seaset of new challenges to
information theory, communication theory and network tiye@uch networks are characterized
by the large size of the network both in terms of the number ades and in terms of the
geographical area the network covers. Furthermore, eachna could be severely constrained
by its computational and transmission/receiving power/@nsgcarcity of bandwidth resources.
These constraints require an understanding of the perfarenamits of such networks. In this
paper, we shall take an information-theoretic approach uantjfy the potentialpower and
bandwidth efficiency gains of distributed MIMO relayiimgwireless networks. We first recall
Shannon’s famous capacity theorem which serves as a kedingtaoint in our analysis. This
theorem suggests that there exists a tradeoff between pbewedwidth and coding complexity
in achieving a certain target data rate To illustrate this tradeoff, let us consider a simple
example; the additive white Gaussian noise (AWGN) chaniey. achievable data rat& over

the AWGN channel is upper bounded by

P
R < Blog, <1+NOB), (1)

as a function of the signal powét, channel bandwidtl3 and single-sided noise power spectral

density N,. Two measures determine the level of how efficiently the poamd bandwidth
resources of the system are utilizedEnergy efficiencyquantified by the energy per information
bit £, = % (in Joules), and ii)Spectral efficiengyquantified byC = % (in bits per second per
Hertz (b/s/Hz)). Re-expressing the terms in (1) based osethaefinitions, we find that the
achievable set of energy and spectral efficiencies needtigfysthe condition

E, 2¢-1

— >

Ny C

We plot this relationship in Fig. 1. First, we note that thexests a tradeoff between the efficiency

measure% and C (known as the power-bandwidth tradeoff) in achieving a giv@get data

rate. All points above the power-bandwidth tradeoff curwe feasible with a certain amount of
coding complexity. On the other hand, in the region belowdhere, reliable communication is
not possible. We observe th% =In2 ~ —1.6dB is the minimum required level of energy

efficiency for reliable communication. Wheh < 1, the system operates in tipwer-limited
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regime i.e., the bandwidth is large and the main concern is thetdition on power. Similarly, the
case ofC > 1 corresponds to thbandwidth-limited regimeThe interplay of power, bandwidth
and rate in the power-limited regime has been previouslyyaad in the context of single-user
[16]-[17], multi-user [18]-[21], single-relay [22]-[23&nd relay network [24] scenarios. In the
bandwidth-limited regime, the necessary tools to perfdimgower-bandwidth tradeoff analysis
were developed by [18] in the context of code-division nplétiaccess (CDMA) systems and
were later used by [25] to characterize fundamental limits correlated multi-antenna channels.
We emphasize that the power-bandwidth tradeoff formutaitsoa beneficial analytical tool for
evaluating the performance of relay networks considejaigtly gains in terms of energy and
spectral efficiencieswvhile previous works have mostly focused either only onrgpnefficiency
[26] or only on spectral efficiency [27]-[29]. Specificallye shall focus on the power-bandwidth
tradeoff in the low and high SNR regimes, as depicted in Fi§irzally, the ergodicity assumption
on the channel statistics allows us to ignore the temporakdsion; which enters the three-fold
tradeoff among power, bandwidth and delay for slow fadingnetels [30].

We consider a fading MIMO interference relay network (MIRMhere multiple active multi-
antenna source-destination pair terminals communicate gach other by routing their data
through other (relay) terminals. Every terminal can achkas a sender/receiver of data and as a
relay for other transmissions. No cooperation among thaitels is allowed. All users transmit
and receive in a point-to-point fashion; in this sense, weleasize that the assistance of relay
terminals does not significantly alter the transceivergteat the source-destination pairs. In order
to reduce the relay transceiver complexity, we constraen fglocessing at the relay terminals
to be linear; in other words, no encoding or decoding opemnatiare performed at the relay
terminals. We design low-complexity linear distributedlthantenna relaying schemes that take
advantage of local channel state information (CSI) to beamfsimultaneously multiple users’
signals to their intended destinations. We anal%%eas a function ofC (from now on, we are
only interested in the optimdlC, ]’f,—g) points on the power-bandwidth tradeoff curve, while it is
clear that all points above this curve are achievable by tilnal coding techniques) for the
linear MIRN (L-MIRN) and investigate the impact of multiplesers, multiple relays and multiple
antennas on the key performance measures of the low and INghr&gimes in the limit of
large number of relay terminals. We prove thgymptotic optimalityof linear relaying for any

SNR. In particular, we show that with bursty signaling, mietter energy scalingi{~! rather
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than K~1/2) is achievable with linear relaying compared to previousknia [26]. Finally, our
work demonstrates that the region of achieve(e%) pair points can be enlarged significantly
by low-complexity distributed MIMO relaying techniquesdaprovides insights on power and
bandwidth efficient design of adhoc wireless networks.

The rest of this paper is organized as follows. Section licdess the MIRN model and
the power-bandwidth tradeoff problem formulation. In $actlll, we derive an upper-limit on
the achievable power-bandwidth tradeoff based on the etutkeorem [31]. We analyze the
performance of L-MIRN for various low-complexity distrited MIMO relaying schemes in

Section IV. Finally, we conclude in Section V.

II. NETWORK MODEL AND DEFINITIONS

General Assumptions.We assume that the MIRN network consistgof- 2L terminals, with
L active source-destination pairs ahAdrelay terminals located randomly and independently in
a domain of fixed area. We denote thth source terminal bys;, the [-th destination terminal
by D;, wherel = 1, ..., L, and thek-th relay terminal byR,, k = 1,2, ..., K. The source and
destination terminal$S;} and{D,} are equipped withl/ antennas each, while each of the relay
terminalsR, employs N transmit/receive antennas. We assume that there is a “dwael bf
non-zero radius arounflS;} and {D,} [28], which is free of relay terminals and that no direct
link exists between the source-destination pairs. ThecgoterminalS; is only interested in
sending data to the destination termifial and the communication of all source-destination
pairs is supported through the same sekofelay terminals. As terminals can often not transmit
and receive at the same time, we consider time-divisiond@saf duplex) relaying schemes for
which transmissions take place in two hops over two sepaiate slots. In the first time slot,
the relay terminals receive the signals transmitted froengburce terminals. After processing
the received signals, the relay terminals simultaneouslgsmit their data to the destination
terminals during the second time slot.

Channel and Signal Model.Throughout the paper, frequency-flat fading over the badtwi
of interest and perfectly synchronized transmissionfrBoa between the terminals is assumed.
In frequency-selective environments, the channel can berdposed into parallel non-interacting
subchannels each experiencing frequency-flat fading aviddnéhe same capacity as the overall

channel. The channel model is depicted in Fig. 3. The disdiate complex baseband input-
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output relation for theS, — R, link?! is given by

L
rk:Z@Hkylsl+nk7 k:1,2,...,K7
=1

wherer; € CV is the received vector signal &, F;; € R is an energy normalization factor
to account for path loss and shadowing in $ie— R;. link, H;; € C¥*M is the corresponding
channel matrix independent across source and relay telsnina, independent acrogsand/)
and consisting of i.i.dCA(0,1) entries,s; € CM is the temporally i.i.d. zero-mean circularly
symmetric complex Gaussian transmit signal vector $prsatisfying E [slsﬂ = %IM (i.e.
Ps

white zero-mean circularly symmetric complex Gaussias@oector afR,, independent across

= E[||s;]|?] is the average transmit power for soug andn,, € CV is the spatio-temporally
k, with single-sided noise spectral density.

Each relay terminaR,, linearly processes its received vector signalto produce the vector
signalt, € CV (i.e., t, = A,r; with linear-beamformer matriced;, € CY*¥), which is then
transmitted to the destination terminals over the secamé slot. The destination termina),

receives the signal vectgr, € CM expressed as

K
yi = Z VI Gty +2, 1=1,..,L,
=1

where F},; € R is an energy normalization factor to account for path los$ stradowing in the

Ry — Dy link, Gy, € CM¥*V is the corresponding i.i.dcCA (0, 1) channel matrix, independent
acrossk and /, andz, € CM is the spatio-temporally white circularly symmetric coempl

Gaussian noise vector &, with single-sided noise spectral density. The transmit signal

vectorst; satisfy the average power constraidf||t,||?] < Pr, (P, is the average transmit
power for relayR;).

For any block length), a((29%, ..., 29%1) Q) codeC, is defined by a codebook 8F -, 2¢%
codewords such thak, is the rate of communication for thieth source-destination pair. The
source codebook is determined by the encoding functipné =1, ..., L, that map each message
w; € W, = {1,...,29%} of userl to a transmit codewors;, = [s;1, ...,s10] € CM*€,
wheres; , is the transmit codeword of usérat timeq. Furthermore, each destination terminal

employs a decoding function; , [ = 1, ..., L to perform the mappin@"*? — w;, € W, based
1 A — B signifies communication from terminad to terminal 5.
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on its received signal¥, = [y, ..., yi.¢]. The error probability for thé-th user given by

e = Py (Y,) # w;). An L-tuple of rates(R;, ..., Ry) is achievable if there exists a sequence
of ((29f1 ..., 298) Q) codes{Cq : Q = 1,2, ...} with vanishinge, Vi. Based on independent
encoding/decoding for each user and linear-beamformitigeatelay terminals, th§, — D;, | =
1,..., L source-destination links can be viewed as a compasitference channelvhere the
properties of the resulting channel distributip(y,, ...,y |s1, ...,sz) heavily rely upon the
choice of the linear-beamformer matriceA; } = ,.

As already mentioned above, throughout the paper, thelpashand shadowing statistics are
captured by{Ej;} (for the first hop) and{F},} (for the second hop). We assume that these
parameters are random, i.i.d., strictly positive (due ® féct that the domain of interest has a
fixed area, i.e. dense network), bounded above (due to trek zteee requirement), and remain
constant over the entire time period of interest. Additignave assume an ergodic block fading
channel model such that the channel matrigHs ;} and{G;} remain constant over the entire
duration of a time slot and change in an independent fastusa time slots. Finally, we assume
that there is no CSI at the source termingf}, each relay terminak, has perfect knowledge
of its local forward and backward channe{ds, ;, Gy}, and{E};, Hy,},, respectively, and
the destination terminal§éD;} have perfect knowledge of all channel variabies.

Spectral Efficiency vs. IE—E We assume that the network is supplied with fixed finite total
power P (W) over unconstrained bandwid# (Hz). We define the network signal-to-noise ratio
(SNR) for theS;, — D;, I =1, ..., L links as

P _ ZlL:I PSZ + Zf:l PRk
NoB 2Ny B ’

where the factor ofl /2 comes from the half duplex nature of source and relay trassions.

S NR network =

Note that our definition of network SNR captures power corion at the relay as well as
source terminals ensuring a fair performance comparisomdas distributed relaying and direct
transmissions. To simplify notation, from now on we referStR .;wvork @S SNR. Due to the
statistical symmetry of their channel distributions, wkwl for equal power allocation among
the source and relay terminals and $&f = Ps, VI and Pr, = P, Vk. The network with
desired sum rat&k = Ele R, (the union of the set of achievable rate tup(éy, Rs, ..., R.)

2As we shall show in Section IV, the CSI knowledge at the desitim terminals is not required for our results to hold in the

asymptotic regime where the number of relays tends to igfinit
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defines the capacity region of the interference relay nétvand available bandwidti®? must

R E,
< Bl
B_C<N0)

Tightly framing achievable performance, particular engihdahroughout our power-bandwidth

respect the fundamental limit

tradeoff analysis is placed on the regions of low and h%h
Low % regime. Defining %min as the minimum system-wid% required to convey any
positive rate reliably, we havé
Ey . SNR
Nowin  SNR C(SNR)

In most of the scenarios we will considg% is minimized whenSNR is low. This regime of

operation is referred as tiveideband regimen which the spectral efficienc{ is near zero. We
consider the first-order behavior @fas a function ofﬁ—g in the wideband regime (i.eG — 0)

by analyzing the affine function (in decibel’)

Ey Ey C
10 log;, N (C) = 101logy, Moo + S—Olologlo 2+ 0(0),
whereS, denotes the “wideband” slope of spectral efficiency in bz#{81dB) at the poin%min,
C(£e
So=lim - (x) ——101ogy, 2.

f’_glff_gmin 10 loglo F’(‘)‘ — 10 loglo Fgmln

It can be shown that [16]
. 2

s o 2[¢(0)]

= = 2% and Sy = b )

NOmin C(O) —C(O)

whereC andC' denote the first and second order derivative§'(§NR) (evaluated in nats/s/Hz)
at SNR = 0.
High f,—g regime.In the high spectral efficiency region (i.€,— o), the dependence between

% and C can be characterized as [18]

E C E
101log;, FZ(C) = S—lOlog102 — 101log;,(C) + 10log,, FZ' + o(1),
00 imp

*The use ofC and C avoids assigning the same symbol to capacity functionSNR and f,—g

“u(z) = o(v(x)),x — L stands forlim, ., “& = 0.
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where S, denotes the “high SNR” slope of the spectral efficiency inH¥#43 dB)

C(E
See = lim %1010&02
1}3—8—’00 10logyq N

S'\}érilmSNR C(SNR) (3)

and %imp is the % improvement factor with respect to a single-user singlemma unfaded

AWGN reference channelnd it is expressed as

B, C(SNR)
Eimp = SNIIIRIEOO [SNR exp (— 5 . (4)
[1l. UPPERLIMIT ON POWER-BANDWIDTH TRADEOFF
Theorem 1.In the limit of large K, E—g can almost surely be lower bounded by
E 22¢/(LM) _ 1 1 1
’ +o(=), K — oo. (5)

ey >
No = "2C/(LM) KNE[Ep]
1- Best-case power-bandwidth tradeoff at I¢:

B, Pest In 2 1 .
=2 = to(— d <t — LM
Nomin K NE[E] * O<K) o %

2- Best-case power-bandwidth tradeoff at hiﬁ{g

Eb best LM 1
Noimp 2K NE [Ek.] K

K

and SPSt = %

Proof: Separating the source termindls;} from the rest of the network using a broadcast cut
(see Fig. 4), and applying the cut-set theorem [31, Th. 14]iDfollows that the sum capacity

of the MIMO relay network is upper bounded as

1
C < E{Hk,l,Gk,l} 5 ]({Sl}lel; {rk}szlv {yl}lL:1|{tk}l[c{:1) )

where the factot /2 results from the fact that data is transmitted over two titoéss Observing
that in our network mode{s;} — {r.} — {tx} — {y:} forms a Markov chain, applying the
chain rule of mutual information [31] and using the fact tbanhditioning reduces entropy, we

extend the upper bound to

1
CSE{Hkl} 5](81,...,SL;T1,...,I'K) .

SFor the AWGN channel((SNR) = In(1 4+ SNR) resulting inSp =2, £ =1n2, S.. =1 and £&

No min No imp ’
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Recalling that{s;} are circularly symmetric complex Gaussian V\AEI{slsﬁ] = %IM, we have

ot eV )| ©

1
C<Ewm,, {5 log, < M N,

whereV is an LM x LM matrix of the form

Qi1 - Qir

QL,l QL,L
with M x M matricesQ;, ; given by

K

Qij =Y VBB B Hy, i=1,.,L j=1,.,L

k=1
Now, applying Jensen’s inequality to (6) it follows that

Ps

I —— K A\Y4
LM+ M N, B {Hk,l}[ ]D

L K
M Ps N
— Y log, [ 1 N B
2bf&<+M%B k»

k=1

1
C < 5108;2(

By our assumption tha§Ey,;} are bounded, it follows thatar(E} ;) is also boundedk, ! and
hence the Kolmogorov condition [32]

> V&I‘(Ehl)

> — <

k=1

is satisfied. We can therefore use [32, Th. 1.8.D] to obtain

K K
Z By _ E [By,] wpl, ()
K
k=1 k=1
resulting in [32, Th. 1.7]
LM PsKNE [Ey]
< —1 14+ = 7
=7 °g2< TN B ) 0

as K — oo. Since our application of the cut-set theorem through theadbcast cut leads to
perfect relay-destination (i.62, — D;) links, relays do not consume any transmit power and

hence we sePr = 0 yielding
Ey L Ps
SNR=C— = .
Ny 2NyB

(8)

6 wpl denotes convergence with probability
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We combine (7) and (8) to show (5). Expressing the upper baimnd given in (7) in terms of
SNR and applying (2)-(4), we complete the proof. 0
Discussion.Since the cut-set bound is a strict upper bound on the cgpadtlIRN, the result
of Theorem 1 gives a “best-case” picture in terms of how th&Nllparameters, namely the
number of userd., number of relaygs and number of antennas at the source-destination pair
and relay terminals)/ and N, respectively, impact energy and spectral efficiency. Weeole
that the minimum required transmit power to support reBabbmmunication for fixed rate
and bandwidth reduces (at best) by a factorsa¥V through distributed multi-antenna relaying.
Furthermore,ﬁ—ﬁ? also improves by a factor ok N, indicating significant power savings with
respect to direct transmission in the hi§40q regime. In addition, largek. and largerM reduce the
required bandwidth for fixed power and rate by a factof—gfff as seen through the improvements
in the wideband slop&}*t and high-SNR slop&®et justifying the value ofsuperposition and
antenna cooperatiotechniques in terms of spectral efficiency over relay netwatespite the

factor of 1/2 loss due to half duplex transmission.

IV. L-MIRN PoOwWER-BANDWIDTH TRADEOFF

In this section, we present low-complexity linear (but spiroal) relay forwarding schemes
such that each relay transmit vectgr ¢ CV is a linear transformation of the corresponding
received vector, € CV. The beamforming schemes we consider at the relay termiiféés in
the way they fight interference (arising due to simultaneioaissmission of multiple users and
multiple streams per user) and background Gaussian ripi§he matched filter (MF)nitigates
noise but ignores interference) The zero-forcing (ZF) filtercancels interference completely
(requiring N > LM), but amplifies noisdii) The linear minimum mean-square error (L-MMSE)
filter is the best tradeoff for interference and noise mitigat@h [

Relaying Scheme.Each relay terminal exploits its knowledge of the local haaid CSI
{Ey.1, Hy., }- | to perform input linear-beamforming operations on its ie=e signal vector to
obtain estimates for each of the transmitted user signalsorlingly, terminalR, correlates its

received signal vectar;, with each of the beamforming (row) vectous,;; € C" to yield

Skli = Uglq, Tk

= Eyiug g is: + E Eypaigihgpq5pg + Wepinyg,
(p,9)#(1,%)
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as the estimate fos,;, where s, , denotes the transmitted signal from the¢h antenna of
sourceS,, p =1,2,....L, ¢ =1,2,..., M, andhy, , is the ¢g-th column ofH ,. Next, R, sets
the average energy (conditional on the channel realizatjéf ;, H;,}~,) of each estimate to
unity and obtains the normalized estima@gﬂ,. Finally, R, passes the normalized estimates
through output linear-beamformer (column) vectos,; € CV (which are designed to exploit
the knowledge of the forward CSIF;;, Gi,}~,) to produce its transmit signal vector

\/P_R ZZ Vg Ang

||Vkqu

concurrently ensuring that the transmit power constrairgatisfied. Under linear relay forward-

ing, it follows that thei-th element of the signaf; received atD, is given by

+lea

Z \/Fk:lPR Zzgklzvkpq U

Sk
= L2

wheregy ,, is the ¢-th row of G, ,. We list the input and output linear-beamformer matrices
{U, K and{V,}£_ | based on MF, ZF and L-MMSE filters in Table 1.

Spectral Efficiency vs. 3. In the following, we characterize the power-bandwidth ¢ai
of L-MIRN for the MF and ZF schemes as the number of relay teaisi grows asymptotically
large. We summarize the lod: and high<: results separately.

Theorem 2:
Low % analysis.In the limit of large K, L-MIRN power-bandwidth tradeoff for MF and ZF

schemes almost surely converges to the deterministidoakdtip

M(C> = E%K C2 +O(\/?>7 K_>OO7 (9)

where the constant, is expressed ag; = E [\/Ek,leJXk,l,iYMiJ, and fading-dependent

E, \/L?’M?’ 92C/(LM) _ | 1

random variablesXy;; andY};; (independent across) follow thel'(N) probability distribution
p(y) = 1 ),VN le™ for the MF scheme anfli(N — LM + 1) distribution for the ZF scheme.
Both linear beamforming schemes achieve the minimum epergyit at finite spectral efficiency

"The row vectoruy,; € C" is the (I — 1)M + 4)-th row of U, € C*™*N. The column vectotvi,; € CV is the
((I = 1)M + i)-th column of V, € CV*EM,
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C* which is the positive solution of

(LHJZC )22C/(LM)+].:O

expressed a€* ~ 1.15 LM and consequently

F linear 2.97LM 1
— ~ K . 10
No min \/ &K * 0(\/}()’ % (10)

High % analysis. In the limit of large K, L-MIRN power-bandwidth tradeoff for the ZF

scheme almost surely converges to the deterministic oglship

2
E, c 92C/(LM) (\/5 + VL M) 1
AR T ITAT]) Ke ol

K), K — oo, (112)

where constants, and e; are expressed as, = E [%] ,ande; = E [\/Fk,le,l,z’] , and
fading-dependent random variablé§, ;; and Y} ;; (independent across) follow the I'( N —

LM + 1) probability distribution. In the high spectral efficiencggion, we obtain

B LM 2 1 m LM
= =———(Va+VvVLM — d = —.
Nowm, 2Ke§< €2+ ) tolg) and S =5

On the other hand, under the MF scheme, MIRN is in the intenfeg-limited regime an@™"

(12)

converges to a fixed constant (which scales likg K)) as f,—g — o0; leading to SMF = 0.

Proof: Each individual single-antenna at the destination tertaid@codes its intended signal
with no attempt to exploit the knowledge of the codebooksefinterfering streams; and instead
the interference is treated as Gaussian noise. Furtherri@grocessing at the relay terminals
is considered to be linear. Based on these simplificatidres,spectral efficiency of L-MIRN

expressed as

L M
ZZE{Hkl Gy} 10g2 (1 +S|Rl2)] ) (13)
=1 i=1

whereSIR; ; is the signal-to-interference-plus-noise ratio corresiiog to streans;; at terminal

Clinoar -

N —

D,. The rest of the proof involves the analysis of low and h%hasymptotic behavior dIR; ;
in the limit of large K for MF and ZF schemes.

Here we present the detailed power-bandwidth tradeoffyaisafor the ZF scheme in the high
and Iow]’f,—g regimes. The performance of the MF scheme in the %Wegime was analyzed in
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[33]. It is easy to show that (see [34]) in a ZF-based MIMO yet@twork, the signal received

at the destination termindp, corresponding to thé-th multiplexed streans; ; is given by

K K
i = <Z dk,l,i) st > ki T + 2, (14)
K1 K1

where

PrFy Xk
1\’
P EriYe i
L2M2 (ﬁ‘i‘( k]\lfogl ) )

andny,, denotes the-th element of the vecton,; = (Ek,l)_l/QDk,lnk and fading-dependent

diii = (15)

random variables(; ;; andY},,; follow the I'(N — LM + 1) probability distribution. As a result
ZF-based MIMO relaying scheme effectively decouples tliecéf’e channels between source-
destination pairdS;, — D,}lL:1 into LM parallel scalar channels. Based on this simplification,

we now computesIR, ; easily from (14) as

Ps (fo:l dk,l,z’) i

SIRYY = - : (16)
M Ny B (1 + D et fl?,l,i)
in which d;,;; was defined in (15) and
B PrFy i Xy
frai = i . (17)
L2012 <TSYM + NOB)
Substituting (15) and (17) into (16), we have
2
K PrFy Xkl
PsK? % Zk:l 292 P: k;ki;’klz -1
LM <ﬁ+( i) )
SIRYY = (18)

MNyB (1 + K % Zle PR Fy1 Xk 1 )

L2M2<%Yk“+NOB)
If SNR>> 1 (high £ regime), therSIR" in (18) simplifies to

2
2 (1 K PrFy 1 X1,
SIRZF PsK <sz:1 \/ T L2MPs
li —

1 K PrEFy 1 Xk, '
M No B (1 + K K Zk:l LZMEy, Yp.1.:Ps

Under the assumption that, ;} and{Fj } are positive and bounded, it is straightforward but

tedious to show that the variancesdyf; ; and f,il’i are bounded'k, [, i. Hence the Kolmogorov
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condition is satisfied for each of these sequences (as ddaraftk) and it follows from Theorem
1.8.D in [32] that ask' — oo

i\/Fk;(Xk,u iE \/szszz] wea,

k=1

and .
FrgXpge 1 Frg Xy
— =Y E | SRR e,
K Z EpiYi, K ; {Ek,lYk,l,z’:| o
Now applying Theorem 1.7 in [32], we obtain

2
SlRZF w.p.1 K2 (]E [V Fklekvle})

L2M?2 KM Fr 1 Xk 1,
NOB<PR +p—SE|:kl kli|>

Ep 1Y,

+o(K),

Letting 5 = Pr/Ps, we find that SIR-maximizing power allocation (for fix&#MR) is achieved

with
g = L3M o Fro Xk -
K? Ey 1Yy
resulting in 6NR > 1)
2
2K SNR E |/ F: Xeii
SIRZF e, 210 E[VFXe]) 5+ o(K). (19)

LM
Fr 1 Xp 1
(VIR + [e ] )

This key result gives a complete picture in terms of how diated MIMO relaying impacts

the SIR statistics for each transmit stream. First, we olestitat using ZF-based MIMO relays
that exploit the differences in the spatial signatures efititerfering data signals, the effective
channel between the source-destination pairs avdsgonalizedo increase spectral efficiency;
creating uncoupled parallel channels for each stream amanthiti-stream interference arising
from the simultaneous transmission of multiple users antliphei streams per user is completed
eliminated. Next, we observe from (19) ti#R; ; scaledinearly in the number of relay terminals,
K providing higher energy efficiency. This can be interpredsdlistributed array gain since

it is realized without requiring any cooperation among teky terminals. In other words, the
required transmit power to achieve a given target data radeices inversely proportionally
with the number of relay terminals. This increased poweciefficy could help provide much
better coverage in cellular/WLAN networks. Finally, we ebs from the convergence result in
(19) that distributed signal processing by multiple relagntinals realizesliversity gainarising

from the deterministic scaling behavior 6fR;; in the number of relay terminal&. Hence in
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the limit of infinite number of relays, our result suggestatth Shannon capacity exists even
for slow fading (non-ergodic) channels [35]. This phenoorenf "relay ergodization” can be
interpreted as a form of statistical averaging that enstivesconvergence of the SIR statistics
to a deterministic scaling behavior even if the fading psses affecting the individual relays
are not ergodic. Even more importantly, the deterministading behavior also suggests that the
lack of CSI knowledge at the destination terminals does mgfratle performance in the limit
of infinite number of relay terminals.

Now substituting (19) into (13), we obtain

2
LM 2KSNR E |/ Fri Xk
CZF W—pl>710g2 L?W ( |: k,l k,l,}) S +0(K)
/ FriXgi:
( LM + \/ E |:Ek,lyk,l,ii|)
Applying (3)-(4) to C%¥, we obtain the highj’i—g power-bandwidth tradeoff relationships in (12)

for ZF MIMO relaying.
If SNR <1 (low £ regime), therSIRY; in (18) simplifies to

2
Ps Pr K? 1 &
SIRZ = = EoiFouXe1iYesi | -
Li = Ny B Ny B L2 M3 (K ;\/ ket e X1, Y,
As before, using Theorem 1.8.D of [32], we have

i V Eri Fre i XY i B i E [\/Ek,le,le,l,iYk,l,iJ

K K
k=1 k=1

as K — oo, Yyielding

w.p.1 0

Ps Pr K?
NoB Ny B L? M3

Letting 5 = Pr/Ps, we find that SIR-maximizing power allocation (for fix&#MR) is achieved
with §* = L/ K resulting in 6NR <« 1)

LM K 2
c%F = —~ log, <1 + SNR? <L3M3 (E [\/Ek,sz,sz,l,iYk,z,iD + o(K))) .

SubstitutingSNR = C]’f,—g and solving forE—g, we obtain the result in (9). The rest of the proof

SIRY; v

<IE [\/Ek,le,le,l,iYk,l,i])2 + o(K).

follows from the strict convexity of
22C/(LM) -1

C2
in C for all C > 0. 0
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Simulation Example 1. SIR Statistics.In this section, we consider an MIRN with = 2,
M =1 and N = 2 and analyze (based on Monte Carlo simulations) the SIRs8taiof
distributed MIMO relaying techniques based on the ZF atgariand compare the performance
with that under direct transmissions. For direct transioissve assume that two users share the
total fixed powerP equally and communicate over a fading interference chawitél single-
user decoders at the destination terminals. For fair coisgarwith distributed relaying, no
transmit CSl is considered at the sources while the recepessess perfect CSI. Denoting the
overall channel gain (including path loss, shadowing amiihfg) between sourcee {1,2} and
destinationj € {1,2} by ¢ ;, the SIR for each stream under direct transmission is

iRt — __16ul’s

’ NoB + (& ;1?5
We setSNR = 20 dB and plot the cumulative distribution function (CDF) SIR; ; for direct

ie{1,2},j#1i.

transmission and for distributed MIMO relaying based on Zte scheme, and varyingg =
1,2,4,8,16 in Fig. 5.

As predicted by (19), we observe that the mean of SIR incesagg dB for every doubling of
K due to the array gain improvement proportional in the nunabeelay terminals. Furthermore,
the tightening of the SIR CDFs with increasifng demonstrate the distributed diversity gain due
to processing by multiple relay terminals. Finally, we ntte huge improvement in SIR with
respect to direct transmissions due to increased intexdereancelation capability of the relay-
assisted wireless network.

Simulation Example 2: Power and Bandwidth Efficiency. We consider an MIRN with
K =10, L =2, M =1 and N = 2 and plot (based on Monte Carlo simulations) power-
bandwidth tradeoff curves for the upper-limit based on théset bound, L-MIRN schemes
using MF, ZF and L-MMSE techniques and direct transmissiofig. 6.

Our analytical results in (10)-(12) supported with the nuoe results in Fig. 6 show that
even low complexity linear-beamformer relay schemes cpolgntially yieldsignificant power
and bandwidth savinggver direct transmissions. We observe that a significarttqoof the set
of energy and spectral efficiency pairs within the cutseepbbund (that is infeasible with direct
transmission) is covered by our low-complexity L-MIRN soies. From our asymptotic analysis,

we find that% reduces likeX —/2 in the Iow% regime for the MF, ZF and L-MMSE schemes
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and like K~ in the high% regime for the ZF and L-MMSE schem&®ote that ZF and L-
MMSE schemes achievaptimal energy scalingin K) for high f,—f) verified through the best-case
power-bandwidth tradeoff in Theorem 1. Furthermore, wenlkF, the spectral efficiency of ZF
and L-MMSE based MIRN grows without bound Wi% due to their interference cancelation
capability and achieves theptimal high-SNR slope ofS,, = %

All linear-beamforming schemes achieve the highest eneffigiency at a finite spectral
efficiency. In other words, the most efficient power utilizat under linear-beamformer relays
is achieved at dinite bandwidthand there isno power-bandwidth tradeofibove a certain
bandwidth. Additional bandwidth requires more power. A ilamobservation was made in
[36] and [37] in the context of Gaussian parallel relay net#so This phenomenon is due
to noise amplification during relay linear-beamforming i@ens; which significantly degrades
performance at high bandwidths when the MIRN becomes Horsged. We find that the ZF
scheme performs worse than the MF and L-MMSE schemes in me@Ngoregime because of
its inherent inability of noise suppression.

One solution to the problem of noise amplification in the loWRSregime isbursty trans-
mission [38]. For the duty cycle parameterc {0, 1}, this means that the sources and relays
transmit only« fraction of time over which they consume total powef« and remain silent
otherwise; and hence satisfying the average power contsrdihe result of bursty transmission
is that the network is forced to operate in the high SNR regaiihe expense of lower spectral
efficiency. This is achieved, for instance under the ZF s&hahrough the adjustment of signal
burstiness by choosing the duty cycle parametsuch that even thougbNR <« 1, the SIR for

each stream in (18) simplifies to (note the additiomakerm in the denominator)

2
2 (1 K PRrE 1 Xk 1,
PsK (K Zk:l \/ T L2MPs

1 K PrFy 1 Xk, ’
a M N, B (1 + KLY ki

SIRYY =

as in the highﬁ—g regime and the network spectral efficiency is computed as

L M

= % Z ZE{Hk,lva,l} [10g2 (1 + SIR%;E)] :

=1 =1

8L-MMSE converges to ZF aSNR — oo and to MF asSNR — 0.
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Hence, the results of Theorem 2 in (11) can immediately béieghpwith slight modifications,

resulting in the power-bandwidth tradeoff relation

2
B, %F B 92C/(aLM) (\/5 + VL M) 1

+o(=), K — oo,

No ~ 2C/(aLM) K é K
and consequently the energy and spectral efficiency pediocecan be quantified by
E,"  (n2)LM ——\2 1 —
Fomln_Teg<\/5+ LM) “—O(E) and SO —O{LM,
in the Iowf;—g regime and
B4 LM 2 1 o aLM
LA VLM — =
Nowm 2Ke§<\/5+ ) tolp) ad S =——

in the high% regime. As a result, we have shown that with sufficient amainburstiness,
the optimal energy scaling df ~! can be achieved with the ZF (and L-MMSE) linear relaying
protocols; while the spectral efficiency slopes for the lavd digh % regimes scale down by
the duty cycle factorv. This final remark establishes the asymptotic optimalityirdar multi-
antenna relaying in the sense that with proper signalingrnt achieve the best possible (i.e., as
in the cutset bound) energy and spectral efficiency scabngiy SNR. We also emphasize that
our results prove that the energy scalingfof! is achievable with linear relaying (provided the
necessary relay interference cancelation mechanism#g whevious work showed that it could
only achieve the scaling ok —'/2 [26]. In Fig. 7, we plot the power-bandwidth tradeoff under
the ZF scheme (setting = 10, L = 2, M = 1, N = 2) for various values ofv. Clearly, we find
that in the lower spectral efficiency (and hence low8IR) regime, it is desirable to increase
the level of burstiness by reducing theparameter in order to achieve higher energy efficiency.
Simulation Example 3: Enhancements from MIMO. We consider the L-MMSE MIRN
scheme withK' = 10 and L = 2, and plot (based on Monte Carlo simulations) power-banttwid
tradeoff curves for different values @ff and V, to understand the impact of MIMO techniques
at the source-destination pair (largkf) and relay (largetrV) terminals on energy and spectral
efficiency. From Figsg, it is clear that multiple antennas at the relay terminalprione energy
efficiency (through the downward shift of the power-bandwittadeoff curve) while multiple
antennas at the source-destination pairs improve spegfigency (through the improvement in

the wideband slope and high SNR slope of the power-bandwidtteoff curve).
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V. CONCLUSIONS

As an additional leverage for supporting high data rate gexieration wireless networks, we
proposed low-complexity distributed MIMO relaying algbwins that exploit locally available
channel state information (CSI) at each relay terminal tantferm multiple users’ signals
at the intended destinations. From a Shannon-theoretigppetive, we analyzed the power-
bandwidth tradeoff for various MIMO relaying schemes andhdaestrated significant gains in
terms of power efficiency, bandwidth efficiency and link abiiity over direct transmissions. We
guantified these gains by investigating the energy and igeticiency scaling in the low and
high SNR regimes. We established that in the limit of largebar of relay terminals’ — o0),
linear-beamformer relays achieve asymptotically optip@her-bandwidth tradeoff at any SNR
with the energy efficiency scaling lik&". Finally, we verified our results through the numerical
investigation of SIR statistics and power-bandwidth tcdfse
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Table 1. L-MIRN Beamformer Schemes.
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Fig. 1. Power-bandwidth tradeoff in the AWGN channel.
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Fig. 2. Power-bandwidth tradeoff formulation to jointlyptare capacity and energy gains of distributed MIMO relgyivith

special focus on low and high SNR regimes.
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Fig. 3. MIRN source-relay and relay-destination channetet
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Fig. 5. CDF of SIR for direct and ZF based distributed MIMOasghg for various values of{ at SNR = 20 dB.
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Fig. 6. MIRN power-bandwidth tradeoff comparison: Uppiemi, linear-beamformer relaying schemes and direct trassion.
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Fig. 7. Power-bandwidth tradeoff for the ZF MIRN scheme unbarsty transmission for duty cycle parameters—=
0.02,0.1,0.5, 1.
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