
1

Power-Bandwidth Tradeoff in Linear

MIMO Interference Relay Networks
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Abstract

We consider a dense fading interference network with multiple active multi-antenna source-destination

pair terminals communicating simultaneously through a large common set ofK multi-antenna relay

terminals. We use Shannon-theoretic tools to analyze the tradeoff between energy efficiency and spectral

efficiency (known as the power-bandwidth tradeoff) in meaningful asymptotic regimes of signal-to-noise

ratio (SNR) and network size. We propose low-complexity distributed coordination schemes based on

linear relay forwarding and characterize their power-bandwidth tradeoff under a system-wide power

constraint on source and relay transmissions. The impact ofmultiple users, multiple relays and multiple

antennas on the key performance measures of the high and low SNR regimes is investigated in order

to shed new light on the possible reduction in power and bandwidth requirements through the usage of

distributed relaying techniques. Our results indicate that point-to-point coded interference networks

supported by linear-beamformer relays yield enhanced energy and spectral efficiency, and achieve

asymptotically optimal power-bandwidth tradeoff with energy scaling ofK−1 at any SNR for large

number of relay terminals.
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I. INTRODUCTION

The use of multiple antennas at both ends of a point-to-pointwireless link, known asmultiple-

input multiple-output(MIMO) wireless, is a powerful performance enhancing technology [1]-[4].

In point-to-point wireless links, MIMO systems improve spectral efficiency, link reliability and

power efficiency throughspatial multiplexing gain, diversity gainand array gain, respectively.

We shall briefly describe these gains in the following:

• Spatial multiplexingin MIMO systems yields alinear (in the minimum of the number of

transmit and receive antennas) increase in capacity for no additional power or bandwidth

expenditure [1]-[4]. The corresponding gain is realized bysimultaneously transmitting in-

dependent data streams in the same frequency band. In rich scattering environments, the

receiver exploits differences in the spatial signatures ofthe multiplexed streams to separate

the different signals, thereby realizing a capacity gain.

• Diversity [5] is a powerful technique to mitigate fading and increase robustness to inter-

ference. Diversity techniques rely on transmitting the data signal over multiple (ideally)

independentlyfading paths (time/frequency/space). Spatial (i.e., antenna) diversity is par-

ticularly attractive when compared to time/frequency diversity since it does not incur an

expenditure in transmission time/bandwidth. Space-time coding to exploit spatial diversity

gain in point-to-point MIMO channels has been studied extensively [6], [7], [8].

• Array gain [9] is achieved in MIMO systems through the enhancement of average signal-to-

noise ratio (SNR) due to the transmission and reception by multiple antennas. Availability

of channel state information (CSI) at the transmitter/receiver is necessary to realize trans-

mit/receive array gains.

The very high data rates envisioned for fourth-generation (4G) wireless systems in reasonably

large or densely populated areas do not appear to be feasiblewith the conventional cellular archi-

tectures. Multiple antenna techniques [1]-[4] and advanced signal processing techniques (such as

interference cancelation algorithms) [9]-[11] by themselves cannot provide enough leverage to

achieve the desired level of performance. In this context, distributed communication techniques,

relaying in particular [12]-[14], could provide an additional leverage without requiring significant

infrastructure deployment costs. With this motivation, there has been recently a growing interest

both in academia and industry in the concept of relaying in infrastructure-based wireless networks
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such as next generation cellular (B3G, 4G), wireless local area networks (WLANs) (802.11, WiFi,

HyperLAN) and broadband fixed wireless (802.16, WiMax, HyperMAN) networks [15].

The design of large scale distributed (adhoc) networks poses a set of new challenges to

information theory, communication theory and network theory. Such networks are characterized

by the large size of the network both in terms of the number of nodes and in terms of the

geographical area the network covers. Furthermore, each terminal could be severely constrained

by its computational and transmission/receiving power and/or scarcity of bandwidth resources.

These constraints require an understanding of the performance limits of such networks. In this

paper, we shall take an information-theoretic approach to quantify the potentialpower and

bandwidth efficiency gains of distributed MIMO relayingin wireless networks. We first recall

Shannon’s famous capacity theorem which serves as a key starting point in our analysis. This

theorem suggests that there exists a tradeoff between power, bandwidth and coding complexity

in achieving a certain target data rateR. To illustrate this tradeoff, let us consider a simple

example; the additive white Gaussian noise (AWGN) channel.Any achievable data rateR over

the AWGN channel is upper bounded by

R < B log2

(
1 +

P

N0B

)
, (1)

as a function of the signal powerP , channel bandwidthB and single-sided noise power spectral

densityN0. Two measures determine the level of how efficiently the power and bandwidth

resources of the system are utilized: i)Energy efficiency, quantified by the energy per information

bit Eb = P
R

(in Joules), and ii)Spectral efficiency, quantified byC = R
B

(in bits per second per

Hertz (b/s/Hz)). Re-expressing the terms in (1) based on these definitions, we find that the

achievable set of energy and spectral efficiencies need to satisfy the condition

Eb

N0
>

2C − 1

C
.

We plot this relationship in Fig. 1. First, we note that thereexists a tradeoff between the efficiency

measuresEb

N0
and C (known as the power-bandwidth tradeoff) in achieving a given target data

rate. All points above the power-bandwidth tradeoff curve are feasible with a certain amount of

coding complexity. On the other hand, in the region below thecurve, reliable communication is

not possible. We observe thatEb

N0
= ln 2 ≈ −1.6 dB is the minimum required level of energy

efficiency for reliable communication. WhenC � 1, the system operates in thepower-limited
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regime; i.e., the bandwidth is large and the main concern is the limitation on power. Similarly, the

case ofC � 1 corresponds to thebandwidth-limited regime. The interplay of power, bandwidth

and rate in the power-limited regime has been previously analyzed in the context of single-user

[16]-[17], multi-user [18]-[21], single-relay [22]-[23]and relay network [24] scenarios. In the

bandwidth-limited regime, the necessary tools to perform the power-bandwidth tradeoff analysis

were developed by [18] in the context of code-division multiple access (CDMA) systems and

were later used by [25] to characterize fundamental limits over correlated multi-antenna channels.

We emphasize that the power-bandwidth tradeoff formulation is a beneficial analytical tool for

evaluating the performance of relay networks consideringjointly gains in terms of energy and

spectral efficiencies, while previous works have mostly focused either only on energy efficiency

[26] or only on spectral efficiency [27]-[29]. Specifically,we shall focus on the power-bandwidth

tradeoff in the low and high SNR regimes, as depicted in Fig. 2. Finally, the ergodicity assumption

on the channel statistics allows us to ignore the temporal dimension; which enters the three-fold

tradeoff among power, bandwidth and delay for slow fading channels [30].

We consider a fading MIMO interference relay network (MIRN), where multiple active multi-

antenna source-destination pair terminals communicate with each other by routing their data

through other (relay) terminals. Every terminal can act both as a sender/receiver of data and as a

relay for other transmissions. No cooperation among the terminals is allowed. All users transmit

and receive in a point-to-point fashion; in this sense, we emphasize that the assistance of relay

terminals does not significantly alter the transceiver design at the source-destination pairs. In order

to reduce the relay transceiver complexity, we constrain the processing at the relay terminals

to be linear; in other words, no encoding or decoding operations are performed at the relay

terminals. We design low-complexity linear distributed multi-antenna relaying schemes that take

advantage of local channel state information (CSI) to beamform simultaneously multiple users’

signals to their intended destinations. We analyzeEb

N0
as a function ofC (from now on, we are

only interested in the optimal(C, Eb

N0
) points on the power-bandwidth tradeoff curve, while it is

clear that all points above this curve are achievable by suboptimal coding techniques) for the

linear MIRN (L-MIRN) and investigate the impact of multipleusers, multiple relays and multiple

antennas on the key performance measures of the low and high SNR regimes in the limit of

large number of relay terminals. We prove theasymptotic optimalityof linear relaying for any

SNR. In particular, we show that with bursty signaling, muchbetter energy scaling (K−1 rather
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thanK−1/2) is achievable with linear relaying compared to previous work in [26]. Finally, our

work demonstrates that the region of achievable(C, Eb

N0
) pair points can be enlarged significantly

by low-complexity distributed MIMO relaying techniques and provides insights on power and

bandwidth efficient design of adhoc wireless networks.

The rest of this paper is organized as follows. Section II describes the MIRN model and

the power-bandwidth tradeoff problem formulation. In Section III, we derive an upper-limit on

the achievable power-bandwidth tradeoff based on the cut-set theorem [31]. We analyze the

performance of L-MIRN for various low-complexity distributed MIMO relaying schemes in

Section IV. Finally, we conclude in Section V.

II. NETWORK MODEL AND DEFINITIONS

General Assumptions.We assume that the MIRN network consists ofK+2L terminals, with

L active source-destination pairs andK relay terminals located randomly and independently in

a domain of fixed area. We denote thel-th source terminal bySl, the l-th destination terminal

by Dl, wherel = 1, ..., L, and thek-th relay terminal byRk, k = 1, 2, ..., K. The source and

destination terminals{Sl} and{Dl} are equipped withM antennas each, while each of the relay

terminalsRk employsN transmit/receive antennas. We assume that there is a “dead zone” of

non-zero radius around{Sl} and{Dl} [28], which is free of relay terminals and that no direct

link exists between the source-destination pairs. The source terminalSl is only interested in

sending data to the destination terminalDl and the communication of allL source-destination

pairs is supported through the same set ofK relay terminals. As terminals can often not transmit

and receive at the same time, we consider time-division based (half duplex) relaying schemes for

which transmissions take place in two hops over two separatetime slots. In the first time slot,

the relay terminals receive the signals transmitted from the source terminals. After processing

the received signals, the relay terminals simultaneously transmit their data to the destination

terminals during the second time slot.

Channel and Signal Model.Throughout the paper, frequency-flat fading over the bandwidth

of interest and perfectly synchronized transmission/reception between the terminals is assumed.

In frequency-selective environments, the channel can be decomposed into parallel non-interacting

subchannels each experiencing frequency-flat fading and having the same capacity as the overall

channel. The channel model is depicted in Fig. 3. The discrete-time complex baseband input-
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output relation for theSl → Rk link1 is given by

rk =
L∑

l=1

√
Ek,l Hk,lsl + nk, k = 1, 2, ..., K,

whererk ∈ CN is the received vector signal atRk, Ek,l ∈ R is an energy normalization factor

to account for path loss and shadowing in theSl → Rk link, Hk,l ∈ CN×M is the corresponding

channel matrix independent across source and relay terminals (i.e., independent acrossk and l)

and consisting of i.i.d.CN (0, 1) entries,sl ∈ CM is the temporally i.i.d. zero-mean circularly

symmetric complex Gaussian transmit signal vector forSl satisfyingE
[
sls

H
l

]
=

PSl

M
IM (i.e.

PSl
= E [‖sl‖2] is the average transmit power for sourceSl), andnk ∈ CN is the spatio-temporally

white zero-mean circularly symmetric complex Gaussian noise vector atRk, independent across

k, with single-sided noise spectral densityN0.

Each relay terminalRk linearly processes its received vector signalrk to produce the vector

signal tk ∈ CN (i.e., tk = Akrk with linear-beamformer matricesAk ∈ CN×N ), which is then

transmitted to the destination terminals over the second time slot. The destination terminalDl

receives the signal vectoryl ∈ CM expressed as

yl =

K∑

k=1

√
Fk,l Gk,ltk + zl, l = 1, ..., L,

whereFk,l ∈ R is an energy normalization factor to account for path loss and shadowing in the

Rk → Dl link, Gk,l ∈ C
M×N is the corresponding i.i.d.CN (0, 1) channel matrix, independent

acrossk and l, and zl ∈ CM is the spatio-temporally white circularly symmetric complex

Gaussian noise vector atDl with single-sided noise spectral densityN0. The transmit signal

vectorstk satisfy the average power constraintE [‖tk‖2] ≤ PRk
(PRk

is the average transmit

power for relayRk).

For any block lengthQ, a((2QR1, ..., 2QRL), Q) codeCQ is defined by a codebook of
∑L

l=1 2QRl

codewords such thatRl is the rate of communication for thel-th source-destination pair. The

source codebook is determined by the encoding functionsφl , l = 1, ..., L, that map each message

wl ∈ Wl = {1, ..., 2QRl} of user l to a transmit codewordSl = [ sl,1, ... , sl,Q ] ∈ CM×Q,

wheresl,q is the transmit codeword of userl at time q. Furthermore, each destination terminal

employs a decoding functionψl , l = 1, ..., L to perform the mappingCM×Q → ŵl ∈ Wl based

1
A → B signifies communication from terminalA to terminalB.
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on its received signalYl = [yl,1, ... ,yl,Q ]. The error probability for thel-th user given by

εl = P(ψl(Yl) 6= wl). An L-tuple of rates(R1, ..., RL) is achievable if there exists a sequence

of ((2QR1, ..., 2QRL), Q) codes{CQ : Q = 1, 2, ...} with vanishingεl, ∀l. Based on independent

encoding/decoding for each user and linear-beamforming atthe relay terminals, theSl → Dl, l =

1, ..., L source-destination links can be viewed as a compositeinterference channelwhere the

properties of the resulting channel distributionp(y1, ... ,yL | s1, ... , sL) heavily rely upon the

choice of the linear-beamformer matrices{Ak}K
k=1.

As already mentioned above, throughout the paper, the path-loss and shadowing statistics are

captured by{Ek,l} (for the first hop) and{Fk,l} (for the second hop). We assume that these

parameters are random, i.i.d., strictly positive (due to the fact that the domain of interest has a

fixed area, i.e. dense network), bounded above (due to the dead zone requirement), and remain

constant over the entire time period of interest. Additionally, we assume an ergodic block fading

channel model such that the channel matrices{Hk,l} and{Gk,l} remain constant over the entire

duration of a time slot and change in an independent fashion across time slots. Finally, we assume

that there is no CSI at the source terminals{Sl}, each relay terminalRk has perfect knowledge

of its local forward and backward channels,{Fk,l,Gk,l}L
l=1 and{Ek,l,Hk,l}L

l=1, respectively, and

the destination terminals{Dl} have perfect knowledge of all channel variables.2

Spectral Efficiency vs. Eb

N0

. We assume that the network is supplied with fixed finite total

powerP (W) over unconstrained bandwidthB (Hz). We define the network signal-to-noise ratio

(SNR) for theSl → Dl, l = 1, ..., L links as

SNR network
.
=

P

N0B
=

∑L
l=1 PSl

+
∑K

k=1 PRk

2N0B
,

where the factor of1/2 comes from the half duplex nature of source and relay transmissions.

Note that our definition of network SNR captures power consumption at the relay as well as

source terminals ensuring a fair performance comparison between distributed relaying and direct

transmissions. To simplify notation, from now on we refer toSNRnetwork as SNR. Due to the

statistical symmetry of their channel distributions, we allow for equal power allocation among

the source and relay terminals and setPSl
= PS , ∀l and PRk

= PR, ∀k. The network with

desired sum rateR =
∑L

l=1Rl (the union of the set of achievable rate tuples(R1, R2, ..., RL)

2As we shall show in Section IV, the CSI knowledge at the destination terminals is not required for our results to hold in the

asymptotic regime where the number of relays tends to infinity.
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defines the capacity region of the interference relay network) and available bandwidthB must

respect the fundamental limit
R

B
≤ C

(
Eb

N0

)
.

Tightly framing achievable performance, particular emphasis throughout our power-bandwidth

tradeoff analysis is placed on the regions of low and highEb

N0
.

Low Eb

N0
regime. Defining Eb

N0 min
as the minimum system-wideEb

N0
required to convey any

positive rate reliably, we have3

Eb

N0 min

= min
SNR

SNR

C(SNR)
.

In most of the scenarios we will consider,Eb

N0
is minimized whenSNR is low. This regime of

operation is referred as thewideband regimein which the spectral efficiencyC is near zero. We

consider the first-order behavior ofC as a function ofEb

N0
in the wideband regime (i.e.,C → 0)

by analyzing the affine function (in decibels)4

10 log10

Eb

N0

(C) = 10 log10

Eb

N0 min

+
C

S0

10 log10 2 + o(C),

whereS0 denotes the “wideband” slope of spectral efficiency in b/s/Hz/(3 dB) at the pointEb

N0 min
,

S0 = lim
Eb
N0

↓
Eb
N0 min

C( Eb

N0
)

10 log10
Eb

N0
− 10 log10

Eb

N0 min

10 log10 2.

It can be shown that [16]

Eb

N0 min

=
ln 2

Ċ(0)
, and S0 =

2
[
Ċ(0)

]2

−C̈(0)
, (2)

whereĊ andC̈ denote the first and second order derivatives ofC(SNR) (evaluated in nats/s/Hz)

at SNR = 0.

High Eb

N0
regime.In the high spectral efficiency region (i.e.,C → ∞), the dependence between

Eb

N0
andC can be characterized as [18]

10 log10

Eb

N0
(C) =

C

S∞
10 log10 2 − 10 log10(C) + 10 log10

Eb

N0 imp

+ o(1),

3The use ofC andC avoids assigning the same symbol to capacity functions ofSNR and Eb

N0
.

4 u(x) = o(v(x)), x → L stands forlimx→L
u(x)
v(x)

= 0.
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whereS∞ denotes the “high SNR” slope of the spectral efficiency in b/s/Hz/(3 dB)

S∞ = lim
Eb
N0

→∞

C( Eb

N0
)

10 log10
Eb

N0

10 log10 2

= lim
SNR→∞

SNR Ċ(SNR) (3)

and Eb

N0 imp
is the Eb

N0
improvement factor with respect to a single-user single-antenna unfaded

AWGN reference channel5 and it is expressed as

Eb

N0 imp

= lim
SNR→∞

[
SNR exp

(
− C(SNR)

S∞

)]
. (4)

III. U PPER-L IMIT ON POWER-BANDWIDTH TRADEOFF

Theorem 1. In the limit of largeK, Eb

N0
can almost surely be lower bounded by

Eb

N0
(C) ≥ 22C/(LM) − 1

2C/(LM)

1

KN E [Ek,l]
+ o(

1

K
), K → ∞. (5)

1- Best-case power-bandwidth tradeoff at lowEb

N0
:

Eb

N0

best

min

=
ln 2

KN E [Ek,l]
+ o(

1

K
) and Sbest

0 = LM

2- Best-case power-bandwidth tradeoff at highEb

N0
:

Eb

N0

best

imp

=
LM

2KN E [Ek,l]
+ o(

1

K
) and Sbest

∞ =
LM

2
.

Proof: Separating the source terminals{Sl} from the rest of the network using a broadcast cut

(see Fig. 4), and applying the cut-set theorem [31, Th. 14.10.1] it follows that the sum capacity

of the MIMO relay network is upper bounded as

C ≤ E{Hk,l, Gk,l}

[
1

2
I({sl}L

l=1; {rk}K
k=1, {yl}L

l=1|{tk}K
k=1)

]
,

where the factor1/2 results from the fact that data is transmitted over two time slots. Observing

that in our network model{sl} → {rk} → {tk} → {yl} forms a Markov chain, applying the

chain rule of mutual information [31] and using the fact thatconditioning reduces entropy, we

extend the upper bound to

C ≤ E{Hk,l}

[
1

2
I(s1, ..., sL; r1, ..., rK)

]
.

5For the AWGN channel;C(SNR) = ln(1 + SNR) resulting inS0 = 2, Eb

N0 min
= ln 2, S∞ = 1 and Eb

N0 imp
= 1.

October 10, 2005 DRAFT



10

Recalling that{sl} are circularly symmetric complex Gaussian withE
[
sls

H
l

]
= PS

M
IM , we have

C ≤ E{Hk,l}

[
1

2
log2

(∣∣∣∣ILM +
PS

M N0B
V

∣∣∣∣
)]

, (6)

whereV is anLM × LM matrix of the form

V =




Q1,1 · · · Q1,L

...
...

QL,1 · · · QL,L


 ,

with M ×M matricesQi,j given by

Qi,j =

K∑

k=1

√
Ek,iEk,jH

H
k,iHk,j, i = 1, ..., L, j = 1, ..., L

Now, applying Jensen’s inequality to (6) it follows that

C ≤ 1

2
log2

(∣∣∣∣ILM +
PS

M N0B
E{Hk,l} [V]

∣∣∣∣
)

=
M

2

L∑

l=1

log2

(
1 +

PS N

M N0B

K∑

k=1

Ek,l

)
.

By our assumption that{Ek,l} are bounded, it follows thatvar(Ek,l) is also bounded∀k, l and

hence the Kolmogorov condition [32]
∞∑

k=1

var(Ek,l)

k2
<∞

is satisfied. We can therefore use [32, Th. 1.8.D] to obtain6

K∑

k=1

Ek,l

K
−

K∑

k=1

E [Ek,l]

K
−→w.p.1 0

resulting in [32, Th. 1.7]

C ≤ LM

2
log2

(
1 +

PSKNE [Ek,l]

M N0B

)
(7)

asK → ∞. Since our application of the cut-set theorem through the broadcast cut leads to

perfect relay-destination (i.e.Rk → Dl) links, relays do not consume any transmit power and

hence we setPR = 0 yielding

SNR = C
Eb

N0

=
LPS

2N0B
. (8)

6
−→
w.p.1 denotes convergence with probability1.
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We combine (7) and (8) to show (5). Expressing the upper boundon C given in (7) in terms of

SNR and applying (2)-(4), we complete the proof.

Discussion.Since the cut-set bound is a strict upper bound on the capacity of MIRN, the result

of Theorem 1 gives a “best-case” picture in terms of how the MIRN parameters, namely the

number of usersL, number of relaysK and number of antennas at the source-destination pair

and relay terminals,M andN , respectively, impact energy and spectral efficiency. We observe

that the minimum required transmit power to support reliable communication for fixed rate

and bandwidth reduces (at best) by a factor ofKN through distributed multi-antenna relaying.

Furthermore,Eb

N0

best

imp
also improves by a factor ofKN , indicating significant power savings with

respect to direct transmission in the highEb

N0
regime. In addition, largerL and largerM reduce the

required bandwidth for fixed power and rate by a factor ofLM
2

as seen through the improvements

in the wideband slopeSbest
0 and high-SNR slopeSbest

∞ justifying the value ofsuperposition and

antenna cooperationtechniques in terms of spectral efficiency over relay networks despite the

factor of 1/2 loss due to half duplex transmission.

IV. L-MIRN POWER-BANDWIDTH TRADEOFF

In this section, we present low-complexity linear (but suboptimal) relay forwarding schemes

such that each relay transmit vectortk ∈ C
N is a linear transformation of the corresponding

received vectorrk ∈ CN . The beamforming schemes we consider at the relay terminalsdiffer in

the way they fight interference (arising due to simultaneoustransmission of multiple users and

multiple streams per user) and background Gaussian noise:i) The matched filter (MF)mitigates

noise but ignores interference.ii) The zero-forcing (ZF) filtercancels interference completely

(requiringN ≥ LM), but amplifies noise.iii) The linear minimum mean-square error (L-MMSE)

filter is the best tradeoff for interference and noise mitigation [9].

Relaying Scheme.Each relay terminal exploits its knowledge of the local backward CSI

{Ek,l,Hk,l}L
l=1 to perform input linear-beamforming operations on its received signal vector to

obtain estimates for each of the transmitted user signals. Accordingly, terminalRk correlates its

received signal vectorrk with each of the beamforming (row) vectorsuk,l,i ∈ CN to yield

ŝk,l,i = uk,l,i, rk

=
√
Ek,l uk,l,ihk,l,isl,i +

∑

(p,q)6=(l,i)

√
Ek,p uk,l,ihk,p,q sp,q + uk,l,i nk,
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as the estimate forsl,i, where sp,q denotes the transmitted signal from theq-th antenna of

sourceSp, p = 1, 2, ..., L, q = 1, 2, ...,M , andhk,p,q is the q-th column ofHk,p. Next, Rk sets

the average energy (conditional on the channel realizations {Ek,l,Hk,l}L
l=1) of each estimate to

unity and obtains the normalized estimatesŝU
k,l,i. Finally, Rk passes the normalized estimates

through output linear-beamformer (column) vectorsvk,l,i ∈ CN (which are designed to exploit

the knowledge of the forward CSI{Fk,l,Gk,l}L
l=1) to produce its transmit signal vector

tk =

√
PR

LM

L∑

p=1

M∑

q=1

vk,p,q

‖vk,p,q‖
ŝU

k,p,q,

concurrently ensuring that the transmit power constraint is satisfied. Under linear relay forward-

ing, it follows that thei-th element of the signalyl received atDl is given by

yl,i =

K∑

k=1

√
Fk,lPR

LM

L∑

p=1

M∑

q=1

gk,l,i vk,p,q

‖vk,p,q‖
ŝU

k,p,q + zl,i,

wheregk,p,q is the q-th row of Gk,p. We list the input and output linear-beamformer matrices

{Uk}K
k=1 and{Vk}K

k=1 based on MF, ZF and L-MMSE filters in Table 1.7

Spectral Efficiency vs. Eb

N0
. In the following, we characterize the power-bandwidth tradeoff

of L-MIRN for the MF and ZF schemes as the number of relay terminals grows asymptotically

large. We summarize the lowEb

N0
and high Eb

N0
results separately.

Theorem 2:

Low Eb

N0
analysis.In the limit of largeK, L-MIRN power-bandwidth tradeoff for MF and ZF

schemes almost surely converges to the deterministic relationship

Eb

N0
(C) =

√
L3M3

ε21K

22C/(LM) − 1

C2
+ o(

1√
K

), K → ∞, (9)

where the constantε1 is expressed asε1 = E
[√

Ek,lFk,lXk,l,iYk,l,i

]
, and fading-dependent

random variablesXk,l,i andYk,l,i (independent acrossk) follow theΓ(N) probability distribution

p(γ) = 1
(N−1)!

γN−1e−γ for the MF scheme andΓ(N −LM + 1) distribution for the ZF scheme.

Both linear beamforming schemes achieve the minimum energyper bit at finite spectral efficiency

7The row vectoruk,l,i ∈ C
N is the ((l − 1)M + i)-th row of Uk ∈ C

LM×N . The column vectorvk,l,i ∈ C
N is the

((l − 1)M + i)-th column ofVk ∈ C
N×LM .
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C∗ which is the positive solution of
(

ln 2

LM
C − 1

)
22C/(LM) + 1 = 0

expressed asC∗ ≈ 1.15LM and consequently

Eb

N0

linear

min

≈
√

2.97LM

ε21K
+ o(

1√
K

), K → ∞. (10)

High Eb

N0
analysis. In the limit of largeK, L-MIRN power-bandwidth tradeoff for the ZF

scheme almost surely converges to the deterministic relationship

Eb

N0

(C) =
22C/(LM)

2C/(LM)

(√
ε2 +

√
LM

)2

K ε23
+ o(

1

K
), K → ∞, (11)

where constantsε2 and ε3 are expressed asε2 = E

[
Fk,lXk,l,i

Ek,lYk,l,i

]
, and ε3 = E

[√
Fk,lXk,l,i

]
, and

fading-dependent random variablesXk,l,i and Yk,l,i (independent acrossk) follow the Γ(N −
LM + 1) probability distribution. In the high spectral efficiency region, we obtain

Eb

N0

ZF

imp

=
LM

2K ε23

(√
ε2 +

√
LM

)2

+ o(
1

K
) and SZF

∞ =
LM

2
. (12)

On the other hand, under the MF scheme, MIRN is in the interference-limited regime andCMF

converges to a fixed constant (which scales likelog(K)) as Eb

N0
→ ∞; leading toSMF

∞ = 0.

Proof: Each individual single-antenna at the destination terminals decodes its intended signal

with no attempt to exploit the knowledge of the codebooks of the interfering streams; and instead

the interference is treated as Gaussian noise. Furthermore, the processing at the relay terminals

is considered to be linear. Based on these simplifications, the spectral efficiency of L-MIRN

expressed as

C
linear =

1

2

L∑

l=1

M∑

i=1

E{Hk,l,Gk,l} [log2 (1 + SIRl,i)] , (13)

whereSIRl,i is the signal-to-interference-plus-noise ratio corresponding to streamsl,i at terminal

Dl. The rest of the proof involves the analysis of low and highEb

N0
asymptotic behavior ofSIRl,i

in the limit of largeK for MF and ZF schemes.

Here we present the detailed power-bandwidth tradeoff analysis for the ZF scheme in the high

and low Eb

N0
regimes. The performance of the MF scheme in the lowEb

N0
regime was analyzed in
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[33]. It is easy to show that (see [34]) in a ZF-based MIMO relay network, the signal received

at the destination terminalDl corresponding to thei-th multiplexed streamsl,i is given by

yZF
l,i =

(
K∑

k=1

dk,l,i

)
sl.i +

K∑

k=1

dk,l,i ñk,l,i + zl,i, (14)

where

dk,l,i =

√√√√√
PRFk,lXk,l,i

L2M2

(
PS

M
+
(

Ek,lYk,l,i

N0B

)−1
) , (15)

and ñk,l,i denotes thei-th element of the vector̃nk,l = (Ek,l)
−1/2

Dk,lnk and fading-dependent

random variablesXk,l,i andYk,l,i follow the Γ(N −LM +1) probability distribution. As a result

ZF-based MIMO relaying scheme effectively decouples the effective channels between source-

destination pairs{Sl → Dl}L
l=1 into LM parallel scalar channels. Based on this simplification,

we now computeSIRl,i easily from (14) as

SIR
ZF
l,i =

PS

(∑K
k=1 dk,l,i

)2

M N0B
(
1 +

∑K
k=1 f

2
k,l,i

) , (16)

in which dk,l,i was defined in (15) and

fk,l,i =

√√√√
PRFk,lXk,l,i

L2M2
(

Ek,lPS

M
Yk,l,i +N0B

) . (17)

Substituting (15) and (17) into (16), we have

SIR
ZF
l,i =

PSK
2


 1

K

∑K
k=1

√
PRFk,lXk,l,i

L2M2

„

PS

M
+

“

Ek,lYk,l,i

N0B

”−1
«




2

MN0B

(
1 +K 1

K

∑K
k=1

PRFk,lXk,l,i

L2M2
“

Ek,lPS

M
Yk,l,i+N0B

”

) (18)

If SNR � 1 (high Eb

N0
regime), thenSIR

ZF
l,i in (18) simplifies to

SIR
ZF
l,i =

PSK
2
(

1
K

∑K
k=1

√
PRFk,lXk,l,i

L2MPS

)2

M N0B
(
1 +K 1

K

∑K
k=1

PRFk,l Xk,l,i

L2MEk,lYk,l,iPS

) .

Under the assumption that{Ek,l} and{Fk,l} are positive and bounded, it is straightforward but

tedious to show that the variances ofdk,l,i andf 2
k,l,i are bounded∀k, l, i. Hence the Kolmogorov
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condition is satisfied for each of these sequences (as a function of k) and it follows from Theorem

1.8.D in [32] that asK → ∞
K∑

k=1

√
Fk,lXk,l,i

K
−

K∑

k=1

E
[√

Fk,lXk,l,i

]

K
−→w.p.1 0

and
1

K

K∑

k=1

Fk,lXk,l,i

Ek,lYk,l,i

− 1

K

K∑

k=1

E

[
Fk,lXk,l,i

Ek,lYk,l,i

]
−→w.p.1 0.

Now applying Theorem 1.7 in [32], we obtain

SIR
ZF
l,i −→w.p.1

K2
(
E
[√

Fk,lXk,l,i

])2

N0B
(

L2M2

PR

+ KM
PS

E

[
Fk,lXk,l,i

Ek,lYk,l,i

]) + o(K),

Letting β = PR/PS, we find that SIR-maximizing power allocation (for fixedSNR) is achieved

with

β∗ =

√
L3M

K2

(
E

[
Fk,lXk,l,i

Ek,lYk,l,i

])−1

resulting in (SNR � 1)

SIR
ZF
l,i −→w.p.1 2KSNR

LM

(
E
[√

Fk,lXk,l,i

])2
(√

LM +

√
E

[
Fk,lXk,l,i

Ek,lYk,l,i

])2 + o(K). (19)

This key result gives a complete picture in terms of how distributed MIMO relaying impacts

the SIR statistics for each transmit stream. First, we observe that using ZF-based MIMO relays

that exploit the differences in the spatial signatures of the interfering data signals, the effective

channel between the source-destination pairs wasorthogonalizedto increase spectral efficiency;

creating uncoupled parallel channels for each stream and the multi-stream interference arising

from the simultaneous transmission of multiple users and multiple streams per user is completed

eliminated. Next, we observe from (19) thatSIRl,i scaleslinearly in the number of relay terminals,

K providing higher energy efficiency. This can be interpretedas distributed array gain, since

it is realized without requiring any cooperation among the relay terminals. In other words, the

required transmit power to achieve a given target data rate reduces inversely proportionally

with the number of relay terminals. This increased power efficiency could help provide much

better coverage in cellular/WLAN networks. Finally, we observe from the convergence result in

(19) that distributed signal processing by multiple relay terminals realizesdiversity gainarising

from the deterministic scaling behavior ofSIRl,i in the number of relay terminalsK. Hence in
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the limit of infinite number of relays, our result suggests that a Shannon capacity exists even

for slow fading (non-ergodic) channels [35]. This phenomenon of ”relay ergodization” can be

interpreted as a form of statistical averaging that ensuresthe convergence of the SIR statistics

to a deterministic scaling behavior even if the fading processes affecting the individual relays

are not ergodic. Even more importantly, the deterministic scaling behavior also suggests that the

lack of CSI knowledge at the destination terminals does not degrade performance in the limit

of infinite number of relay terminals.

Now substituting (19) into (13), we obtain

C
ZF −→w.p.1 LM

2
log2




2KSNR

LM

(
E
[√

Fk,lXk,l,i

])2
(√

LM +

√
E

[
Fk,lXk,l,i

Ek,lYk,l,i

])2 + o(K)


 .

Applying (3)-(4) toCZF, we obtain the highEb

N0
power-bandwidth tradeoff relationships in (12)

for ZF MIMO relaying.

If SNR � 1 (low Eb

N0
regime), thenSIR

ZF
l,i in (18) simplifies to

SIR
ZF
l,i =

PS

N0B

PR

N0B

K2

L2M3

(
1

K

K∑

k=1

√
Ek,lFk,lXk,l,iYk,l,i

)2

.

As before, using Theorem 1.8.D of [32], we have

K∑

k=1

√
Ek,lFk,lXk,l,iYk,l,i

K
−

K∑

k=1

E
[√

Ek,lFk,lXk,l,iYk,l,i

]

K
−→w.p.1 0

asK → ∞, yielding

SIR
ZF
l,i −→w.p.1 PS

N0B

PR

N0B

K2

L2M3

(
E

[√
Ek,lFk,lXk,l,iYk,l,i

])2

+ o(K).

Letting β = PR/PS, we find that SIR-maximizing power allocation (for fixedSNR) is achieved

with β∗ = L/K resulting in (SNR � 1)

C
ZF =

LM

2
log2

(
1 + SNR

2

(
K

L3M3

(
E

[√
Ek,lFk,lXk,l,iYk,l,i

])2

+ o(K)

))
.

SubstitutingSNR = C
Eb

N0
and solving forEb

N0
, we obtain the result in (9). The rest of the proof

follows from the strict convexity of
22C/(LM) − 1

C2

in C for all C ≥ 0.
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Simulation Example 1: SIR Statistics.In this section, we consider an MIRN withL = 2,

M = 1 and N = 2 and analyze (based on Monte Carlo simulations) the SIR statistics of

distributed MIMO relaying techniques based on the ZF algorithm and compare the performance

with that under direct transmissions. For direct transmission, we assume that two users share the

total fixed powerP equally and communicate over a fading interference channelwith single-

user decoders at the destination terminals. For fair comparison with distributed relaying, no

transmit CSI is considered at the sources while the receivers possess perfect CSI. Denoting the

overall channel gain (including path loss, shadowing and fading) between sourcei ∈ {1, 2} and

destinationj ∈ {1, 2} by ξi,j, the SIR for each stream under direct transmission is

SIR
direct
l,i =

|ξi,i|2 P
2

N0B + |ξi,j|2 P
2

, i ∈ {1, 2}, j 6= i.

We setSNR = 20 dB and plot the cumulative distribution function (CDF) ofSIRl,i for direct

transmission and for distributed MIMO relaying based on theZF scheme, and varyingK =

1, 2, 4, 8, 16 in Fig. 5.

As predicted by (19), we observe that the mean of SIR increases by3 dB for every doubling of

K due to the array gain improvement proportional in the numberof relay terminals. Furthermore,

the tightening of the SIR CDFs with increasingK demonstrate the distributed diversity gain due

to processing by multiple relay terminals. Finally, we notethe huge improvement in SIR with

respect to direct transmissions due to increased interference cancelation capability of the relay-

assisted wireless network.

Simulation Example 2: Power and Bandwidth Efficiency. We consider an MIRN with

K = 10, L = 2, M = 1 andN = 2 and plot (based on Monte Carlo simulations) power-

bandwidth tradeoff curves for the upper-limit based on the cutset bound, L-MIRN schemes

using MF, ZF and L-MMSE techniques and direct transmission in Fig. 6.

Our analytical results in (10)-(12) supported with the numerical results in Fig. 6 show that

even low complexity linear-beamformer relay schemes couldpotentially yieldsignificant power

and bandwidth savingsover direct transmissions. We observe that a significant portion of the set

of energy and spectral efficiency pairs within the cutset outer bound (that is infeasible with direct

transmission) is covered by our low-complexity L-MIRN schemes. From our asymptotic analysis,

we find thatEb

N0
reduces likeK−1/2 in the low Eb

N0
regime for the MF, ZF and L-MMSE schemes
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and likeK−1 in the high Eb

N0
regime for the ZF and L-MMSE schemes.8 Note that ZF and L-

MMSE schemes achieveoptimal energy scaling(in K) for high Eb

N0
verified through the best-case

power-bandwidth tradeoff in Theorem 1. Furthermore, unlike MF, the spectral efficiency of ZF

and L-MMSE based MIRN grows without bound withEb

N0
due to their interference cancelation

capability and achieves theoptimal high-SNR slope ofS∞ = LM
2

.

All linear-beamforming schemes achieve the highest energyefficiency at a finite spectral

efficiency. In other words, the most efficient power utilization under linear-beamformer relays

is achieved at afinite bandwidthand there isno power-bandwidth tradeoffabove a certain

bandwidth. Additional bandwidth requires more power. A similar observation was made in

[36] and [37] in the context of Gaussian parallel relay networks. This phenomenon is due

to noise amplification during relay linear-beamforming operations; which significantly degrades

performance at high bandwidths when the MIRN becomes noise-limited. We find that the ZF

scheme performs worse than the MF and L-MMSE schemes in the low Eb

N0
regime because of

its inherent inability of noise suppression.

One solution to the problem of noise amplification in the low SNR regime isbursty trans-

mission [38]. For the duty cycle parameterα ∈ {0, 1}, this means that the sources and relays

transmit onlyα fraction of time over which they consume total powerP/α and remain silent

otherwise; and hence satisfying the average power constraints. The result of bursty transmission

is that the network is forced to operate in the high SNR regimeat the expense of lower spectral

efficiency. This is achieved, for instance under the ZF scheme, through the adjustment of signal

burstiness by choosing the duty cycle parameterα such that even thoughSNR � 1, the SIR for

each stream in (18) simplifies to (note the additionalα term in the denominator)

SIR
ZF
l,i =

PSK
2
(

1
K

∑K
k=1

√
PRFk,lXk,l,i

L2MPS

)2

αM N0B
(
1 +K 1

K

∑K
k=1

PRFk,l Xk,l,i

L2MEk,lYk,l,iPS

) .

as in the highEb

N0
regime and the network spectral efficiency is computed as

C
ZF =

α

2

L∑

l=1

M∑

i=1

E{Hk,l,Gk,l}

[
log2

(
1 + SIR

ZF
l,i

)]
.

8L-MMSE converges to ZF asSNR → ∞ and to MF asSNR → 0.
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Hence, the results of Theorem 2 in (11) can immediately be applied, with slight modifications,

resulting in the power-bandwidth tradeoff relation

Eb

N0

ZF

(C) =
22C/(αLM)

2C/(αLM)

(√
ε2 +

√
LM

)2

K ε23
+ o(

1

K
), K → ∞,

and consequently the energy and spectral efficiency performance can be quantified by

Eb

N0

ZF

min

=
(ln 2)LM

2K ε23

(√
ε2 +

√
LM

)2

+ o(
1

K
) and SZF

0 = αLM,

in the low Eb

N0
regime and

Eb

N0

ZF

imp

=
LM

2K ε23

(√
ε2 +

√
LM

)2

+ o(
1

K
) and SZF

∞ =
αLM

2
,

in the high Eb

N0
regime. As a result, we have shown that with sufficient amountof burstiness,

the optimal energy scaling ofK−1 can be achieved with the ZF (and L-MMSE) linear relaying

protocols; while the spectral efficiency slopes for the low and high Eb

N0
regimes scale down by

the duty cycle factorα. This final remark establishes the asymptotic optimality oflinear multi-

antenna relaying in the sense that with proper signaling it can achieve the best possible (i.e., as

in the cutset bound) energy and spectral efficiency scaling for any SNR. We also emphasize that

our results prove that the energy scaling ofK−1 is achievable with linear relaying (provided the

necessary relay interference cancelation mechanisms) while previous work showed that it could

only achieve the scaling ofK−1/2 [26]. In Fig. 7, we plot the power-bandwidth tradeoff under

the ZF scheme (settingK = 10, L = 2, M = 1, N = 2) for various values ofα. Clearly, we find

that in the lower spectral efficiency (and hence lowerSNR) regime, it is desirable to increase

the level of burstiness by reducing theα parameter in order to achieve higher energy efficiency.

Simulation Example 3: Enhancements from MIMO. We consider the L-MMSE MIRN

scheme withK = 10 andL = 2, and plot (based on Monte Carlo simulations) power-bandwidth

tradeoff curves for different values ofM andN , to understand the impact of MIMO techniques

at the source-destination pair (largerM) and relay (largerN) terminals on energy and spectral

efficiency. From Fig.8, it is clear that multiple antennas at the relay terminals improve energy

efficiency (through the downward shift of the power-bandwidth tradeoff curve) while multiple

antennas at the source-destination pairs improve spectralefficiency (through the improvement in

the wideband slope and high SNR slope of the power-bandwidthtradeoff curve).
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V. CONCLUSIONS

As an additional leverage for supporting high data rate nextgeneration wireless networks, we

proposed low-complexity distributed MIMO relaying algorithms that exploit locally available

channel state information (CSI) at each relay terminal to beamform multiple users’ signals

at the intended destinations. From a Shannon-theoretic perspective, we analyzed the power-

bandwidth tradeoff for various MIMO relaying schemes and demonstrated significant gains in

terms of power efficiency, bandwidth efficiency and link reliability over direct transmissions. We

quantified these gains by investigating the energy and spectral efficiency scaling in the low and

high SNR regimes. We established that in the limit of large number of relay terminals (K → ∞),

linear-beamformer relays achieve asymptotically optimalpower-bandwidth tradeoff at any SNR

with the energy efficiency scaling likeK. Finally, we verified our results through the numerical

investigation of SIR statistics and power-bandwidth tradeoffs.
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Table 1. L-MIRN Beamformer Schemes.
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Fig. 1. Power-bandwidth tradeoff in the AWGN channel.
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Fig. 2. Power-bandwidth tradeoff formulation to jointly capture capacity and energy gains of distributed MIMO relaying with

special focus on low and high SNR regimes.
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Fig. 3. MIRN source-relay and relay-destination channel models.
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Fig. 4. Illustration of the broadcast cut over the MIRN.
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Fig. 5. CDF of SIR for direct and ZF based distributed MIMO relaying for various values ofK at SNR = 20 dB.

October 10, 2005 DRAFT



28

0 2 4 6 8 10 12 14 16 18
10

−2

10
−1

10
0

10
1

10
2

10
3

10
4

10
5

E
b/N

0

Spectral Efficiency (b/s/Hz)

ZF L−MIRN
MF L−MIRN
L−MMSE L−MIRN
Direct
Best Case

Fig. 6. MIRN power-bandwidth tradeoff comparison: Upper-limit, linear-beamformer relaying schemes and direct transmission.
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Fig. 7. Power-bandwidth tradeoff for the ZF MIRN scheme under bursty transmission for duty cycle parametersα =

0.02, 0.1, 0.5, 1.
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Fig. 8. MIRN power-bandwidth tradeoff for the L-MMSE relaying scheme with varying number of antennas at the source-

destination pair (M ) and relay terminals (N ).
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