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Inspiration

● “Leveraged Small Value Equities” by Daniel Rasmussen, Brian Chingono
● “Forcasting Debt Paydown Among Leveraged Equities” by Daniel Rasmussen, 

Brian Chingono



Roadmap
 
1. Obtain Earnings Call Transcripts
2. Apply Language Processing algorithm 
3. Run regressions to weight keywords
4. Develop scoring algorithm to determine when to buy/sell
5. Run backtest evaluation of algorithm



Stock Criteria

● Small

○ Between the 25th and 75th percentile based on their market capitalization

● Cheap

○ Below 50th percentile EV to Ebitda ratio 

● Highly Leveraged

○ Above mean LT Debt/EV



Benchmark and Relative Performance



Data Collection

● Initial Approach:
○ Process and sort 180,000 html files by file name to group all transcripts for 

one company together.
○ Merge files together to have one single file for every company.

● Importance of computing power.

● Decided to process all files at once and generate one giant CSV.



Data Collection

● Earnings call transcripts from THOMSON REUTERS, manually scraped



Roadmap 

1. Obtain Earnings Call Transcripts
2. Apply Natural Language Processing algorithm 
3. Run regressions to weight keywords
4. Develop scoring algorithm to determine when to buy/sell
5. Run backtest evaluation of algorithm



Word Selection Criteria

● We started analyzing the frequencies of 23 keywords and 22 phrases of 
interest that could possibly indicate future growth for the company.

● We predict the presence of words and phrases like “cost-cutting,” 
“deleveraging,” and “debt reduction” in earnings call transcripts will lead these 
small, highly-leveraged, companies to produce higher returns than the 
benchmark. 



Language Processing

Methodology:

1. Parse through .txt file to find date and ticker symbol.
2. Account for discrepancies in date format or exchange traded in.
3. Count the number of appearances of all keywords and phrases of 

interest.
4. Write csv files of organized data for regression analysis.



Data Generated from NLP
Screenshot table containing number of occurrences of all keywords for all 
transcripts processed:





Roadmap 

1. Obtain Earnings Call Transcripts
2. Apply Natural Language Processing algorithm 
3. Run analysis to weigh keywords
4. Develop scoring algorithm to determine when to buy/sell
5. Run backtest evaluation of algorithm



Regressions

● Used Intrinio Excel add-on to get 1 year forward returns for all stocks 

within our universe, accounting for dividends and splits. 

● Normalize these returns in relation to the Russell-2000. 

● Russell-2000 most closely resembles our target market cap



First test
● Used a binary variable for the existence words to score the companies (0 if quarterly 

transcript did not contain keywords, 1 if it did)

● Poor results as expected, with a negative Beta and Sharpe



Regressions
● Ran analysis on individual words and groups of words:

○ Words
■ Revenue Growth
■ Repurchase
■ Margins
■ Dividends
■ Deleverage
■ M&A
■ Synergies
■ Cost-Reduction

 

○ Groups
■ Dividend/Repurc

hase
■ Expansion
■ Operation 

Improvement
■ Deleverage



Words vs returns above Russell 2000



Group vs returns above Russell 2000



Roadmap 

1. Obtain Earnings Call Transcripts
2. Apply Natural Language Processing algorithm 
3. Run regressions to weight keywords
4. Develop scoring algorithm to determine when to buy/sell
5. Run backtest evaluation of algorithm



Scoring

1. Ranked each transcript by group
2. Weighted each ranking by statistical significance
3. Calculated Sum Product



Algorithm

Insight: By using the correlations found in the Earnings Call Transcript analysis, we 
can score companies by quarter as new transcripts are released.

Methodology:

● When high frequencies of key terms-groups occur (operational improvement, 
deleveraging, dividends and repurchases) increment score.

● Buy companies with highest scores.



Roadmap 

1. Obtain Earnings Call Transcripts
2. Apply Natural Language Processing algorithm 
3. Run regressions to weight keywords
4. Develop scoring algorithm to determine when to buy/sell
5. Run backtest evaluation of algorithm



1 Year Holding Period



Book Size Too Large



Stock Performance: 1 Year Holding

● To prevent look-ahead bias, we will trade with one quarter lag. 
● For instance, we will act upon data obtained from Q1 2010 at the beginning of 

Q3 2010. 



Reactionary



Stock Performance: Reactionary

● To prevent look-ahead bias, we will trade with one quarter lag. 
● For instance, we will act upon data obtained from Q1 2010 at the beginning of 

Q3 2010. 



Top 30 Basket, Daily Shuffle



Top 10 Basket, Daily Shuffle



Top 10 Basket, Daily Shuffle, Out of Sample Period



Top 10 Basket, Daily Shuffle, Out of Sample Period



Issues we encountered

● Getting the data

● Filling holes in the data

● Starting with the incorrect universe

● Data is not standardized and is difficult to work with

● Working with Quantopian API, fetching csv, ensuring that the 

data we are trading on was available, 



Further Improvements

● Decay scores based upon the time from the announcement

● Stop loss orders to minimize max drawdown

● Potential implement shorting strategy to minimize market 

correlation

● Experiment with different basket sizes

● Consider ways of expanding universe to make larger book sizes 

possible

● Update scores based on difference from previous score (0004)



What We Learned

● There’s potential to use earnings call transcripts for indicators 
for a trading strategy

● Need more data for backtesting
● Murphy’s Law

○ Cleaning Data 



Thank You!



Jonny and Juanpa working on our NLP algorithm last night!

Appendix 1:



Debt 
Restructuration!

C.S.V.!!


