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1 Motivation

Magnetic resonance imaging (MRI) reconstruction from undersampled k-space measurements
remains an active area of research, with particular interest in optimizing sampling patterns to
enable faster acquisition. While traditional approaches aim to maintain uniform reconstruction
quality across the entire field of view, oftentimes in clinical applications only a particular region
of interest (ROI) is of relevance. This project aims to develop an end-to-end optimization
approach for directly optimizing k-space sampling patterns to prioritize quality in user-specified
ROIs, using an unrolled reconstruction method to maintain differentiability throughout the
entire pipeline. By incorporating region-specific weights in our objective function and leveraging
the differentiability of an unrolled reconstruction method, we can directly optimize for sampling
patterns that preserve critical image features in arbitrary ROIs while maintaining acceptable
global reconstruction quality.

2 Related Work

Greedy selection of k-space samples for ROI imaging. The authors of [3] propose a
method to choose k-space samples to optimize quality in a specified ROI using an extension
of sequential forward selection (SFS). SFS essentially iteratively selects rows of the forward
operator A to minimize an error criterion - our approach is similar in spirit, but here we jointly
optimize our k-space selection rather than going for a greedy approach, which might find a
suboptimal solution.

Jointly learning subsampling and reconstruction. The authors of [1] present a method
for jointly optimizing k-space sampling patterns and reconstruction networks for MRI using
a differentiable relaxation of the binary sampling mask and train an end-to-end pipeline that
learns both the sampling pattern and reconstruction. The end-to-end approach is similar to
this project, however the authors gear their work towards optimizing quality globally, rather
than in a specific ROI. In addition, our approach of using an unrolled network can allows us to
potentially constrain the reconstruction step, making it more interpretable compared to a deep
U-Net.

3 Proposed Method

We formulate an end-to-end optimization framework where the binary sampling pattern is
relaxed to be able to take values in [0, 1] that gets thresholded to produce binary sampling
decisions at the end of the optimization process. This mask is optimized jointly with an unrolled
reconstruction network (such as ADMM [2], but could also include other iterative methods like
conjugate gradient) that performs a fixed number of iterations. More formally, we seek to solve
the following optimization problem:
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Where M is our sampling mask (relaxed to take on values between 0 and 1 for differentia-
bility), F' is the Fourier transform operator, A represents the unrolled iterative reconstruction
routine, and W is a diagonal matrix that ideally weights our desired ROI more heavily.

4 Evaluation

To evalutate the performance of this method, we’ll look at a) ROI quality via PSNR in the
relevant region compared to our baseline, b) global quality via PSNR of the reconstructed
image compared to our baseline, and ¢) efficiency measured as the ratio of k-space samples
used in our method compared to our baseline for a given PSNR. Our baseline will just be the



same reconstruction method using fully sampled k-space. Since our optimized sampling mask
is continuous, we can additionally investigate the quality as a function of our threshold value
to find how many samples can sufficiently represent a desired ROI in practice.

5 Timeline

e Week 1: Implement differentiable sampling mask optimization and unrolled ADMM/CG
reconstruction, collect images and label ROIs to be used for evaluation

e Week 2: Add ROI weighting and optimize, evaluate and compare with baselines

e Week 3: Summarize results and compile report

Stretch goals: Jointly optimize the unrolled optimization routine A in conjunction with our
sampling mask M.
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