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Diffusion model for image restoration and generation

The straightforward structure and efficient training process of
diffusion models have made them a popular choice for

generative modeling. , Reverse Diffusion: DDPM Posterior Sampling: ScoreALD, DPS
Pre-trained score

In this work, we implemented several diffusion model . 2 — L(x + (1= @)se(x0 1)) X = i_(xt + (1 — @p)sg(xe, 1))
approaches utilizing a pre-trained score predictor for image (56 (x¢, 1)) predictor o Jm Lo Ja_t_ ) )
denoising, unconditional image generation, and tackling x,_y =Y207@0) o @ (oa) o Xe—q' = ‘/”Tt(ll_'a"’:t‘l) X + ‘Wj_(;:“” X0+ J1— a2z
inverse problems, including inpainting and deconvolution. l_f 2z T Xed = Fet' o VA ETE
Related WOI'k Phase retrieval Experimental ReSUItS
Non-uniform deblur ; Denoising Deconvolution & Inpainting
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21.7/0.4199 35.2/0.0204

Diffusion posterior sampling has enabled
to solve many other linear/ nonlinear

inverse problems with noise[3]. Unconditional Image Generation

t=100 PSNR/LPIPS: 32.7/0.0957

20.8/0.2533 16.0/0.2489
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