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● Partially noise, then reverse 
diffusion
○ Used 500 / 1000 noising 

steps
● PSNR = 20
● LPIPS = 0.20

Ill-posed inverse problem: given a 
noisy, blurred, incomplete, etc. 
image, how can we recover the 
original image?

The method used in this project 
relies on diffusion models and 
varying sampling algorithms to 
attempt reconstruction. Peak 
Signal to Noise Ratio (PSNR) and 
Learned Perceptual Image Patch 
Similarity (LPIPS) are the main 
metrics for determining success.

Score-Based Annealed
Langevin Dynamics (ScoreALD)

Diffusion Posterior
Sampling (DPS)

/

● Utilizes gradient of log 
likelihood

● Anneal gradient for better 
convergence

● PSNR = 22
● LPIPS = 0.15

● Takes into account estimate 
of original image in gradient

● No annealing, but normalize 
gradients

● PSNR = 30
● LPIPS = 0.05

Challenges & Limitations

● Hallucinates high-frequency 
details

● Struggled on non-human 
subjects


