Solving Inverse Problems in Imaging with Diffusion M

Matthew M. Sato

Stanford University
EE 367 Final Project, Winter 2025

odels

Measurem

Motivation Methods

Posterior Conditionin

Conditioned
Reverse Step

Unconditioned
Reverse Step

Denoised
Estimate

Captured images are noisy

Diffusion models are great at unconditionally
generating images

For inverse problems, need to condition
diffusion process on measurement
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Conditioning I1s computationally intractable, Score Function: sq(x;, t) = V. logp, (x;)
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Experimental Results

Optimization based methods: ADMM & HQS [1]

 Convergence can be slow

* Neural network supervised approaches [2]
* Fails when out of distribution
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