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Abstract—MRI is a widely used ionization-free soft-tissue imaging modality, often employed repeatedly over a patient’s lifetime. However, prolonged scanning durations, among other issues, can limit availability and accessibility. In this work, we aim to substantially reduce scan times by leveraging prior scans of the same patient. These prior scans typically contain considerable shared information with the current scan, thereby enabling higher acceleration rates when appropriately utilized. We propose a prior informed reconstruction method with a trained diffusion model in conjunction with data-consistency steps. Our method can be trained with unlabeled image data, eliminating the need for a dataset of either k-space measurements or paired longitudinal scans as is required of other learning-based methods. We demonstrate superiority of our method over previously suggested approaches in effectively utilizing prior information without over-biasing prior consistency, which we validate on both an open-source dataset of healthy patients as well as several longitudinal cases of clinical interest.

Index Terms—MRI Reconstruction, Longitudinal MRI, Latent Diffusion.

1 Introduction

Magnetic Resonance Imaging (MRI) remains a prevalent medical procedure, often repeated throughout a patient’s life [1], [2], [3], [4]. However, it faces challenges such as lengthy scan times and motion-related artifacts compromising image quality. Consequently, limited accessibility to MRI and extended waiting times are common [5]. This is detrimental for certain patient populations, such as children, who may find extended scanning times challenging and may require sedation, which can have long-term effects [6]. Accelerating the MRI scanning process is therefore desirable, improving patient throughput and accessibility.

The fundamental MRI reconstruction problem can be formulated as follows:

\[
\hat{x} = \arg \min_{x} \| A(x) - y \|_2^2 + \lambda R(x)
\]

Here, \( A \), \( x \), and \( y \) denote the MRI forward operator, the image intended for reconstruction, and the k-space measurements, respectively. \( R(x) \) is a regularizer which typically incorporates prior knowledge [7], [8]. Recently, deep learning-based models have gained popularity due to their capacity to efficiently represent complex priors and integrate into an iterative reconstruction scheme [9]. Notably, diffusion models have been proposed to act as deep priors [10], [11], [12], [13], [14], [15], where the inference process of a trained model is guided by data consistency (DC) steps to enforce alignment with the acquired measurements. Since training a generative model only necessitates access to reconstructed images, this approach can leverage vast existing datasets of MR images, eliminating the need for acquiring pairs of k-space and reconstructed images as would be required for other supervised learning methods. Moreover, confining the use of measurements to inference alone permits utilization of one trained model with various measurement operators, such as different trajectories or subsampling schemes.

While the concepts presented in this study are applicable broadly, our primary focus specifically examines brain MRI. In clinical settings, patients frequently undergo multiple scans to monitor the progression of some neurological condition. These conditions often manifest as subtle and localized changes in the morphology and contrast of brain matter. Surprisingly, information from prior MRI scans is rarely utilized during the formation of subsequent scans, despite perceptual similarity in the reconstructed images. One potential explanation for this lies in the difficulty of accurately quantifying the relationship between prior scan (\( x^{\text{prior}} \)) and subsequent scan (\( x^{\text{new}} \)), as forming the conditional distribution \( p(x^{\text{new}}|x^{\text{prior}}) \) requires modeling numerous factors such as aging, disease state, and more. Even if successfully modeled, properly utilizing this relationship in reconstruction remains unclear. As a proxy for \( p(x^{\text{new}}|x^{\text{prior}}) \), previous works add \( \lambda_2 f(x^{\text{new}}, x^{\text{prior}}) \) as an additional regularization term to (1) in order to capture scan similarities in the image domain [16]. However, this approach is highly sensitive to both image registration and hyper-parameters, especially the regularization parameter \( \lambda_2 \). Over-scaling \( \lambda_2 \) can lead to a reconstruction too similar to the prior, neglecting crucial differences. Conversely, under-setting \( \lambda_2 \) could result in disregarding the prior, thereby missing potential acceleration.

Recently, score-based models [17] have achieved leading capability in modeling high-dimensional distributions. Rather than modeling \( p(x^{\text{new}}|x^{\text{prior}}) \), we assume \( x^{\text{prior}} \) and \( x^{\text{new}} \) are drawn from the same distribution \( p(x) \), which we represent with a score-based latent diffusion model (LDM), subsequently guiding the reconstruction process within the manifold of such a distribution. In implementation, we employ a state-of-the-art pre-trained LDM, namely Stable Diffusion (SD) [18], improving training time, output image fidelity, and generalization compared to training from scratch. We hypothesize that integrating prior information into this deep latent representation will facilitate higher subsampling rates, enabling to shorter scan times.

The main contributions of our work are: (i) We introduce a novel longitudinal reconstruction framework based
on LDMs, which demonstrates superior performance compared to previous approaches. (ii) We demonstrate that such a latent-based framework decreases the sensitivity of reconstruction to prior image alignment, eliminating the need for prior-scan registration. (iii) Our proposed approach can be trained without k-space measurements or a paired dataset of sequential scans, both of which are challenging to acquire and impede training for other supervised learning-based longitudinal reconstruction schemes. (iv) We showcase SD in a medical imaging setting, offering an efficient gateway for pre-trained foundational models for such applications.

2 Background and Related Work

2.1 Score-based Models

Score-based models [17], [19] operate on the principle of gradually transforming samples from an initial distribution \( p_0(x) \) to samples from an unstructured noise distribution such as \( \mathcal{N}(0, I) \) using a forward stochastic differential equation (SDE). This process can be reversed to sample from \( p_0(x) \) given the score function \( \nabla_x \log p(x) \). In the commonly employed variance preserving case from [17] the reverse SDE is given by:

\[
\frac{dx}{dt} = \left[ -\beta_t x - \beta_t \nabla_x \log p(x) \right] dt + \sqrt{\beta_t} dw
\]

Here, \( \beta_t \) is a noise scheduling parameter that monotonically increases with \( t \in [0, T] \), and \( w \) is a Wiener process. Initializing \( x_T \sim \mathcal{N}(0, I) \) and following this reverse SDE from \( t = T \) to \( t = 0 \) results in \( x_0 \sim p(x) \). Since the true score function is generally unknown, score-based models parameterize it using a neural network optimized via denoising score matching, represented as \( s_\theta(x, t) \) [20]. In the commonly employed case of noise prediction, the score function predicts some noise \( \epsilon \) in the timestep sample, where the denoising score matching objective is given as:

\[
\mathcal{L} = \mathbb{E}_{x_t \sim \mathcal{N}(0, I), t} \left[ \| \epsilon - \epsilon_\theta (x_t, t) \|^2 \right]
\]

To better condition the learning of the score function, LDMs perform the denoising process in a latent space, compressing important image features into a lower-dimensional distribution. This is achieved by first training an autoencoder with encoder \( E \) and decoder \( D \), then training the diffusion process to model \( x_0 = E(x_0) \). LDMs exhibit computational efficiency by conducting all operations within this reduced-dimensional space while achieving exceptional image quality.

Stable Diffusion comprises a family of models that conditionally guide the image generation process using text. These models were trained on billions of natural images, enabling them to serve as robust pre-trained models. By fine-tuning SD with a new dataset, such as brain MRI images, SD can tailor its foundational knowledge of high-quality generation towards a specific application.

2.2 Solving Inverse Problems with Score-based Models

Inverse problems such as (1) involve reconstructing a signal \( x \) given noisy measurements \( y \), typically in an ill-posed setting, necessitating the assumption that \( x \) is sampled from some prior distribution \( p(x) \). An efficient reconstruction algorithm in this scenario is posterior sampling [21], [22], [23], which involves sampling from the distribution \( p(x|y) \). This can be effectively implemented using score-based models by modifying Equation (2) at some timestep \( t \) to utilize the conditional score function, which derived from the score function via Bayes’ rule:

\[
\nabla_x \log p(x_t|y) = \nabla_x \log p(y|x_t) + \nabla_x \log p(x_t)
\]

Thus, a learned prior \( p(x) \) can guide sampling using DC steps corresponding to \( \nabla_x \log p(y|x_t) \) [11], [21].

In the context of MRI, the measurement model is given by \( y = PSx + z = A(x) + \eta \), where \( S \) represents coil sensitivity in a parallel imaging setup, \( P \) denotes the Fourier transform, \( P \) represents an undersampling operator retaining only a subset of the Fourier space coefficients, and \( \eta \sim \mathcal{N}(0, \sigma^2 I) \) is additive Gaussian noise. It’s evident that \( p(y|x_0) = \mathcal{N}(A(x), \sigma^2 I) \). To compute \( p(y|x_t) \) needed in Equation (4), it was suggested in [11] to estimate it as \( \mathcal{N}(A(x), \sigma^2 + \gamma_t^2 I) \), where \( \gamma_t \) is a hyperparameter. Improved reconstruction was achieved later in [21], which suggested instead estimating \( x_0(x_t) = E[x_0|x_t] \) using Tweedie’s formula [24], and approximating \( p(y|x_t) \approx p(y|x_0 = x_0(x_t)) \).

Consequently,

\[
\nabla_x \log p(y|x_t) = \frac{A_H (A(x_0(x_t)) - y)}{\sigma^2}
\]

This enables us to use a pre-trained score-based model, trained to estimate \( p(x) \), and adjust the sampling process using DC steps (5) to perform the reconstruction.

Solving inverse problems with LDMs presents an interesting challenge due to the diffusion process occurring in the latent space, meaning we must now instead compute \( \nabla_x \log p(y|x_t) \) for DC. To tackle this, [23] proposed hard DC with resampling, where during some predefined steps of the diffusion process, the current diffusion step \( x_t \) is projected back as \( x_0 = E[z_0|z_t] \) using Tweedie’s formula [24] to initialize solving \( z_t^* = \arg \min_{z_t} || y - A(D(z_t)) ||^2 \) using first-order optimization methods. Afterwards, \( z_t^* \) is projected forward to \( t \) using stochastic resampling. Such resampling can diverge from the latent manifold if the data-consistent sample deviates far from \( E[z_0|x_t] \). As an alternative, the authors of [22] proposed estimating \( \nabla_x \log p(y|x_t) = \nabla_x \log p(y|D(E[z_0|x_t])) \) directly. They further suggested enforcing \( z_t \) to be a fixed point of the autoencoder to better condition gradient optimization. We found this method favorable since it optimizes \( z_t \) directly, whereas the resampling step of hard DC tended to produce blurrier images in our experiments.

3 Proposed Method

We consider the longitudinal reconstruction setting with one prior scan \( x_\text{prior} \) and noisy measurements of a new scan \( A(x) \). We propose a learning-based approach and assume access to a dataset of scans to learn a prior distribution, subsequently utilized for reconstruction through DC-augmented latent diffusive posterior sampling. For DC, we employ a method akin to the one proposed in [22]. Specifically, on every diffusion step, we execute several Adam [25] optimization steps to minimize \( || y - A(D(E[z_0|x_t])) ||^2 \) over \( x_t \), to align the diffusion sample with the measurements, where, \( E[z_0|x_t] = (z_t + \sqrt{1 - \alpha_t} s_\delta (z_t, t)) / \sqrt{\alpha_t} \).
We take advantage of the fact that all scans originate from the same distribution, a valid assumption when using a sufficiently diverse training dataset. Therefore, instead of randomly sampling noise as the initial image for posterior reconstruction and relying solely on DC steps to steer the diffusion process towards generating the acquired image, we propose initializing the reverse process using the prior scan. Specifically, we select a timestep \( t_p \in (0, T) \), where the signal-to-noise ratio is low enough to permit the diffusion process to generate images notably different from the prior, yet not too low so that we can utilize information from the prior for reconstruction. This way, we "hot start" the diffusion process with latent features from the prior scan, and let the DC-augmented sampling guide it to the new scan. We term this method Prior Informed Posterior Sampling (PIPS) and summarize it in Algorithm 1 and Figure 1.

Algorithm 1: PIPS

1. \( \mathbf{z}^{\text{prior}} = \mathcal{E}(\mathbf{x}^{\text{prior}}) \); // Compute prior in latent
2. \( \mathbf{z}_t^{\text{prior}} = \sqrt{\alpha_t} \mathbf{z}^{\text{prior}} + (1 - \alpha_t) \mathbf{n} \quad \mathbf{n} \sim \mathcal{N}(0, 1) \)
3. for \( t = t_p \) to \( 1 \) do
4. \quad for \( i = 1 \) to \( n_{\text{opt}} \) do
5. \quad \( \mathbf{z}_t = \mathbf{z}_t - \gamma_i \nabla_{\mathbf{z}_t} \| \mathbf{y} - \mathcal{D}(\mathbb{E}[\mathbf{z}_t]) \|^2 \)
6. end
7. \( \mathbf{z}_{t-1} = \text{Diffusion}(\mathbf{z}_t, \mathbf{s}_0(\mathbf{z}_t, t)) \); // Denoising step
8. end
9. return \( \mathbf{x} = \mathcal{D}(\mathbf{z}_0) \); // Reconstructed image

4 Experimental Results

To evaluate the proposed approach, we utilized two datasets for SD fine-tuning. The first is the open-source OASIS dataset [29], from which we curated 273 patients with longitudinal T1-weighted scans, resulting in a dataset of size 62720 2D slices, holding out 1000 paired slices for testing (note that sequentially paired scans are only required for testing; for training we treat all scans as independent examples). The second dataset was obtained from a local hospital containing 10 longitudinal pairs of T1-weighted scans from different patients, accepted for use by local IRB. We used data from 8 patients for training (3000 slices), withholding 2 pairs of patient scans (100 slices) for testing. To assess performance, we measured the average peak signal-to-noise ratio (pSNR) and structural similarity index (SSIM) over two groupings of patches within an image. To form these groupings, we segmented the ground truth longitudinal data pair into 32 x 32 patches and computed the normalized cross-correlation of each. Patches with correlation above 0.95 were marked similar, otherwise marked as dissimilar. This segmented ~30% of patches in both datasets as similar. Average pSNR and SSIM were then calculated between the reconstruction and ground truth for these patch groupings. This separation is crucial since metric computation in this setting is challenging (i.e., simply copying the prior can falsely score well). Our patch-averaged metrics assess both effectiveness in utilizing prior information in relevant areas, while scrutinizing performance in areas susceptible to prior bias.

For our method, we use \( t_p = 200 \) as the prior projection timepoint (where the diffusion process was trained with 1000 timepoints) and perform DC optimization at every diffusion step. We compare the proposed method with prior regularized conjugate-gradient reconstruction [30] minimizing \( ||y - \mathcal{A}(\mathbf{x})||^2 + \lambda_1 ||\mathbf{x}||^2 + \lambda_2 ||\mathbf{x} - \mathbf{x}^{\text{prior}}||^2 \) (CG-Prior), Longitudinal Adaptive Compressed Sensing (LACS) [16], our method without the prior (LDPS), and MODL [9], a learning-based unrolled framework interleaving a learned denoising prior with data fidelity. As a proof of concept, we simulated complex
multi-coil k-space measurements with 12 coils and uniformly under-sampled with a 1D Cartesian mask in the anterior-posterior direction, retaining a fully sampled center k-space (5%). See Figure 1 for an example k-space mask.

Table 1 shows the performance of all methods at different acceleration rates $R$. For small acceleration rates, where the reconstruction is not so ill posed, PIPS and MODL perform similarly. However, for high $R$, our method outperforms the baselines. It is worth noting that our method does not necessitate k-space data for training, unlike MODL, which makes MODL less adaptable to different protocols. Figure 2 demonstrates a reconstruction example from the OASIS test dataset for various acceleration factors. While we see that most methods perform reasonably well on similar patches, ours outperforms the other methods on the patches that are not similar, especially for $R \geq 9$.

A limitation of many prior-utilizing reconstruction schemes is the sensitivity to prior alignment. We find that PIPS works well even with mis-registered priors, as exemplified by Figure 3. PIPS succeeds over other image-domain methods like CG-Prior and LACS, likely because the latent domain introduces some level of rotational and slice invariance (see further analysis in Figure 4).

Of particular interest in the longitudinal image reconstruc-

<table>
<thead>
<tr>
<th>Acceleration</th>
<th>pSNR (similar/dis-similar)</th>
<th>SSIM (similar/dis-similar)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ours (PIPS)</td>
<td>LDPS</td>
</tr>
<tr>
<td>3</td>
<td>32.45/33</td>
<td>30/30</td>
</tr>
<tr>
<td></td>
<td>0.88/0.88</td>
<td>0.85/0.87</td>
</tr>
<tr>
<td>6</td>
<td>29.4/29.8</td>
<td>26/27</td>
</tr>
<tr>
<td></td>
<td>0.82/0.81</td>
<td>0.79/0.79</td>
</tr>
<tr>
<td></td>
<td>0.75/0.73</td>
<td>0.6/0.7</td>
</tr>
<tr>
<td>12</td>
<td>25.4/26.1</td>
<td>18.2/19.3</td>
</tr>
<tr>
<td></td>
<td>0.72/0.72</td>
<td>0.46/0.4</td>
</tr>
</tbody>
</table>

TABLE 1: pSNR and SSIM at different acceleration rates evaluated on our test set of OASIS. The upper (lower) row of each item is the pSNR (SSIM) and the split is (similar/dis-similar patches). Best result in each category is underlined.
dataset for training. Fine-tuning from SD enhances training efficiency and aids in generalization. By initializing the reconstruction with the latent representation of the prior, we enable the model to utilize features of the prior in the reconstruction process. We set the prior projection timepoint to strike a balance between allowing the diffusion process enough flexibility to generate significantly different images while still incorporating information from the prior scan. Operating in latent space helps the model avoid incompatibilities between the prior and the new scan, such as misalignment or bulk contrast differences, enabling a focus on important scan features like morphology and local contrast.

Across all tested acceleration rates, our proposed method outperforms non-learning-based prior approaches. While achieving similar performance to MODL at low acceleration rates, our method outperforms at higher acceleration rates. Notably, while MODL requires a paired dataset of k-space and reconstructed images, our method does not, allowing training with large open-source image datasets. Furthermore, MODL needs to be retrained for each distinct forward model, whereas our method is forward model agnostic.

Training a robust LDM to model all possible clinical differentials still remains a challenge. In our experiment, we fine-tuned with a limited dataset, observing inconsistent reconstruction behavior for more unique clinical cases. Any pathology which is out of distribution of the trained LDM could be mis-reconstructed. As such, it is important to monitor the model uncertainty as a gauge for hallucinations that could arise with a deep generative network.

An interesting and important avenue for future work would be to explore the incorporation of multiple prior scans, as well as devising a method for averaging during this process. Additionally, finding the optimal projection timepoint $t_p$ presents an intriguing area of investigation. Utilizing these techniques and multiple diffusion samples, we can compute an uncertainty map to assist radiologists in determining if additional samples are necessary.

---
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**Fig. 5:** Catheter placement (ROI 1, blue arrow) for R=6 with registration. Prior-informed baselines (CG+Prior, LACS) only partially construct the catheter due to prior bias. Learning-based baselines (MODL, PLDS) fail to generate sharp image due to high undersampling. PIPS most sharply reconstructs the catheter.