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Abstract—We propose a practical and memory efficient method for obtaining 3D segmentation models of objects from a multi-view image dataset. Initially, 2D segmentation masks are generated by Meta AI’s Segment Anything Model, which is a well established, open-source segmentation model. Then, space carving (SC) is performed using camera position matrices and boolean segmentation masks, yielding a reference voxel grid holding occupancy values corresponding to the camera-hull of the object. We then use these occupancy labels to supervise a neural radiance field (NeRF) model training. We compare our proposed method which combines SC and NeRF to SC, and NeRF supervised on 2D image space (i.e., loss function defined between the test view image and the predicted rendering). We find that our method achieves the same peak-signal-to-noise-ratio (PSNR) as SC, outperforming the conventional NeRF performance by more than 24 dB. Further, we are able to represent the 3D scene with only 0.5% of SC parameters, achieving memory efficiency and high data-fidelity at once. We also provide an analysis of robustness by introducing different levels of Gaussian blur to the original dataset, and show that our method can still replicate the PSNR value of SC, proving to be a robust method.

Index Terms—Computational imaging, space carving, neural radiance fields

1 INTRODUCTION

This project aims to provide a practical and memory efficient method for 3D segmentation of objects. For this aim, we utilize 3 main methods: Meta AI’s Segment Anything Model (SAM), which is a well established, open-source segmentation model that can generate masks for different objects given an RGB image [1], space carving (SC), a traditional iterative algorithm for finding the photo hull of a scene given different views of the same scene [2], and neural radiance fields (NeRFs), providing an implicit representation of the 3D scene from multiple images at different camera positions [3]. With this project, we motivate the use of SAM, SC and NeRFs together to lift 2D segmentations that can easily be obtained without any training procedure to a 3D volumetric representation. Having the 3D segmentation mask of any object within a scene can be useful for many applications such as robotics, where the robot needs to model the object it is interacting with to manipulate it in a desired manner such as grasping [4], or for object collision avoidance [5].

2 RELATED WORK

The task of inferring the 3D scene from a given set of 2D images acquired from different camera positions comes up in many fields such as computer graphics and vision. There have been 2 main methods for the representation of the underlying volumetric scene, explicit and implicit. Here, we consider space carving and neural radiance field methods for explicit and implicit representations, respectively.

2.1 Space carving

Space carving (SC) is a traditional method based on [2], which iteratively constructs the camera hull of an object from multiple views of the scene. Starting with a volume containing the scene, the algorithm removes non-photo-consistent voxels at each iteration. This method yields reliable and consistent representations of the scene, however scales with $O(N^3)$ where $N$ determines the grid resolution.

2.2 Neural Radiance Fields

Neural radiance fields (NeRFs) have emerged as the state-of-the-art methods for scene representation and novel view synthesis, being popularly applied in computer graphics [6]. Mildenhall et al. used the fully-connected network to represent scenes and optimized neural radiance fields to synthesize novel views of scenes with complicated geometry and appearance [3]. Compared to explicit volume grid representations, implicit representation of a scene through the parameters of a neural network can drastically reduce the memory requirement. However, the training procedure based on gradient descent is slow and challenging since the problem is ill posed.

2.3 3D segmentation

It is also possible to learn the object segmentations on the 3D volume representation directly, instead of mapping a 2D segmentation to a volumetric representation. In [7], authors present NeSF for obtaining 3D semantic fields from a given dataset of multiple camera poses and their associated images. They use implicit neural representations to parameterize the 3D scene, and carry out training of a 3D semantic segmentation model on this representation. Although the supervision of the 3D segmentation model is based on 2D space, this approach is much more challenging compared to starting with segmentations and mapping them to 3D.
3 Proposed Method

3.1 Problem Statement

We wish to get 3D segmentation maps of different objects given multiple photos of a single scene with known camera positions. We will denote the dataset as $D = \{S_i, P_i, i = 1, \ldots, N_d\}$ where $S_i \in \mathbb{R}^{n \times n \times 3}$ is the i-th image of the scene, associated with camera pose matrix $P_i = \begin{bmatrix} R_i & t_i \\ 0 & 1 \end{bmatrix}$ with rotation matrix $R_i \in \mathbb{R}^{3 \times 3}$, translation vector $t_i \in \mathbb{R}^3$. We would like to lift object segmentations to 3D space, thus, we will use well established open source segmentation models on $S_i$ to get boolean valued object masks $M_i$. For this project, the choice was to use Meta AI’s Segment Anything Model (SAM) [1]. As the reader will recognise, this is an ill-posed problem with many consistent 3D segmentations matching the 2D data at hand. Specifically, any pixel with value 1 (indicating where the object lies), can indicate the presence of occlusion by the object at any coordinate value lying on the ray pointing towards that pixel. It will become clear how we address this challenge in section 3.3.

3.2 Compared Methods

3.2.1 NeRF

We can simplify the NeRF framework proposed in [3] as the images have been transformed into boolean masks. The network parametrizes the function $f_\theta(x) : \mathbb{R}^3 \mapsto \mathbb{R}$ which makes a scalar occupancy prediction for a given coordinate point $x$. We have also included a positional encoding step before querying the network on different points [3], [8]. This can be expressed by

$$
\phi(x) = [\sin(2^L \pi x), \cos(2^L \pi x), \ldots, \sin(2^{L-1} \pi x), \cos(2^{L-1} \pi x)]
$$

where $L$ denotes the encoding dimension. The network is a fully-connected multi-layer perceptron (MLP) with 3 layers using ReLU activation function:

$$
f_\theta(x) = W_3^T \text{ReLU}(W_2^T \text{ReLU}(W_1^T x + b_1)) + b_2 + b_3 \tag{2}
$$

Rendering and Image Loss: For a given camera, we have the ray $r(z) = o + zd$ sampled on depth values $z_{\text{near}} \leq z \leq z_{\text{far}}$, with vectors $o, d$ denoting the origin and direction. $o$ is independent of the pixel coordinate of a given image, while $d$ varies for each pixel. Then, we can render the predicted image $Im_{\text{NeRF}}$ at a certain camera angle as:

$$
Im_{\text{NeRF}} = \frac{1}{n_z} \sum_z f_\theta(\phi(r(z))) \tag{3}
$$

where $n_z$ is the number of samples along each ray. We choose the loss function as mean squared error between the rendered image and the ground truth mask.

3.2.2 Space Carving

Space carving implementation for boolean masks $M_i$ is achieved as follows: The initial reference volume grid $V \in \mathbb{R}^{N \times N \times N}$ has each voxel value set to 1 (i.e. all of the volume is assumed to be filled). We infer the range of coordinates corresponding to each voxel of the reference grid as $D = \frac{1}{N_d} \sum_i ||t_i||_2$. Then, for each $M_i, P_i$ pair, ray sampling $r(z) = o + zd$ is done for 0-valued pixels. Points $r(z) = x$ are interpolated to their respective coordinates within $V$ by $k = \lfloor \frac{x + \frac{d}{D} N} {N} \rfloor$. For those $k$ that constitute a valid index of $V$, carving is performed by setting respective voxels to zero. After all images have been iterated over, carved volume $\hat{V} \in \{0, 1\}$ is returned. This algorithm is outlined in algorithm 1.

Image Rendering: We can render the predicted image $Im_{\text{SC}}$ at a certain camera angle, similar to the rendering procedure of NeRF, by:

$$
k = \lfloor \frac{r(z) + \frac{d}{D} N} {N} \rfloor \tag{4}
$$

$$
Im_{\text{SC}} = \sum_k \hat{V}[k] \tag{5}
$$

where we check the range of $k$ before indexing $\hat{V}$. It is worth noting that, if all views of the scene as used, the SC reconstruction of any (known) view angle is exact (we can refer to this as the “ground truth” SC). We leave out some perspectives for testing (same as NeRF train-test split), and compare the SC rendering on a test angle to the ground truth SC of that angle.

Algorithm 1 Space carving

```
given $D_{\text{train}} = \{M_i, P_i, i = 1, \ldots, N_{\text{train}}\}$
$V \leftarrow 1^{N \times N \times N}$
for $M_i, P_i \in D_{\text{train}}$ do
  for $x \in [1, H], y \in [1, W]$ s.t. $M_i[x, y] = 0$ do
    ray sampling: $r(z) = o + zd$
    interpolation: $k = \lfloor \frac{r(z) + \frac{d}{D} N} {N} \rfloor$
    if $0 \leq k \leq N$ then
      $V[k] \leftarrow 0$
    end if
  end for
end for
return $V$
```

Projections of the SC volume $\hat{V}$ on different $x, y, z$ slices are depicted on Fig. 1, where we can observe different parts of the object at varying depths.

3.3 Proposed Method

Recognising the strengths of both SC and NeRFs, we propose to merge these methods to get the best of both, obtaining a memory-efficient representation with improved data fidelity. For this end, we utilize SC labels $\hat{V}$ to supervise NeRF training, which introduces a 3D loss instead of mean squared error on 2D images. By the implementation of SC described in section 3.2.2, we ensure coordinate conventions of both methods to be compatible. The training takes the SC labels $y \in \hat{V}$ as well as the reference grid $ref_{\text{grid}} \in \mathbb{R}^{N \times N \times N \times 3}$ comprising of coordinate points $x$ corresponding to labels to query the NeRF model. For a batch of points $x$, we calculate the encodings $\phi(x)$ and perform a forward pass on the model. The loss term to be backpropagated is the mean squared error between $y$ and
at a certain camera angle by:
\[ k = \left[ \frac{r(z) + \frac{D}{2}}{D} \right] N \]  
\[ I_{\text{MS-NeRF}} = \sum_k f_\theta(\phi(k)). \]  

4 ANALYSIS, EVALUATION, COMPARISON TO OTHER METHODS

We conduct all our analyses using the TinyNeRF Dataset \(^1\) with 100 training images and 6 test angles. We get boolean masks \(M_t\) by getting the “background” mask from SAM, and performing a logical not operation. The reason for this choice of masking is that SAM model parses the object itself into different parts such as the bulldozer bucket, the rectangular plate on the bottom. Merging these different masks is not straightforward as different view angles yield to different numbers of masks per image. Noting that there was only one object of interest in the scene, taking the background mask gives accurate masks for our pipeline.

4.1 NeRF Implementation Details

The vanilla NeRF relying on 2D image loss and SC supervised NeRF models share the same forward model as stated in Eq. 2. The hidden size is selected as \(h = 256\). Positional encoding dimension is also kept the same (\(L = 10\)) for fair comparison.

4.2 Evaluation Metric

We use peak-signal-to-noise-ratio (PSNR) as the evaluation metric across different methods. PSNR is calculated by:
\[ \text{PSNR} = 10 \log_{10} \left( \frac{1}{H \times W} \sum_{i=1}^{H \times W} \left( \frac{Im - GT}{255} \right)^2 \right) \]  
where \(H, W\) are image dimensions, \(Im\) is the computed image, \(GT\) is the reference (ground truth) image, and both images have been scaled to \(0 - 1\) pixel values.

4.3 SC Parameter Selection

There are two parameters for SC: resolution of the grid \(N\) and the scale \(D\). We compare 4 different values of both, and record PSNR values compared to ground truth SC. Figures 2 and 3 display the PSNR trend while sweeping over \(N\) and \(D\) respectively.

We observe when the grid resolution is too coarse, the representation does not capture essential details. Thus, PSNR is improved by increasing \(N\) up to 256. However, beyond that, ray samples taken for each pixel interpolated to the reference grid coordinates leave too many voxels untouched, which cause the “cloudy” artifact seen in Fig. 4 when rendering at an unseen view angle.

Including the full scale yields the best volumetric representation, thus, \(D\) is kept at the value calculated from translation vectors. Qualitative results comparing SC rendered images at plotted values of \(N, D\) are provided in Figs. 4, 5.

---

\(^1\) http://csweb.ucsd.edu/~viscomp/projects/LF/papers/ECCV20/nerf/tiny_nerf_data.npz
4.4 Robustness Analysis
We study the robustness of our pipeline by applying different levels of Gaussian blur (i.e., Gaussian low-pass filter) on images $S_i$. Then, the workflow is illustrated by Fig. 6.

The resulting SC and SC & NeRF reconstructions are exemplified on Fig. 7. We also note that the edges of the SAM masks get smoother with increasing $\sigma$, which also limits the resolution of SC. One interesting effect that is observed consequent to Gaussian low-pass filtering is that the training of SC supervised NeRF is sped up. Specifically, the model is able to fit to $\tilde{V}$ in 2.5% of the iterations needed to train vanilla NeRF.

5 RESULTS
Here, we discuss the effectiveness of our proposed method by referring to PSNR, memory efficiency and GPU runtime comparisons. We further elaborate on the robustness analysis with quantitative results.

5.1 Performance Comparison
Table 1 summarizes PSNR values, number of parameters and runtime of SC, NeRF, and SC supervised NeRF methods.

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>Peak-signal-to-noise-ratio (PSNR), memory requirement and runtime of the compared methods.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>NeRF</td>
</tr>
<tr>
<td>Number of parameters</td>
<td>82433</td>
</tr>
<tr>
<td>Runtime (s)</td>
<td>12000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 2</th>
<th>PSNR comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Blur</td>
<td>SC</td>
</tr>
<tr>
<td>No blur</td>
<td>38.97</td>
</tr>
<tr>
<td>$\sigma = 0.5$</td>
<td>28.13</td>
</tr>
<tr>
<td>$\sigma = 0.75$</td>
<td>27.630</td>
</tr>
<tr>
<td>$\sigma = 0.9$</td>
<td>27.627</td>
</tr>
<tr>
<td>$\sigma = 1$</td>
<td>27.54</td>
</tr>
</tbody>
</table>

We observe that SC supervised NeRF achieves slightly better PSNR compared to SC, although the difference is not major. The main advantage of this method becomes apparent on the comparison of the number of parameters: While SC has $N^3$ parameters, the parameters needed to represent $f_\theta$ is slightly less than 0.5% of that of SC, which enables a huge compression! Comparing the NeRF to both SC and SC supervised NeRF, we observe inferior data fidelity (significantly lower PSNR) and longer training time. Performing one iteration with 2D and 3D losses takes the same amount of time, however, using SC labels improves convergence time as less number of iterations are actually sufficient to fit the model to $\tilde{V}$. Specifically, NeRF needed to be optimized for 10000 epochs while SC & NeRF was able to converge in 3000 epochs. The validation PSNR of SC & NeRF at different epochs, along with the end reconstruction and the ground truth, is displayed in Fig. 8.

5.2 Robustness Results
We evaluate the robustness of our proposed pipeline to different levels of Gaussian blur introduced to the image dataset. A drop in PSNR is observed as $\sigma$ is increased, which is expected. In all test cases, SC supervised NeRF model is able to match the PSNR of the SC method, thus, we can conclude our proposed method works for blurred images as well. All results are summarised in table 2. Also, as we have noticed faster convergence in the absence of higher frequency details, if the exact accuracy of the edges is not too significant for the application, user may choose to filter the images to speed up the training process.

6 DISCUSSION, LIMITATIONS, FUTURE WORKS
As discussed in the analysis and results sections, the proposed method of supervising NeRF training with SC labels
constitutes a high PSNR, low memory method for volumetric representation of 3D object segmentations.

One limitation of the current workflow is acquiring the initial masks with SAM. Although using the background masks was sufficient for this project, a better way of getting segmentation masks is necessary for more complex scenes. Methods such as using a bounding box, or specifying pixel coordinates to be included in the mask can be utilized. The challenge, however, remains to automatically get those masks. As each view has the object in a different orientation, finding correct pixel coordinates to give to SAM is not trivial. Similarly, bounding box approach would require the user to thoroughly the dataset manually. One future direction may be using promptable models such as Yolo World [9] to avoid using manually defined bounding boxes.

Although we also wanted to assess the effect of Gaussian additive noise, some of the SAM background masks were totally corrupted by that process. Not having reliable masks in the beginning would fail the whole pipeline, or we would need to manually assess each mask and leave the corrupted ones out, which corresponds to seeing less camera angles. Trying the bounding box could help SAM to generate accurate masks even in presence of additive Gaussian noise. This is another direction that can be explored.

We could also incorporate depth information from a depth estimating camera if we have access to that data. That would lead to a slight change in the SC algorithm, which can be outlined as follows:

- Start with filled voxels and iterate over all rays.
- For 0-rays, do the same carving procedure.
- For 1-rays, set the interpolated coordinates $k$ that are closer to the camera than the measured depth value to 0. This step is additional to the SC algorithm outlined before, and incorporates more information from each 2D image when constructing $\hat{V}$. 
7 CONCLUSION

This project successfully outlined a novel framework that combines two well-known methods to achieve memory advantageous reliable 3D object segmentations. SC labels ensure better data fidelity compared to simple NeRF training procedure which relies on 2D image loss. Using implicit volume representation provided by NeRF allows drastic compression compared to SC. Thus, SC & NeRF model combines the strengths of both to achieve superior performance.
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Fig. 9. Qualitative comparison of outlined methods SC, SC& NeRF, NeRF with respect to ground truth SC.