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Our future work will consist of implementing a spatially-
varying PSF for more accurate large FOV imaging. In 
addition, the future model will accommodate shifted phase 
profiles for the two metasurfaces in order to realistically 
model the formation of two images on the sensor.

Achieving reliable depth 
perception poses a significant but 
essential challenge across various 
computational imaging domains. 
Absolute depth estimation from 
single images without priors is 
not possible. In the natural world, 
the jumping spider (Salticidae) 
utilizes multifocal layered retinae 
to capture multiple images of a 
single scene simultaneously. 
These images are then analyzed 
to gauge depth by leveraging the 
defocus cues present within 
them.

• Guo et al. proposed 
a metalens depth 
sensor with two 
interweaving phase 
profiles that 
creates two images 
of the same scene 
with different 
amounts of focus. 
[1]

• Depth is estimated 
from the degree of 
differential blurring:
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• Tseng et al. 
developed a fully 
differentiable 
neural network that 
allows for 
simultaneous 
learning of 
metasurface 
parameters with an 
image 
reconstruction 
algorithm. [2]

𝜙(𝑟) = 

𝑖=0

𝑛

𝑎𝑖

𝑟

𝑅

2𝑖

𝑶 = 𝑓𝑈𝑁𝐸𝑇(𝒫𝑈𝑁𝐸𝑇, 𝑓𝑆𝐸𝑁𝑆𝑂𝑅 𝑰 ∗ 𝑓𝑀𝐸𝑇𝐴 𝑍, 𝒫𝑀𝐸𝑇𝐴 , 𝑓𝑀𝐸𝑇𝐴(𝑍, 𝒫𝑀𝐸𝑇𝐴))

Depth image formation model 

Metasurface parameterization

𝒫𝑀𝐸𝑇𝐴  = {𝑎𝑖}  

𝑃𝑆𝐹𝑧 = 𝑓𝑀𝐸𝑇𝐴(𝑧, 𝒫𝑀𝐸𝑇𝐴)
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