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Reconstructing HDR Images using
Non-Learning and Deep Learning Based

Multi-exposure Image Synthesis Techniques
Bin (Claire) Zhang, and Megan Zhang

Abstract—High dynamic range (HDR) imaging has gained its popularity in the past two decades. With the enhancement of HDR
synthesis algorithms and the improvement in imaging systems hardware, this technology has become increasingly accessible and thus
influential. For this project, we propose and examine multiple exposure HDR synthesis techniques, including non-learining based and
deep learning based algorithms. We compare the performance of those methods to better understand what are the components that
make each of the algorithms effective or less than ideal. For the non-learning based technique, the fusion computations are done in
both the RGB and the YCbCr color space. For the deep learning based method, we train a U-Net architecture on the multi-exposure
HDR image synthesis task with different training schemes and parameter choices, including optimizer, loss function, and regularization.

Index Terms—Computational Photography, High Dynamic Range Imaging, Deep Learning
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1 INTRODUCTION

H IGH dynamic range (HDR) imaging has been well
integrated in modern technology since the first intro-

duction of its core principle in the late 20-th century. HDR
imaging technique attempts to circumvent the physical lim-
itations of modern imaging systems and produce a greater
range of luminance which is similar to that experienced by
the human visual system. Its ubiquitousness is reflected in
its variety of applications, such as autonomous vehicles [1]
and consumer photography [2].

Multi-exposure HDR capture is one of the most popular
techniques used to combine multiple low dynamic range
(LDR) images of the same scene under different exposures
and convert them into a single HDR image. There exist
multiple viable methods to achieve such results. These
approaches can be divided into two main categories, non-
learning based and learning based. Non-learning based
algorithms often involve finding the appropriate weighting
function to better combine the multiple exposures, whereas
learning based methods include the use of deep learning
model and large datasets to train a neural network that
performs well on such task.

In this project, we explore two HDR synthesis tech-
niques, one of which is non-learning based and the
other learning based. The non-learning based technique is
adapted from the one proposed in [3], where the luminance
and chrominance of LDR images are processed separately
in the YCbCr color space instead of the RGB color space.
We proposed a learning based HDR fusion method using a
neural network model with the U-Net [4] architecture.

Analyzing the performance of the two methods gives
us more insights into the performance of the two proposed
methods. The advantages and shortcomings of both ap-
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proaches are discussed to give readers a more comprehen-
sive overview of these different HDR fusion techniques.

2 RELATED WORK

2.1 Non-learning based methods

Debevec’s algorithm, a non-learning based algorithm pre-
sented in [5], fuses multiple LDR images to reconstruct the
HDR radiance maps. More specifically, it is achieved by
giving higher weight to exposures where the pixel value is
closer to the middle of the dynamic range of each exposure.
One of the limitations of this approach, however, is that it
requires information about the exposure time of the LDR
images. This additional requirement puts restrictions on the
application of this algorithm, making it less versatile and
less flexible.

Other non-learning based methods may have additional
steps for pre-processing the LDR images or post-processing
the HDR image, but the main objective remains the same
- that is, to find the optimal weighting function for the
LDR captures. Mertens et al. [6], for instance, proposes a
method that select the ”good” pixels from the input LDR
sequence and merge them into the final result, guided by
some computed perceptual quality measure that encodes
desirable qualities, such as saturation and constrast.

The HybridHDR method proposed in [3], takes a slightly
different approach and also processes the LDR images in the
YCbCr color space after image alignment. The algorithm
separates luminance (Y) channel from the chrominance
(CbCr) channels and uses different method to merge images
in these channels. For the luminance channel, it performs
fusion in the independent component analysis (ICA) do-
main using the method proposed in [7]. The color channels
are extracted from the fused image using the approach
presented in [6].



2

2.2 Learning based methods
Learning-based multi-exposure HDR image reconstruction
usually takes two steps. The first step is to align the LDR im-
ages to achieve good LDR pixel correspondance and prevent
visible artifact in the reconstruction. Common methods for
image alignment include augmenting classical optical flow
algorithm [8], using optical flow networks like FlowNet [9],
taking advantage of the attention mechanism to achieve
alignment in the feature space [10], and more.

The second step is to fuse multiple LDR exposures. This
is done in many fashions with the help of learning methods.
To avoid hand-crafting features for image fusion and to have
robustness to varying input conditions, DeepFuse [11] uses
an unsupervised deep learning framework, which uses a no-
reference quality metric as loss function and fuses common
low level features extracted by the neural network for each
image to generate the result. The approach is also powered
by a large dataset of multi-exposure image stacks collected
by the team, in order to circumvent using ground truth.
This approach has the trade-off between learning a robust
image representation and expensiveness of gathering and
training without supervision on a large dataset. Genera-
tive adversarial network (GAN) based approach, which is
another compute intensive method, uses the generator to
produce a fused image and tries to fool the discriminator,
aiming to make the predicted fused image have a similar
probability distribution as the ground truth HDR images.
[12] as an GAN-based example, even adds in self-attention
mechanism to enable long-range dependency learning from
the input images.

Our project assumes that the input LDR images are
already aligned. Therefore our task of interest lies in the
LDR-HDR conversion. We observe that, despite many com-
plex model architecture and training framework choices,
all learning-based methods rely on the network to be able
to reconstruct an output of the same size as the input, a
reconstruction task for which U-Net [4] is a great candidate.
We then condense our question to, when the architecture
is fixed, what training scheme and evaluation method can
help the learning method to better fuse LDR images to HDR
result.

2.3 Regularization for Image Quality
Designing or selecting an appropriate regularization
method for the objective function is an essential part
of many deep learning based algorithms. Total variation
(TV) [13] is a widely used constrained optimization al-
gorithm that suppresses noise from images. Subsequently,
more approaches have been proposed to overcome some of
the limitations found in the TV algorithm. High-order TV
(HOTV) [14] and infimal-convolution TV (ICTV) [15] aim to
avoid staircase artifacts caused by using the conventional
TV regularization.

3 DATASET

We use the LDR-HDR pair dataset originally published
in [16] and download the data content from [17]. There are
450 scenes captured by a DSLR camera in the autoexposure
bracket mode at -2, 0, and +2 EV and at 1024x1024 resolu-
tion. The dataset covers various scenes, from outdoors to

indoors, landscapes to buildings, etc. Ground truth HDR
images are generated by fusing the three LDR images using
the algorithm proposed in [18]. Figure 1 shows an example
set of LDR images and the correspnding HDR ground truth.

Fig. 1. Example input LDR images and ground truth HDR radiance maps
in the dataset.

Training, validation, and test sets are split at the ratio
of 7:2:1. Due to compute constraints, the images are resized
to 256x256 using nearest neighbor interpolation. Input HDR
images to the neural network have their values normalized
to [0,1]. The output HDR radiance maps are clipped with
a lower-bound of 0 and then go through inverse gamut
mapping with γ = 2.2 to be saved as image files for
visualization.

4 PROPOSED METHODS

4.1 Non-Learning Based methods

Inspired by the HybridHDR algorithm proposed in [3] and
also by the fact that human visual system is more sensitive
to luminance/brightness and is less attentive to details and
errors in the color channels, we propose a non-learning
based method, incorporated with the Debevec’s method,
where processing is performed differently to the luminance
and chrominance channels in the YCbCr color space (see
Figure 2).

Fig. 2. Flowchart for the proposed non-learning based model
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To better compare the results with those from the deep
learning based method, we also use three LDR captures as
the input data, denoted as ILDR,i, i ∈ {0, 1, 2}. The exposure
time texp of each capture is also known. An example of the
input data is shown in Figure 3.

Fig. 3. Multi-exposure LDR inputs for the Debevec’s and the proposed
method

4.1.1 Luminance Channel Fusion
After converting the original input to the YCbCr color space,
we isolate the luminance channels of the three images,
IY

LDR,i, i ∈ {0, 1, 2}. The merged luminance channel for
the HDR image is calculated as IY

HDR =
∑2

k=0 wkI
Y
LDR,k

and the weight is chosen to have the symmetric triangular
distribution, w = {1/4, 1/2, 1/4}. An example of fused
luminance channel is shown in Figure 4.

Fig. 4. Example of Luminance Channel Fusion

4.1.2 Chrominance Channels Fusion
To select the best HDR image color for each pixel, we adop
the Debevec’s method [5] to first merge the LDR images in
the RGB color space. First, the LDR exposures are linearized
by applying the inverse gamma function: Ilin,i = (ILDR,i)

γ ,
where γ = 2.2. At each pixel coordinate [m,n], the weight
is calculated as

wmn = exp

(
−4

(Ilin,mn − 0.5)2

0.52

)
(1)

and the HDR pixel value is computed as

IHDR = exp

(∑
k wk(log(Ilin,k)− log(texp,k))∑

k wk

)
. (2)

Next, the color channels, Cb and Cr, of the fused image
are extracted after RGB-to-YCbCr conversion. The example
chrominance channels are shown in grayscale in Figure 5.

Fig. 5. Example of Chrominance Channels Extraction

4.1.3 HDR Image Reconstruction
Lastly, the merged luminance channel from the left branch
in Figure 2 and the extracted color channels from the right
branch are combined to form a YCbCr image. The final re-
sult is then converted back to RGB, as presented in Figure 6.

Fig. 6. Example of Final Reconstructed HDR Image

4.2 Deep Learning Based Method
For the learning based method, we choose U-Net [4] as
our architecture for its encode-decoder structure, which
is a great candidate for reconstruction task. The encoder
consists of several 2D convolution and max pooling blocks
to condense the input images to representation space. The
decoder symmetrically expands the representation with 2D
upsampling and convolution blocks, while appending the
feature map of each encoder step to the corresponding
decoder step, to reconstruct the output image.
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Fig. 7. Flowchart of Learning-based Model.

The pipeline of our learning method is shown in Fig-
ure 7. Concretely, our input to U-Net is of shape batch
sizex9x256x256. We have three LDR images for each scene,
which have negative, zero, and positive exposures respec-
tively. The LDR images are stacked vertically in that order
to create a 9-channel block to feed into U-Net. The 2D
convolution layer in our U-Net has kernel size of 3x3, stride
of 1, padding of 1, and no bias term, and is followed by batch
normalization and ReLU activation. The 2D upconvolution
procedure uses bilateral upsampling. The convolution pa-
rameters are chosen so that the feature maps from the
encoder has shapes matching those of the corresponding
decoder steps. The output of our U-Net has shape batch
sizex3x256x256, where 3 stands for the RGB channels as
the U-Net predicts the radiance map for each of the color
channels. Loss is calculated between the U-Net prediction
and the ground truth HDR radiance maps. More specific
U-Net parameters are detailed in Figure 8.

Fig. 8. U-Net architecture and the specific parameters applied in our
project.

The U-Net architecture, dataloader, and training, vali-
dation, and test pipelines are written in PyTorch. For the
training process, we use batch size of 16, learning rate of
5E-5, momentum of 0.9 for the SGD optimizer, and 150
training epochs. Other parameters for the optimizer and
neural network layers are set to be PyTorch’s default values.

We study the learning-based method with U-Net from
three aspects, combination of optimizer and loss function,
image quality regularization, and loss function variation.
We aim to see how changes in each of those aspects impact
the learning result. For model evaluation, we look at both
qualitative results and quantitative metrics, including PSNR
value to evaluate the signal quality in the reconstruction and

SSIM value to perceptually measure structural similarity
and image reconstruction quality.

4.2.1 Optimizer and Loss Function

We experiment with two optimizers, SGD [19] and
Adam [20], and two loss functions, L2 norm and L1 norm,
to see which combination works the best for our LDR-HDR
conversion task. Different from SGD, Adam utilizes both
decaying average of gradient and squared gradient. It is
claimed that Adam converges faster to global minimum
while SGD generalizes better [21]. Generally speaking, L2
norm promotes spreading out weights to smaller values,
while L1 norm tends to zero out insignificant weight com-
ponents and promote sparsity.

4.2.2 Image Quality Regularization

Besides directly reducing the difference between model
prediction and ground truth, adding constraints on inherent
qualities of the predicted image themselves may help guide
the model to learn specific traits for a particular type of
image. One trait we want in the model output is low amount
of blurring and noise. Therefore, we add TV regularization
term multiplied by different weights to obverse whether it
can promote sparse gradients in the outcomes. For the sake
of simplicity, we use anisotropic TV which adds the L1 norm
of both horizontal and vertical gradients.

TVanisotropic(I) = ||DxI||1 + ||DyI||1 (3)

where I is the vectorized image, and DxI and DyI are
gradients in the horizontal and vertical directions, respec-
tively. The regularizer term then can be expressed as
λTVanisotropic(I), where λ ∈ R adjusts the contribution of
the TV regularization term.

4.2.3 Loss Function Variation

Setting the suitable loss function helps the model to not only
reduces the general pixel-wise difference between model
prediction and ground truth, but also reduces the difference
in particular expected image features. Cosine similarity is
used in the loss term in [22] to promote color correctness
in the RGB channels. It measures how close the directions
of pixel-wise color vectors in RGB space are between the
prediction and ground truth. The objective function of the
i-th image of the dataset, including the loss contribution
resulting from cosine similarity, is

Li = L1 or 2 + λ

1− 1

K

K∑
j=1

ˆ
Iji · Iji

|| ˆIji ||2 · ||I
j
i ||2

 (4)

where Î is the predicted HDR image and I is the ground
truth. Iji denotes the j-th pixel vector of ground truth image
Ii, and K denotes the total number of pixels of image Ii.

We add cosine similarity to L2 loss, which in section 5
we will report to have a higher average test PSNR value
than L1, and weight the similarity term by different values
to examine how it affects the model’s learning.
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5 EXPERIMENTAL RESULTS

5.1 Non-Learning Based Method
Note that the fundamental difference between the proposed
non-learning based method and the Debevec’s method is
that it involves some level of image processing in the
YCbCr space. Therefore, by comparing the performance of
proposed algorithm with Debevec’s, we can get insights
into how effective it is to separately process the isolated
luminance and chrominance channels.

Due to the non-learning based nature of this proposed
method, there is no ground truth HDR image for the set of
input exposures we use in Figure 3. Therefore, the compari-
son of final results are performed in a qualitative fashion.

The results of merging the set of LDR exposures in
Figure 3 using the two non-learning methods are shown in
Figure 9. The HDR image reconstructed using the proposed
result (left) shows more details in areas where details are
only preserved in over- or under-exposed LDR captures,
such as the frame of the round window on the top-left
corner. Overall, it recovers most of the details of the original
scene. The Debevec’s method, on the other hand, is not as
effective in recovering such details. It does, however, show
a brighter and more vibrant scene in general.

It is important to acknowledge the qualitative assess-
ment and judgement of an HDR image can be highly
subjective. However, the proposed approach is shown to be
effective in a sense that more details can be observed after
the image reconstruction.

Fig. 9. HDR image synthesized using the proposed non-learning (left)
and the Debevec’s (right) algorithms.

5.2 Deep Learning Based Method
5.2.1 Optimizer and Loss
From the quantitative results summarized in Table 1, we
see that Adam optimizer performs significantly better re-
gardless of which loss function is used. There is a 6-8 dB
lift in PSNR value and 0.4-0.6 increase in SSIM value when
the optimizer is switched from SGD to Adam. When the
optimizer is fixed to Adam, using L2 loss results in a slightly
higher average test PSNR score, while using L1 loss achieves
a good PSNR score and also higher SSIM value.

TABLE 1
Average test PSNR (dB) and SSIM for different combinations of

optimizer and loss function.

PSNR (dB) SSIM

SGD+L2 14.91 0.2865
SGD+L1 16.90 0.5242

Adam+L2 22.75 0.8260
Adam+L1 22.69 0.9382

From Figure 10, we see that using SGD as the opti-
mizer generally results in noisier images and more color
artifacts. A potential explanation for this observation is that
SGD may have led the training process to stop at a local
minimum, which is avoided when Adam optimizer is used
and achieves higher PSNR and SSIM scores. When SGD
is set as the optimizer, using L1 loss in training results in
the images with clearer structures and fewer color artifacts.
This may likely be due to the utility of L1 loss promot-
ing sparse weights instead of diffusing the weight values
and leading to more spread-out pixel-wise differences. For
the two examples given in Figure 10, the combination of
Adam+L1 results in better HDR images both quantitatively
and qualitatively. There are more visible color shifts in the
Adam+L2 results than in the Adam+L1 results. However,
this observation may not generalize to all test images or
scenes in other datasets.

As Table 1 suggests that Adam+L2 has the highest av-
erage test PSNR score, we use Adam+L2 as the basis for
the following two sets of experiments discussed in the next
sections.

5.2.2 Image Quality Regularization
The motivation for using the TV regularizer is to model
natural images by piecewise constant approximations and
promote sharp edges between areas of relatively constant
intensity. As shown in Table 2, adding the TV regularizer
does not help with training, resulting a much less than ideal
PSNR.

TABLE 2
Average test PSNR (dB) and SSIM for TV regularizer with different λ

TV weight PSNR (dB) SSIM

λ =0.0001 10.57 0.3729
λ =0.001 10.87 0.3585
λ =0.01 10.82 0.3759
λ =1 9.323 0.07885

One possible reason for this is that the calculated
anisotropic TV term in equation (4) is proven to be much
larger (by three or four orders of magnitude) than the L1
or L2 loss, which potentially can cause the main learning
objective of the neural network to shift to image denoising,
instead of recovering the HDR image. This can be partially
reflected by the relatively consistent trend observed in Ta-
ble 2 - the SSIM increases as we decrease the weight of the
TV regularization term.

Since TV prior is a natural image prior, it is based on the
assumption that our training dataset predominantly consists
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Fig. 10. HDR images generated with models that are trained with different combinations of optimizers and loss functions.

Fig. 11. HDR images generated with models that are trained with differently weighted L2+cosine similarity loss.

of natural images. However, this is not the case. The LDR-
HDR pair dataset used in this project has a variety of im-
ages, including indoor scenes, architecture, and landscapes.
This may also explain why TV regularizer does not work
well for this model.

5.3 Loss Function Variation

Comparing the results in Table 3 and the Adam+L2 result in
Table 1, we find that adding cosine similarity term in the loss
function continues to improve the average test PSNR and
SSIM scores when the cosine similarity term is weighted by
certain λ values. The highest PSNR score is achieved when
λ is 1. The second highest PSNR score is achived when λ
is 0.5, which also leads to the highest SSIM score. We do
not observe a monotonic relationship between λ values and
the test results. But it may be a reasonable conclusion to say

that λ values in the middle region of around 0.5-1 will add
benefit to simply using L2 loss.

TABLE 3
Average test PSNR (dB) and SSIM for cosine similarity with different λ

Cosine Sim weight PSNR (dB) SSIM

λ =0.05 22.56 0.8288
λ =0.2 22.40 0.8875
λ =0.5 23.42 0.8998
λ =1 23.65 0.8546
λ =1.5 22.08 0.8867

Looking at the qualitative results shown in Figure 11, we
see that the trend demonstrated in the quantitative results
in Table 1 do not completely translate to the results of two
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randomly sampled individual test images. In general, we do
observe that adding cosine similarity term to L2 loss allows
the model to output HDR images with sound structure and
correct colors that are close to the ground truth. But in the
specific examples given in Figure 11, neither λ=1 or λ=0.5
results in the highest PSNR score, but rather λ=0.05 does.

With the findings in quantitative and qualitative results
combined, it is hard to conclude which λ value is the
best. The weighting of the cosine similarity term may be
a hyperparameter to be tuned for specific tasks or specific
images.

5.4 Non-Learning Based vs. Learning Based Methods

To get a better idea of how well each of the methods
performs on the multi-exposure HDR synthesis task, we use
the three LDR exposures in Figure 3 and generate the output
HDR images (see Figure 12 using all three methods). Here,
deep learning based method refers to the U-Net trained with
cosine similarity term weighed by λ of 1 in the loss function,
which is shown in Table 3 to have the highest average test
PSNR. The selected images focus on portions of the image
where the dynamic range is high, so that the effect of each
method can be more clearly reflected.

Fig. 12. HDR image synthesized using Debevec’s (left), proposed non-
learning based (middle) and deep learning based (right) algorithms.

Overall, the proposed non-learning based method shows
the highest dynamic range, as the frames of the window
(first row) and the window paintings (second row) can be
clearly seen from the middle images. The level of details
observed in the images produced by the Debevec’s method
is slightly lower, but the tone of the images is brighter
and less dull. In the third column, images predicted by
our deep learning based method have richer but a little
overly saturated colors, and still have portions of the images
over-exposed, such as the windows. One potential explana-
tion for our deep learning method’s less ideal qualitative
outcome can be that the test images here are out of the
distribution of our training data, which are not as rich in
colors, have cooler colors, have less extreme difference in
dynamic range, and show fewer fine architectural details.
Such comparison exposes one drawback of deep learning
approach in the LDR-HDR conversion task, that is, the

choice of training dataset can limit the ability of the model
to generalize well to other datasets or test scenes.

6 DISCUSSION AND FUTURE WORK

Both of the proposed methods, non-learning and learning
based, have their own strengths and weaknesses. By ana-
lyzing the results qualitatively, we see that the non-learning
based method shows consistently good performance but its
algorithm requires more information, the exposure time, in
this case, to calculate a better weight function. The deep
learning based algorithm, on the other hand, is more ver-
satile in the sense that it does not need extra meta data
for the images, but can produce less than ideal results if
the test images are very different from the training data.
Therefore, it is worth trying out other methods, such as data
augmentation, to help create a more robust and domain
agnostic learning based model for multi-exposure HDR
synthesis task.

More work can also be put into investigating why TV
regularizer does not work well for this task. It would also
be interesting to further investigate whether other regular-
ization terms on the image quality itself can help enhance
HDR image result quality in deep learning based methods.
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